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Summary 

Aiming at the development of a sustainable and safe energy source, nuclear fusion research is presently 

largely concentrated around the construction and operation of the international fusion device ITER. One 

of the primary issues threatening safe and efficient operation of this type of magnetic confinement fusion 

devices, called tokamaks, is the accumulation of so-called impurities in the plasma core, causing fuel 

dilution and radiative power loss. The interaction of the hot hydrogenic plasma with the wall components 

is one of the most important sources of impurity. In ITER, tungsten (W) has been selected as divertor 

material due to its low tritium retention and ability to handle large heat fluxes. However, tungsten may 

also pose an important risk, as highly charged impurities like tungsten radiate energy very efficiently, 

strongly contributing to radiative power loss. In reactor-relevant plasmas, thermonuclear burn will be 

possible only if tungsten concentrations remain below 10−4 . Therefore, in order to avoid a harmful 

termination of the plasma that may damage the machine (disruption), a detailed understanding of core 

impurity transport in tokamaks, including its interplay with magnetohydrodynamic (MHD) activity, is 

crucial. This requires reliable local information about impurity distributions, at a time resolution that is 

adapted to MHD time scales. Soft X-ray (SXR) spectroscopy is a diagnostic technique that has the potential 

to deliver valuable information in this respect. Since SXR spectroscopy can be operated at high temporal 

resolution (repetition rates up to MHz) and has a high spatial resolution (in order of centimeters), this 

opens up the very attractive possibility of localized real-time control of impurity concentrations, provided 

efficient actuators for the spatial impurity distribution can be established. However, the data analysis is 

challenging because the local two-dimensional SXR emissivity field in a poloidal cross-section has to be 

reconstructed from line-integrated measurements by tomographic methods. This is an ill-posed inverse 

problem, because the number of unknowns is far higher than the number of measurements. In addition, 

the measurement is a superposition of contributions from various impurity species, so disentangling 

contributions from each individual species can become difficult.  

From the above considerations, it is clear that real-time reconstruction of SXR emissivity profiles, with 

sufficient resolution and accuracy, requires specialized methods that take into account the various 

uncertainties entering the reconstruction process. Currently used methods, such as minimum Fisher 

information, often rely on a time-consuming optimization algorithm, which cannot be deployed for real-

time applications. In this work, a modern probabilistic approach has been adopted, using Bayesian 

inference. In the Bayesian framework, every piece of information can be assigned a probability, which is 

updated through Bayes’ rule as new data become available. The framework is therefore ideally suited to 

provide probability distributions for quantities that have to be calculated from raw measured data that 

are affected by uncertainties. In addition, Bayes’ rule naturally solves inverse problems, such as 

tomographic reconstruction, by relying on the line-integrated data, without actually performing an error-

prone inversion process.  

In this doctoral work, a new method called Gaussian process tomography (GPT) has been adopted, 

validated and extended for the reconstruction of SXR emissivity distributions and tungsten concentration 

distributions by means of Bayesian probability theory and Gaussian processes. The approach is targeted 



 

 
 

at studies of impurity transport and MHD activity, as well as real-time impurity control in WEST (Tungsten 

Environment in Steady-state Tokamak). WEST is an upgrade of the former Tore Supra tokamak from a 

limiter to a divertor configuration. In GPT, the SXR emissivity field is modeled by a Gaussian process (GP), 

which is the extension of a multivariate Gaussian distribution to a function space. In practice, the SXR 

emissivity distribution is described by a multivariate normal distribution over a set of pixels. The covariance 

matrix takes care of the regularization of the problem, ensuring a single solution with the appropriate level 

of smoothness. Given measurements of the line-integrated SXR emissivity, the method provides the 

posterior distribution of the emissivity field, from which point estimates and error bars of the 

reconstructed emissivity field can be derived. Provided the forward model is linear, like the basic 

tomography model, the GP prior guarantees a GP posterior, so its moments are available in closed form. 

The attractive non-iterative and nonparametric features of GPT thus enable high-resolution reconstruction 

of SXR emissivity fields at limited computational cost.  

In this PhD thesis, the GPT technique has been studied and tested on synthetic data in the context of the 

new WEST SXR diagnostic system, which employs gas electron multiplier (GEM) cameras. Using synthetic 

emissivity fields of various shapes, the technique was seen to compare favorably with the present standard 

technique based on minimum Fisher information (MFI). The good quality of the reconstructions was 

confirmed by maps of the posterior variance. Next, information about the geometry of the magnetic 

surfaces was incorporated by introducing anisotropy in the length scales determining correlations in the 

GP covariance matrix. Comparison with MFI revealed a considerably better performance by GPT. For 

further validation using real data, the method was also applied successfully to bolometry and SXR 

spectroscopy at the EAST and HL-2A tokamaks, delivering useful information for ongoing physics studies. 

The next goal was Bayesian inference of tungsten concentration distributions from line-integrated SXR 

data, in addition to extra diagnostic information about the electron temperature and density radial profiles 

from electron cyclotron emission and Thomson scattering, respectively. This required calculation of the 

tungsten cooling factor which renders the forward model nonlinear, hence a full Bayesian calculation was 

required, involving posterior sampling by means of Markov Chain Monte Carlo techniques. In a test using 

synthetic data, tungsten density profiles were successfully reconstructed, although the computational load 

was significant. Therefore, perspectives were presented towards a solution involving surrogate modeling 

of the inference process, based on a large database of reconstructions. Preliminary tests on SXR data using 

various designs of convolutional neural networks suggest a good potential towards real-time 

reconstruction of impurity density profiles with a view to an impurity monitoring system that could provide 

feedback for the plasma control system in future devices. The approach could also contribute to the 

understanding of impurity transport in tokamaks, by providing information on the transport coefficients. 

 

 

 

 



 

 
 

Samenvatting 

Het onderzoek naar kernfusie is, met het oog op de ontwikkeling van een duurzame en veilige energiebron, 

momenteel voor een groot deel gericht op de constructie en operatie van de internationale fusiemachine 

ITER. Eén van de belangrijkste kwesties die de veilige en efficiënte operatie bedreigen van dit type van 

fusiemachines doormiddel van magnetische opsluiting, tokamaks genoemd, is de accumulatie van 

zogenaamde onzuiverheden in de plasmakern, wat voor verdunning zorgt van de brandstof en 

vermogensverlies door straling. Deze interactie van het hete waterstofplasma met de wandcomponenten 

is één van de belangrijkste bronnen van onzuiverheid. In ITER is wolfram (W) geselecteerd als 

divertormateriaal vanwege zijn lage tritiumretentie en vermogen om grote hittebelasting te weerstaan. 

Wolfram kan evenwel ook een belangrijk risico vormen, omdat sterk geladen onzuiverheden zoals wolfram 

zeer efficiënt energie wegstralen, waardoor ze sterk bijdragen tot vermogensverlies door straling. In 

reactor-relevante plasma’s zal thermonucleaire verbranding slechts mogelijk zijn mits de concentraties 

aan wolfram beneden 10−4  blijven. Om een gevaarlijke beëindiging van het plasma (disruptie) te 

vermijden, die de machine zou kunnen beschadigen, is een gedetailleerd begrip van het transport van 

onzuiverheden in de kern van tokamakplasma’s dus cruciaal, inclusief de wisselwerking met 

magnetohydrodynamische (MHD) activiteit. Dit vereist betrouwbare lokale informatie over 

onzuiverheidsdistributies, met een tijdsresolutie die aangepast is aan de tijdsschaal van MHD. 

Spectroscopie doormiddel van zachte X-stralen (SXR) is een diagnostische techniek met het potentieel om 

hierover waardevolle informatie te leveren. Vermits SXR-spectroscopie kan opereren met hoge 

tijdsresolutie (herhalingsfrequenties tot in de MHz) en hoge spatiale resolutie (orde centimeters), opent 

dit de aantrekkelijke mogelijkheid tot gelokaliseerde real-time controle van onzuiverheidsconcentraties, 

op voorwaarde dat efficiënte actuatoren voor de spatiale onzuiverheidsdistributie gevonden kunnen 

worden. De data-analyse is echter uitdagend, omdat de lokale tweedimensionale SXR-emissiviteit in een 

poloïdale doorsnede gereconstrueerd moet worden uit lijn-geïntegreerde metingen door tomografische 

methodes. Dit is een slecht-gesteld invers probleem, vermits het aantal onbekenden veel groter is dan het 

aantal metingen. Bovendien is de meting een superpositie van bijdragen van verschillende soorten 

onzuiverheden, zodat het ontrafelen van de bijdragen van de individuele soorten moeilijk kan worden. 

Om de hierboven aangehaalde redenen is het duidelijk dat voor de reconstructie van SXR-

emissiviteitsprofielen in reële tijd, met voldoende resolutie en nauwkeurigheid, gespecialiseerde 

methodes vereist zijn die de verschillende onzekerheden, die hun intrede doen in het reconstructieproces, 

in rekening brengen. De huidige gebruikte methodes, zoals minimum Fisherinformatie, steunen vaak op 

een tijdrovend optimalisatiealgoritme, dat niet ingezet kan worden voor real-time toepassingen. In dit 

werk wordt een moderne probabilistische methode gebruikt, gebaseerd op Bayesiaanse inferentie. In het 

Bayesiaanse raamwerk kan aan elk stukje informatie een probabiliteit toegekend worden, die ge-updatet 

wordt zodra nieuwe data beschikbaar wordt. Dit raamwerk is daarom uitstekend geschikt om 

probabiliteitsdistributies te verschaffen voor grootheden die berekend moeten worden uit ruwe metingen 

die beïnvloed worden door onzekerheden. Bovendien lost de regel van Bayes op een natuurlijke manier 

inverse problemen op, zoals de tomografische reconstructie, uitgaande van lijn-geïntegreerde data, 

zonder een eigenlijk inversieproces uit te voeren dat sterk onderhevig is aan fouten. 



 

 
 

In dit doctoraatswerk wordt een nieuwe methode, tomografie door Gaussiaanse processen (GPT), ingezet, 

gevalideerd en uitgebreid voor de reconstructie van SXR-emissiviteitsprofielen en concentratiedistributies 

van wolfram door middel van Bayesiaanse probabiliteitstheorie en Gaussiaanse processes. Deze aanpak is 

gericht op studies van onzuiverheidstransport en MHD-activiteit, en real-time controle van onzuiverheden 

in WEST (Tungsten Environment in Steady-state Tokamak). WEST is een upgrade van de eerdere tokamak 

Tore Supra, van een limiter- naar een divertorconfiguratie. In GPT wordt de SXR-emissiviteit gemodelleerd 

door een Gaussiaans proces (GP), wat een uitbreiding is van een multivariate Gaussiaanse distributie naar 

een functieruimte. In de praktijk wordt het SXR-emissiviteitsprofiel beschreven door een multivariate 

normale distributie over een set pixels. De covariantiematrix zorgt voor de regularisatie van het probleem, 

zodat er één enkele oplossing overblijft met het juiste niveau van gladheid. Gegeven metingen van de lijn-

geïntegreerde SXR-emissiviteit, verschaft de methode de a posteriori-distributie van het emissiviteitsveld, 

waaruit puntschattingen en foutenmarges van het gereconstrueerde emissiviteitsveld afgeleid kunnen 

worden. Gesteld dat het voorwaartse model lineair is, zoals het eenvoudigste tomografiemodel, dan 

garandeert de GP-a priori-distributie een GP-a posteriori-distributie, met momenten die in gesloten vorm 

beschikbaar zijn.  De aantrekkelijke niet-iteratieve en niet-parametrische kwaliteiten van GPT maken dus 

een reconstructie van SXR-emissiviteitsvelden mogelijk met hoge resolutie en met bepekte 

computationele middelen. 

In deze doctoraatsthesis werd de GPT-techniek bestudeerd en getest op synthetische data in de context 

van de nieuwe SXR-diagnostiek op WEST, die gebruik maakt van camera’s op basis van gas-

elektronmultiplicatoren (GEM). Gebruik makend van synthetische emissiviteitsvelden van verschillende 

vormen werd gevonden dat de techniek de vergelijking met de standaardtechniek gebaseerd op minimum 

Fisherinformatie (MFI) goed doorstaat. De goede kwaliteit van de reconstructies werd bevestigd door 

kaarten van de a posteriori-variantie. Vervolgens werd informatie over de ligging van de magnetische 

oppervlakken in rekening gebracht door anisotropie te introduceren in de lengteschalen die de correlaties 

bepalen in de GP-covariantiematrix. Na vergelijking met MFI bleek GPT aanzienlijk beter te presteren. Voor 

bijkomende validatie met reële data werd de methode ook met succes toegepast op bolometrie en SXR-

spectroscopie op de tokamaks EAST en HL-2A, waarbij nuttige informatie geleverd werd voor aan de gang 

zijnde fysische studies. 

De volgende doelstelling betrof Bayesiaanse inferentie van concentratieprofielen van wolfram uit lijn-

geïntegreerde SXR-data, samen met extra diagnostische informatie over radiale profielen van de 

elektrontemperatuur en –dichtheid uit elektron-cyclotronemissie, respectievelijk Thomsonverstrooiing. 

Hiervoor was het nodig de koelingsfactor voor wolfram te bereken. Daardoor wordt het voorwaartse 

model niet-lineair, en een volledige Bayesiaanse berekening was dus vereist, gebruik makend van a 

posteriori-sampling doormiddel van Markovketen-Monte Carlo-technieken. In een test met synthetische 

data werden profielen van de wolframdichtheid met succes gereconstrueerd, niettemin met significante 

computationele vereisten. Daarom werden perspectieven voorgesteld op een oplossing gebruik maken 

van surrogaatmodellering van het inferentieproces, gebaseerd op een grote databank van reconstructies. 

Enkele eerste tests op SXR-data gebruik makend van neurale convolutienetwerken met variërende designs, 

wijzen op een goed potentieel voor de reconstructie van dichtheidsprofielen van onzuiverheden in reële 

tijd, met het oog op een systeem voor monitoring van onzuiverheden dat feedback zou kunnen leveren 



 

 
 

aan het systeem voor plasmacontrole in toekomstige machines. Deze aanpak zou ook kunnen bijdragen 

aan het begrip van onzuiverheidstransport in tokamaks, door informatie te leveren over de 

transportcoëfficiënten. 
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Chapter 1 Introduction 

1.1. Energetic challenges and nuclear fusion 

1.1.1 Energy consumption, resources and environmental constraints 

Energy is the cornerstone of human civilization, energy keeps us warm during the winter, sends us wind 

during the summer; energy gives us a message from the other side of the world, brings us to the moon… 

Energy is about everything. 

Energy access is the ‘golden thread’ that weaves together economic growth, human development and 

environmental sustainability. Energy has long been recognized as essential for humanity to develop and 

thrive, but the adoption in 2015 by 193 countries of a goal to ensure access to affordable, reliable, 

sustainable and modern energy for all by 2030, as part of the new United Nations Sustainable 

Development Goals (SDGs), marked a new level of political recognition. Energy is also at the heart of many 

of the other SDGs, including those related to gender equality, poverty reduction, improvements in health 

and climate change. [WEO 2017] 

Concern about a dependable future for energy is only natural, since energy provides ‘essential services’ 

for human life - heat for warmth, cooking, and manufacturing, or power for transport and mechanical work. 

At present, the energy to provide these services comes from fuels - oil, gas, coal, nuclear, wood, and other 

primary sources (solar, wind, or water power) - that are all useless until they are converted into the energy 

services needed, by machines or other kinds of end-use equipment, such as stoves, turbines, or motors. In 

many countries worldwide, a lot of primary energy is wasted because of inefficient design or operation of 

the equipment used to convert it into the services required. However, there is an encouraging growth in 

awareness of energy conservation and efficiency. 

 
Figure 1.1. World primary energy consumption from 1991 to 2017 in million tons oil equivalent (Mtoe). 
Source: [BP 2018]. 
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The global energy consumption and needs have increased dramatically in the last century with a 

characteristic doubling time of about 30 - 40 years. According to the BP Statistical Review of World Energy 

[BP 2018] primary energy consumption growth averaged to 2.2% in 2017, while consumption of the three 

primary fossil fuels (oil, coal, natural gas) increased continuously, with a slight slowdown thanks to 

renewable energy development. The extent to which the current mix of resources used for energy 

provision is going to change in the 21st century will depend on progress in the development of alternative 

energy sources. 

To give an indicative estimate of how long we still could feasibly consume fossil fuels, we have plotted the 

reserves-to-production (R/P) ratio for coal, oil and gas in Figure. 1.2. The R/P ratio divides the quantity of 

known fuel reserves by the current rate of production, to estimate how long we could continue if this level 

of production remained constant. Based on BP's Statistical Review of World Energy 2018, we would have 

about 134 years of coal production, and roughly 50 years of both oil and natural gas remaining. 

 

 

However, while depleting reserves could become a pressing issue 50-100 years from now, there is another 

important limit to fossil fuel production: climate change. Carbon dioxide emissions remain trapped in the 

atmosphere for long periods of time, building up an atmospheric stock that leads to temperatures rise. 

Key risks of eventual temperature rise have been reported by the Fifth Assessment Report of the 

Intergovernmental Panel on Climate Change (IPCC), as follows: 

1. Risk of severe ill-health and disrupted livelihoods resulting from storm surges, sea level rise and 

coastal flooding; inland flooding in some urban regions; and periods of extreme heat. 

2. Systemic risks due to extreme weather events leading to breakdown of infrastructure networks 

and critical services. 

3. Risk of food and water insecurity and loss of rural livelihoods and income, particularly for poorer 

populations. 

4. Risk of loss of ecosystems, biodiversity and ecosystem goods, functions and services. 

To keep average global temperature increase below two degrees Celsius (as has been agreed in the UN 

Paris Agreement), we can thus calculate the cumulative amount of carbon dioxide we can emit while 

Coal

Nutural Gas

Oil

Years of fossil fuel reserves left

Figure 1.2. Years of fossil fuel reserves left, reported as reserves-to-product ratio, which measures the number 
of years of production left based on known reserves and production levels in 2017. Data Source: [BP 2018]. 
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maintaining a probability of remaining below this target temperature. This is what we define as a 'carbon 

budget'. In the latest Intergovernmental Panel on Climate Change (IPCC) report, the budget for having a 

50 percent chance of keeping average warming below two degrees Celsius was estimated to be 

approximately 275 billion tons of carbon (as shown in the chart in Figure. 1.3). Note that with each year 

that passes, the remaining carbon budget continues to decline—by the end of 2017, this figure will have 

further decreased from the IPCC's estimates. 

The crucial factor is then the following: if the world burned all of its currently known reserves (without the 

use of carbon capture and storage technology), we would emit a total of nearly 764 billion tons of carbon. 

This means that we have to leave between 65-80 percent of current known fossil fuels reserves untouched 

in the ground if we want to meet our global climate targets. 

 

The various arguments mentioned until now point toward a new low-carbon future, by reducing CO2 

emission and by developing alternative energy sources. Indeed, renewable energies (including 

hydroelectricity, solar power, wind power and biomass) are great candidates that will, by definition, 

remain available on the long term, and do not (or negligibly) contribute to global warming. However, they 

do come with their own drawbacks.  

The hydroelectricity has been explored to a large extent already. In fact, most of the potential hydropower 

has already been installed in Europe and North America. Additional contribution for future energy demand 

is limited with respect to the world energy needs.  

Wind and solar power are presently not sufficiently mature for large-scale and stable energy production. 

A fundamental issue is that their production peaks usually do not coincide with demand peaks and depend 

on weather patterns. Moreover, expenses for constructing wind and solar farms, as well as reliable energy 

storage and transport, are considerable. Finally, centralized production and transport of solar and wind 

energy in suitable regions might create vulnerabilities to geopolitical instabilities. 

Global Fossil Fuel Reserves

Unburnable Reserves

Carbon Budget for 2 °C increasing

Global Carbon Budget depending on 
UN Paris Agreement (billion tons of carbon)

Figure 1.3. The Carbon budget and the amount of carbon that will be released depending on present fossil fuel 
reserves. 
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Biomass energy is a very good candidate, which has greenhouse gas production much more favorable than 

fossil fuels (growing bio-crops for fuel is a carbon absorption process). However, on the other hand, 

biomass energy requires at industrial level a large land use, possibly conflicting with food production. This 

drawback strongly constrains its economic future. 

In summary, the current renewable energy mix may not be a fully suitable alternative to fossil fuels. Rather, 

it would complement existing energy sources.  

Method Required surface 

Photovoltaic About 100 km2 in Middle Europe (10% efficiency 

assumed) 

Wind power 6660 mills of 150 kW (20 rotor blades and for the 

average wind speed at the North Sea coast) 

Biogas 60 million pigs or 800 million chickens 

Bio-alcohol 6200 km2 of sugar beet, or 7400 km2 of potatoes, 

or 16 100 km2 of corn, or 27 200 km2 of wheat 

Bio-oil 24 000 km2 of rapeseed 

Biomass 30 000 km2 of wood 

 

Next to traditional renewable energy sources, there are still other candidates to fossil fuels, i.e. nuclear 

energy. Since December 2, 1942, precisely at 3:25 p.m., a world first nuclear energy pile has been turned 

on by a scientific group led by Enrico Fermi, the Nobel Prize winner. Starting from this point, humankind 

obtained a new power source and entered a new energy age.  

Table 1.1 Investments needed to produce 1 GW of electricity for several types of renewable energies [Ongena 
2001]. Surfaces can be compared to the total surface of Belgium: 32 545 km2. 
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Nuclear energy employs the binding energy of atomic nuclei to generate heat during exothermic nuclear 

reaction processes. This heat can then be converted into electricity by heating water to steam and 

activating turbines. There are two ways to achieve the nuclear reaction and release the energy: fusion and 

fission. The nuclear fission reaction is a process wherein an atom is split into smaller atoms, accompanied 

by the release of energy; the nuclear fusion occurs when two light nuclei collide at sufficiently high energy 

required to overcome the repulsive Coulomb forces and become subject to the strong interaction forces 

at short distances (10−15 m). The resulting nuclei have a lower total mass than the sum of the original 

nuclei and the mass deficit ∆𝑚 is converted into energy through 𝐸 =  ∆𝑚𝑐2.  

 

 Figure 1.5. Left: the nuclear fusion reaction between deuterium and tritirum. Right: the principle of a 
nuclear fission reaction. 

Figure 1.4. The world first nuclear pile built in Chicago, US. 

[Photo of Chicago Pile -1 scale model from fineartamerica.com] 
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Nuclear fission, which is widely adopted as the basic technology of current nuclear power plants, has many 

advantages: the fuel has a very high energy density and no greenhouse gas is produced from the fission 

reaction. The production of electricity is manageable, non-intermittent, and can be centralized. 

Furthermore, with the potential of fuel breeding technology, the uranium reserves could sustain up to 

2500 years with the present consumption rate. We can imagine that if the fuel breeding technology 

succeeds and nuclear fission energy became a principle energy source, e.g. from 5% nowadays to 50% in 

the future, the uranium reserves could still satisfy the global energy need for 200 years.  

However, this is not the end of our story, as the drawbacks of nuclear fission energy are as obvious as its 

advantages. Among the constraints that fission nuclear must deal with, the fission reaction produces 

radioactive wastes that require long-term storage solutions and adequate risk management. The reactor 

has to be designed in order to control the chain reaction process with many safety procedures to prevent 

the risks of leakage or loss-of-coolant accident. In recent years, especially after the 2011 Fukushima Daiichi 

disaster, nuclear fission development has reached a difficult period, and increasingly more countries are 

considering to reduce or eliminate the nuclear fission energy from their primary energy mix.  

The second option offered by nuclear energy is nuclear fusion. It is the least developed of the current 

energy sources but it holds the promise of being a safe, inexhaustible and clean energy production method. 

As such, it could become the best compromise between nature and the energy needs of mankind. We will 

come back to this point in the next section. 
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1.1.2 Magnetic confinement fusion (MCF) and inertial confinement fusion (ICF) 

Bring the power of the sun to earth. 

Nuclear fusion is the energy source that powers the stars and the sun. Nuclear fusion reactions do not 

produce greenhouse gases, nor long-term radioactive waste products. There are several types of fusion 

reactions, e.g. D-T reaction, D-D reaction, D-3He reaction etc. The most accessible way to achieve fusion 

on earth is the D-T reaction, a reaction between the isotopes of hydrogen, which has the highest reaction 

cross-section at a lower energy level.  

 

From Figure. 1.6, we can clearly see that the D-T reaction cross-section peak is reached around a center-

of-mass kinetic energy of 100 keV, corresponding to a temperature of about one billion Kelvin, where 1 eV 

corresponds to 11600 K. Fortunately, due to the presence of a significant fraction of particles in the 

Maxwellian tail of the velocity distribution and quantum tunneling effects, the resulting temperature at 

which D-T reaction can be achieved is about 10keV. At such high temperatures, the reactants are fully 

ionized and form a plasma state. Plasma is one of the four states of matter, constituting most of the visible 

matter in the universe, including Aurora Borealis and fluorescent lights on earth. 

The D-T fusion reaction can be described as: 

𝐷1
2 + 𝑇1

3 → 𝐻𝑒2
4  (3.5 𝑀𝑒𝑉) + 𝑛0

1  (14.1 𝑀𝑒𝑉) 

The energy released in the reaction is distributed between the kinetic energy of the α-particle 𝐻𝑒2
4  

(3.5MeV ) and the neutron 𝑛0
1  (14.1MeV ). The most obvious advantage of fusion is the virtual 

inexhaustibility of the fuels, which are cheap and widely accessible. The deuterium reserves in sea water 

Figure 1.6. The cross-section for different nuclear fusion reactions. 
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can be extracted in large quantities at low price. At present production levels, natural deuterium reserves 

would be sufficient for billions of years of electricity production. Tritium is a short-lived radioactive isotope 

of hydrogen, the half-life time of tritium is 12.3 years. It can be produced via the reaction of lithium and 

neutrons as: 

𝐿𝑖3
6 + 𝑛0

1 → 𝑇1
3  (2.75 𝑀𝑒𝑉) + 𝐻𝑒2

4  (2.05 𝑀𝑒𝑉) 

𝐿𝑖3
7 + 𝑛0

1 → 𝑇1
3  + 𝐻𝑒2

4 + 𝑛0
1 − 2.47 𝑀𝑒𝑉 

The amount of lithium reserves in seawater could satisfy the energy needs for 60 million years.  

The strategy of nuclear fusion power production seems clear now. This energy source is a very promising 

candidate which does not release any greenhouse gas and long-term radioactive waste products. At the 

same time, the fusion fuels in earth are available in large quantities, which could be considered as infinity 

on the human civilization time scale. On the other hand, fusion reactions only occur under a critical 

condition: the temperature needs to achieve levels of 10 keV (108K), which is one hundred times higher 

than the temperature at the sun’s center. A question comes to our mind: how should we contain this 

plasma which is 100 times hotter than the sun? 

As is well known, no solid material can withstand the level of temperature we have mentioned above. 

Thus, a method of confinement is needed to prevent the plasma from losing too much of its energy, 

degrading its performances or damaging its containment chamber. With these concerns, two confinement 

methods have been proposed. 

 Inertial confinement fusion (ICF): in this method, a D-T solid target can be inertially confined using 

tens of pulsed lasers which compress the target in a few nanoseconds, at densities high enough 

for fusion reactions to happen. This method is mainly used today to study the physics of nuclear 

weapons but is also studied for civil applications. The two main ICF research centers in the world 

are the National Ignition Facility (NIF) in USA, and the Laser MégaJoule in France. 

 Magnetic confinement fusion (MCF): since plasma particles are electrically charged, they are 

sensitive to electromagnetic fields and can be confined by strong magnetic fields. The main 

candidates for MCF today are tokamaks. Major experiments include the Joint European Torus (JET) 

in Oxfordshire (UK), WEST (upgraded from Tore Supra) in Cadarache (France), ASDEX-Upgrade 

(AUG) in Garching (Germany), TCV in Lausanne (Switzerland), DIII-D in San Diego, CA (USA), 

JT-60SA in Naka (Japan), EAST and HL-2A in China, and ITER, presently under construction in 

Cadarache (France). Another good candidate MCF concept is the stellarator, like W7-X in 

Greifswald (Germany). Other magnetic configurations like magnetic mirrors, Z-pinch, etc. have 

also been investigated but currently do not enjoy the same favorable prospects for fusion energy 

production. The tokamak and stellarator concepts are discussed in more detail below. 
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1.2. MCF concepts 

In this thesis, we focus on the tokamak as one of the most advanced magnetic confinement concepts, but 

we also discuss the stellarator. Both of them utilize the electromagnetic properties of charged plasma 

particles to trap them and keep them away from material walls in a specifically designed magnetic field 

configuration.  

1.2.1 Tokamaks 

In a tokamak, the plasma is formed in the shape of a torus or a doughnut, through a specially designed 

magnetic field configuration. Such a configuration can be formed by arranging a set of field coils in the 

form of a torus, thus forming a toroidal magnetic field. However, a purely toroidal magnetic field cannot 

confine the plasma particles, as the curvature of the field lines produces opposite particle drifts for the 

ions and the electrons, leading to charge separation. Hence, a poloidal magnetic field is added by passing 

a toroidal current through the plasma itself. The resultants of the toroidal and poloidal magnetic field lines 

spiral around the torus along nested toroidal surfaces, forming globally closed magnetic flux surfaces. The 

combination of the toroidal and poloidal magnetic fields leads to the concept of toroidal magnetic bottles 

in which one can confine the hot plasma away from material walls in a stable way for long durations. 

 

 

 

1.2.2 Stellarator 

In stellarators, the poloidal magnetic field is produced by careful profiling of the magnetic field topology. 

Complex, non-axisymmetric (helical) and closed toroidal magnetic surfaces are formed in three dimensions 

by fields entirely produced by externally wound coils. Thus, there is no need to drive plasma current in 

stellarators, eliminating the issue of disruptive instabilities occurring in tokamaks, rendering them very 

attractive for reactor concepts. The stellarator is capable of steady-state operation, in contrast to the 

inherently pulsed nature of a tokamak. However, the 3D nature of the stellarator inevitably increases the 

complexity of its design and analysis of the measurements, leading to higher cost and more demanding 

Figure 1.7. Left: schematic of a tokamak. Right: combination of the toroidal and poloidal magnetic fields to 
form a helical field along the torus. [Kikuchi 2012] 
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engineering. Moreover, the stellarator currently exhibits poorer particle confinement properties than the 

tokamak, due to large deviations of particle orbits from the 3D flux surfaces. In addition, the level of 

neoclassical transport of the plasma and alpha particles is relatively high, while knowledge of turbulent 

heat and particle transport in stellarators is still relatively limited.  

 

1.  

 

1.2.3 Roadmap of MCF power plants in Europe 

Since the definition of the Fast Track approach to fusion energy in 2001, the European fusion roadmap 

has been based on three elements: 

 The ITER project as the ‘essential step towards energy production in a fast track’; 

 A single step (DEMO) between ITER and commercial fusion power plants designed ‘as a credible 

prototype for a power-producing fusion reactor, although in itself not fully technically or 

economically optimized’; 

 The International Fusion Materials Irradiation Facility (IFMIF), for material qualification under 

intense neutron irradiation, in parallel with ITER. 

The roadmap addresses three separate periods with distinct main objectives. 

 Horizon 2020 (2014-2020) with five overarching objectives: 

o Construct ITER within scope, schedule and cost; 

o Secure the success of future ITER operation; 

o Prepare the ITER generation of scientists, engineers and operators; 

o Lay the foundation of the fusion power plant; 

o Promote innovation and EU industry competitiveness. 

 Second period (2021-2030): 

o Exploit ITER up to its maximum performance and prepare DEMO construction. 

 Third period (2031-2050): 

o Complete ITER exploitation; construct and operate DEMO. 

Figure 1.8. Left: schematic of the magnetic coils and the 3D plasma shape in the stellarator W7-X. Right: 
poloidal cross-section of typical magnetic flux surfaces at different toroidal angles in a stellarator[Li 2014]. 
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Horizon 2020 milestones and resources have been defined in detail, while a global evaluation is given for 

the second period and the third period is only outlined. 

 

1.3. Purpose of this thesis 

Aiming at the development of a sustainable and safe energy source, nuclear fusion research is presently 

largely concentrated around the construction and operation of the international fusion device ITER. To 

achieve this goal, investigation efforts are put on the baseline of fusion confinement problems, one of the 

primary issues threatening safe and efficient operation of tokamaks like ITER, is the accumulation of so-

called impurities in the plasma core, causing unmanageable radiative power loss and plasma performance 

loss. The interaction of the hot hydrogenic plasma with the wall components is the most important source 

of impurity. Especially in ITER, tungsten (W) has been selected as divertor material due to its low tritium 

retention and ability to handle large heat flux load. But tungsten may also pose an important risk, the 

highly charged impurities like tungsten can radiate energy violently which strongly increase the radiative 

power loss. In reactor-relevant plasmas, thermonuclear burn will be possible only if tungsten 

concentrations remain below 10−4. Reliable tools are thus required to monitor the local impurity density, 

study tungsten transport in the plasma core and identify actuators to avoid W central accumulation.  

Soft X-ray (SXR) spectroscopy which is a promising diagnostic can be operated in high temporal resolution 

(sampling rate up to MHz) and has a high spatial resolution (in order of centimeter). This opens up the very 

attractive possibility of localized real-time control of impurity concentrations, provided efficient actuators 

for the spatial impurity distribution can be established. However, the data analysis on this direction is 

challenging because the local two-dimensional SXR emissivity field in a poloidal cross-section has to be 

reconstructed from line-integrated measurements by tomographic methods. This is an ill-posed inverse 

problem, while the high spatial resolution demanding has to always meet the limited measurement access. 

Thus, there exists a variety of possible reconstructions can give the same measurement. In addition, from 

the emissivity point of view, the measurement is a superposition which composes all the emissivity from 

various impurities and ionization stages. The decomposition to distinguish each emissivity contributions 

from different species, propose considerable difficulties to deal with. 

The main purpose of this Phd is composed with two main trajectories: 

 To investigate a real-time (refers to the transport time scale ~ 10ms  on WEST) tomography 

algorithm for the new developed SXR system on WEST in order to provide sufficient access of the 

MHD and impurity real-time control. 

 To develop the most threatening high-Z impurity, tungsten, local distribution monitoring method. 
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Chapter 2 Tokamak Physics 

In this chapter, some basic background regarding the physics of tokamak plasmas is introduced. 

As mentioned in previous introduction chapter, a tokamak is a magnetic confinement device in which the 

poloidal component of the magnetic field is generated mainly by toroidal currents flowing in the plasma 

(see Figure 1.7). The word tokamak is a Russian acronym for toroidalnaya kamera and magnitnaya 

katushka, meaning ‘toroidal chamber and magnetic coil’. The relative simplicity of the tokamak design has 

led to an initial headway of this design with respect to other prospective designs for a fusion reactor, and 

the top performance among current fusion experiments has been achieved in tokamaks. As shown in 

Figure 1.7, the vacuum magnetic field is the toroidal field 𝐵𝑡, generated by a set of toroidal field (TF) coils. 

Due to the guiding center motion [Kikuchi 2012] of the charged particles in a magnetic field, the plasma 

particles gyrate around the field lines, and are thus confined in the direction perpendicular to the magnetic 

field. However, if there were only a toroidal field component, plasma particles would drift toward the 

vertical direction, preventing confinement, as shown in Figure 2.1. 

 

Figure 2.1. Illustration of the vertical drift underwent by charged particles confined by a purely toroidal magnetic 
geometry. Photo from CEA website. 

 

Therefore, a poloidal magnetic field component 𝐵𝑝 is added to the total magnetic field. This component is 

created by generating an electrical current in plasma (of the order of hundreds kA to MA). The sum of the 

toroidal magnetic field, and the in comparison small poloidal component, is a helical magnetic field. The 

plasma current is generated inductively by a central solenoid (CS) coil, which is also sketched in Figure 1.7. 

In the presence of plasma, an outward force will work on the plasma, similar to that tending to expand the 

diameter of a rubber tube filled with air. These expanding “hoop” forces can be balanced by the Lorentz 

force between the toroidal plasma current and an applied field in the vertical direction. The poloidal field 

(PF) coils set produce this field, and additionally shapes the cross-section of the plasma in the poloidal 

plane. 
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2.1. MHD equilibrium and major instabilities 

Magnetohydrodynamic (MHD) theory describes the interactions between plasma and electromagnetic 

fields from a fluid point of view. MHD theory is able to describe many plasma phenomena relevant to 

magnetic confinement fusion. Ideal MHD is the most basic plasma model, described by the following set 

of equations: 

𝑑𝜌

𝑑𝑡
= −𝜌𝛻 ∙ �̅�                   (2.1) 

𝜌 (
𝑑�̅�

𝑑𝑡
) = 𝑗 × �̅� − 𝛻𝑝     (2.2) 

𝑑𝑝

𝑑𝑡
= −𝛾 𝑝𝛻 ∙ �̅�                 (2.3) 

�̅� + �̅� × �̅� = 0                  (2.4) 

𝛻 × �̅� = −
𝜕�̅�

𝜕𝑡
                   (2.5) 

𝛻 × �̅� = 𝜇𝜇0 𝑗                   (2.6) 

𝛻 ∙ �̅� = 0                             (2.7) 

Where 𝑑 ∙ 𝑑𝑡⁄ = 𝜕 ∙ 𝜕𝑡⁄ + �̅� ∙  𝛻; 

 𝛾, 𝜌, 𝑝, �̅� are the adiabatic index, fluid mass density, pressure and velocity;  

  𝑗, �̅�, �̅� are the electric current density, electric field and magnetic field strength, respectively. 

In plasma physics it is customary to describe all magnetization effects explicitly in terms of the associated 

currents, therefore 𝜇  will always be assumed to be 1. Linearizing the above equations around a 

homogenous, static equilibrium, one finds that it contains two characteristic wave speeds, Alfven speed 

𝑣𝐴 and normal sound speed of unmagnified gas 𝑐𝑠: 

𝑣𝐴 = √
𝐵2

𝜇0𝜌
                        (2.8) 

𝑐𝑠 = √
𝛾𝑝

𝜌
                           (2.9) 

If our experiment is of a characteristic dimension 𝐿0, which we can identify, for example with either the 

circumference of the plasma torus in toroidal direction (2𝜋𝑅0) or poloidal direction (2𝜋𝑎), these velocities 

define characteristic MHD timescales: 
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𝜏𝐴 =
𝐿0
𝑣𝐴
                              (2.10) 

𝜏𝑠 =
𝐿0
𝑐𝑠
                              (2.11) 

Any state persisting significantly longer than these timescales has to satisfy the stationary equilibrium 

condition: 

𝜌�̅�  ∙ 𝛻�̅� = 𝑗 × �̅� − 𝛻𝑝           (2.12) 

Typically, the steady state flow velocities in tokamaks have a Mach number |�̅�| 𝑐𝑠⁄ ≪ 1, so that inertial 

forces (Coriolis and centrifugal forces) can be neglected compared to pressure forces. Then on the MHD 

timescales, the following force balance can be assumed: 

𝑗 × �̅� =  𝛻𝑝                              (2.13) 

During a plasma campaign discharge, the plasma parameters change in time, for example due to changes 

in externally applied heating power or loop voltage. The plasma profiles adjust to these imposed variations 

on diffusive timescales, defined by the transport of energy or diffusion of magnetic fields across the plasma 

column. These timescales — the “energy confinement time” and the “current diffusion time” — are much 

longer than MHD timescales 𝜏𝐴 and 𝜏𝑠. As a consequence, during these slow variation, the plasma can be 

assumed to pass through sequences of static MHD equilibrium states. 

 

2.1.1 Magnetic flux surfaces 

In a tokamak the plasma is confined into a torus shape, thus the ideal tokamak equilibrium is described by 

axisymmetric solutions of the equations set:  Eq. (2.6), Eq. (2.7), Eq. (2.13). Usually, it is convenient to 

split the vector fields of current density and magnetic field into poloidal and toroidal parts: 𝑗 = 𝑗𝑝𝑜𝑙 + 𝑗𝑡𝑜𝑟, 

𝐵 = 𝐵𝑝𝑜𝑙 + 𝐵𝑡𝑜𝑟, and to express the poloidal components in a poloidal current flux function 𝐹(𝑅, 𝑧) and 

a poloidal magnetic flux function (𝑅, 𝑧): 

𝑗𝑝𝑜𝑙 =
1

2𝜋𝑅
𝑒𝜙 ×  𝛻𝐹                        (2.14) 

𝐵𝑝𝑜𝑙 = −
1

2𝜋𝑅
𝑒𝜙 ×  𝛻                    (2.15)  

The radian unit 
1

2𝜋
 is sometimes ignored in these definitions. In addition,  

𝐹 = ∫𝑗𝑝𝑜𝑙 𝑑 𝑆
̅                                    (2.16) 

 = −∫𝐵𝑝𝑜𝑙 𝑑 𝑆̅                               (2.17) 
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The cylindrical coordinate system often used in tokamaks has been illustrated in Figure 2.2. 

 

 

Figure 2.2. Illustration of coordinate system used in tokamaks: cylindrical (𝑅,𝜙, 𝑧) – coordinates. [Kikuchi 2012] 

Eq. (2.14) implies through Ampere’s law: 

𝐵𝑝𝑜𝑙 = −𝜇0
𝐹

𝑅
∙ 𝑒𝜙                         (2.17) 

Eq. (2.15) ensures that 𝐵𝑝𝑜𝑙 = 0 when 𝛻 = 0, and the magnetic field lines stay on surfaces (𝑅, 𝑧) =

constant. In addition, from Eq. (2.13), it follows: 

�̅� ∙ 𝛻𝑝 = 0                                        (2.18) 

and shows that plasma pressure has to be constant along magnetic field lines. Hence we can write the 

pressure as a function 𝑝(). 

From axisymmetry, and by taking inner product of Eq. (2.13) with 𝑒𝜙, it follows that:  

𝑗𝑝𝑜𝑙 × 𝐵𝑝𝑜𝑙 = 0 = 𝛻𝐹 × 𝛻         (2.19) 

Therefore, the poloidal current flux function 𝐹 can be also written as 𝐹(), where the poloidal currents 

will not cross flux surfaces (𝑅, 𝑧) = constant. 

The inner product of Eq. (2.15) with 𝛻 yields the non-trivial part of the force balance, and inserting it 

into the toroidal component of Ampere’s Law, gives finally the famous Grad-Shafranov equation as: 

𝜕2

𝜕𝑅2
−
1

𝑅

𝜕

𝜕𝑅
+
𝜕2

𝜕𝑧2
= −𝜇0𝑅𝑗𝜙 = −𝜇0𝑅 𝑝

′() −
𝜇0
2

2
(𝐹()2)′       (2.20) 

 

The Grad-Shafranov equation, which has been independently derived in the 1960s by several authors, 

determines the relation between plasma pressure 𝑝, poloidal magnetic flux  and toroidal current density 
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𝑗𝜙 in the ideal MHD situation. In particular, since the transport across the magnetic field is much slower 

than the transport along the field, the plasma properties (i.e. electron temperature 𝑇𝑒, electron density 

𝑛𝑒, ion temperature 𝑇𝑖, ion density 𝑛𝑖, 𝑒𝑡𝑐) can as a good approximation be taken as constant on a flux 

surface. Hence, the equilibrium magnetic flux surface position becomes a very piece of important 

information for further plasma physics analysis. 

Typically, the flux surfaces are labeled by integers 𝑚 and 𝑛, or by safety factor q, defined as: 

𝑞 =
d

𝑡

d
𝑝

=
𝑟 ∙ 𝐵𝑡
𝑅 ∙ 𝐵𝑝

=
𝑚

𝑛
                            (2.21) 

The number 𝑛 corresponds to the number of toroidal rotations necessary for one poloidal rotation on a 

magnetic flux surface. Because the field pitch varies across different flux surfaces, 𝑞 is often expressed as 

a function of the minor radius, 𝑞(𝑟). 

 

Figure 2.3. (a) Example of a set of equilibrium magnetic flux surfaces (poloidal cross-section) and profile plots of (b) 

plasma pressure 𝑝, (c) surface-averaged current density 𝑗 and (d) safety factor 𝑞. Figure source: [Garstka 2003]. 

Solving the Grad-Shafranov equation is a non-linear free-boundary problem. Numerical solutions are 

usually obtained through magnetic equilibrium codes, such as EFIT [Lao 1985] or EQUINOX [Mazon 2012a]. 

In addition, there is a specific horizontal displacement ∆(𝑟) between plasma magnetic flux surfaces and 

vacuum magnetic flux surfaces. In the large aspect ratio approach applied in a circular poloidal cross-

section: 

d∆(𝑟)

𝑑𝑟
= −

𝑎

𝑅
(𝛽𝑝 +

𝑙𝑖
2
)                        (2.22) 
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Here, 𝛽𝑝 and 𝛽𝑡  are the poloidal, resp. toroidal beta, defined as: 

𝛽𝑝 =
4𝜇0 ∫ 𝑟𝑝𝑑𝑟

𝑎

0

𝑟2𝐵𝑝
2(𝑟)

                            (2.23) 

1

𝛽
=
1

𝛽𝑝
+
1

𝛽𝑡
                                       (2.24) 

Here, 𝛽 is the ratio of the plasma pressure to the magnetic pressure, often used as one of the performance 

measures for plasma confinement: 

𝛽 =
𝑝

𝐵2 4𝜇0⁄
                                        (2.31) 

𝑙𝑖 is the internal induction parameter which quantifies the magnetic flux storage ability, and is defined as: 

𝑙𝑖 =
2∫ 𝑟𝐵𝑝

2𝑑𝑟
𝑎

0

𝑟2𝐵𝑝
2(𝑟)

                                   (2.25) 

With boundary conditions ∆(𝑎) = 0 and ∆′(0) = 0, the upper equation can be solved as: 

∆(𝑟) =
𝑅0
2
(휀2 −

𝑟2

𝑅0
2)(𝛽𝑝 +

𝑙𝑖
2
),      (2.26) 

With the inverse aspect ratio  휀 = 𝑎 𝑅0⁄ . The displacement of the magnetic axis with respect to the 

geometric center of the last-closed flux surface (LCFS), is called the Shafranov shift ∆𝑠ℎ= ∆(0) [Shafranov 

1962]: 

∆𝑠ℎ= ∆(0) =
𝑅0휀

2

2
(𝛽𝑝 +

𝑙𝑖
2
)                  (2.27) 

In particular, for the stellarator equilibrium plasma, the current 𝑗  is governed by the force balance 

condition Eq. (2.13), and can be divided into two components following the parallel and perpendicular 

direction of magnetic field �̅�, as 𝑗∥ and  𝑗⊥. The 𝑗⊥  contributes to balance the outward pressure force, 

which from Ampere’s law is seen to be given by 

𝑗⊥ =
�̅�

𝐵2
× 𝛻𝑝                                               (2.28) 

With Maxwell’s equation 𝛻 ∙ 𝑗 = 0 applied, this gives: 

𝛻 ∙ 𝑗∥ = −𝛻 ∙ 𝑗⊥ = −𝛻 ∙ (
�̅�

𝐵2
× 𝛻𝑝) = 2 𝛻𝑝 ∙

𝛻𝐵 × �̅�

𝐵3
               (2.29) 

The parallel current density 𝑗∥ is named Pfirsch-Schlüter current [Pfirsch 1962], arising from the pressure 

gradient. The Pfirsch-Schlüter current 𝑗∥  has a vertical component which can lead to a horizontal 
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displacement ∆(𝑟)  between plasma magnetic flux surfaces and vacuum magnetic flux surfaces. The 

Shafranov shift of a stellarator is approximately given by [Hirsch 2008]: 

∆𝑠ℎ  ≈
𝛽𝑅00
2𝜄2

                                                       (2.30) 

Here, 𝜄 is the rotational transform (or field line pitch), where ι/2π is defined as the number of poloidal 

transits per toroidal transit of a field line on a toroidal flux surface. The maximum allowable displacement 

of the plasma center ∆𝑚𝑎𝑥= 𝑎 2⁄  limits the maximum achievable performance: 

𝛽0,𝑚𝑎𝑥 ≈
𝜄2𝑎

𝑅0
                                                    (2.32) 
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2.1.2  Sawtooth mode, Kink modes, Neoclassical Tearing modes and mode analysis 

MHD equilibrium cannot always hold, and as a consequence there is a variety of MHD instabilities which 

can affect plasma performance significantly. The plasma has an infinite number of degrees of freedom, 

hence it is not possible to list every instability in detail. In discussing plasma instabilities, we always start 

from a quasi-equilibrium situation with small perturbations, to see if this perturbation grows or is damped. 

A growing perturbation mode refers to an instable mode. In this section, we introduce several major 

instabilities which are very relevant to our topic. 

 

Sawtooth mode 

 

Figure 2.4 Time traces of the main parameters for Tore Supra pulse # 41830. Electron temperature is measured by a 

central line of sight of the Tore Supra electron cyclotron emission (ECE) diagnostic. The line-integrated electron 

density is taken from the central line of sight of the Tore Supra interferometry diagnostic. Figure source: [Mazon 

2012b] 

The sawtooth oscillation (also referred to by the term internal disruption) is one of the most observed 

phenomena in tokamak plasmas. It is a kind of periodic relaxation in the plasma core area. Sawteeth are 

named after the sawtooth-like time traces of electron temperature from the plasma core. Sawtooth 

oscillations are a quasi-periodic process, involving a slow temperature rise at the plasma center, then the 

build-up of the helical mode 𝑚 𝑛⁄ = 1 1⁄ , followed by an abrupt drop in temperature within some region 

𝑟 < 𝑟𝑠. Outside this region, i.e. at 𝑟 > 𝑟𝑠, the temperature momentarily increases . The radius 𝑟𝑠  is called 

the inversion radius. The sawtooth oscillation mechanism has not been fully understood yet, but the first 

theoretical explanation has been provided by Kadomtsev in the frame of MHD analysis [Kadomtsev 1987].  
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Experimentally, sawtooth crashes are observed as spatial redistributions of electron temperature (𝑇𝑒) and 

electron density (𝑛𝑒). After the build-up phase, during which the 𝑇𝑒 and 𝑛𝑒 profiles becomes more and 

more peaked, a very sudden redistribution occurs and both profiles flatten as the electron population has 

been expulsed out of the core area (inside the inversion radius). The central value of 𝑇𝑒  can decrease 

during the crash by 10% up to 50% compared to the value before the crash, while the value of 𝑛𝑒 can 

decrease during the crash by 1-2%. In contrast to other common MHD instabilities, such as interchange 

modes, ballooning modes, internal or external kink modes, tearing modes etc., the sawtooth does not 

destroy the plasma confinement, with a lower corresponding risk to trigger a disruption. Furthermore, its 

amplitude and time period can be modified significantly by certain heating methods [Lauret 2012]. 

A magnetic field line reconnection model to explain the sawtooth mode has been suggested by 

[Kadomtsev 1987]. Let us assume that the safety factor at the plasma centre, q(0), is less than 1, so that 

the development of an internal helical mode or resistive tearing mode 𝑚 𝑛⁄ = 1 1⁄  is possible in the region 

where q < 1. With respect to such a perturbation, the transverse component of the magnetic field has 

different signs on either side of the radius 𝑟 = 𝑟𝑠, where q = 1. Field line reconnection is then possible in 

the vicinity of 𝑟 = 𝑟𝑠, as shown in Figure 2.5. We should emphasize that the radius 𝑟𝑠  in this model is 

related to the position where q(𝑟𝑠) = 1. Assuming a parabolic initial current density profile near the 

magnetic axis, one can find the radius of the reconnection zone, at the X-point in Figure 2.5, from the flux 

conservation condition. The picture of a quiet, laminar, complete reconnection is naturally an over-

simplified one. Firstly, the ejection of plasma from the X-point can be a source of strong perturbations in 

the plasma inside the island. MHD turbulence can be excited there. Moreover, the region near the 

separatrix can become stochastic because of toroidicity. As a result, the island at the position of the O-

point (Figure 2.5) can be completely stochastized. The force pushing the central plasma column to the 

periphery then disappears, and the reconnection stops. Thus, field line reconnection is the most natural 

mechanism for sawtooth oscillations. The reconnection cannot occur when the newly born moon-like 

island becomes turbulent. Sawtooth oscillations play an important role in shaping the current profile in a 

tokamak. 
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Figure 2.5. A demonstration of sawtooth instability development with magnetic reconnection model [Kadomtsev 

1987].  

 

Figure 2.6. Poloidal reconstruction of 𝑇e using the ECE-imaging system on TEXTOR during a sawtooth crash. The hot 

central plasma has been pushed out, leading to a banana-shaped island surrounding the cold central bubble. 

[Udintsev 2005] 
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Kink mode 

The ideal MHD instability with potentially the strongest impact on plasma confinement is the kink mode. 

It is so named because it leads to a kinking  movement of the magnetic surfaces and the plasma boundary. 

The driving force comes basically from the radial gradient of the toroidal current. For a circular, large-

aspect ratio tokamak with low 𝛽, the potential energy of a perturbation having a radial displacement 

𝜉(𝑟)𝑒𝑖(𝑚𝜃−𝑛𝜑) is: 

𝛿𝑊 =
𝜋2𝐵𝜑

2

𝜇0𝑅0
{∫ [ (𝑟

𝑑𝜉

𝑑𝑟
 )
2

+ (𝑚2 − 1)𝜉2]
𝑎

0

(
𝑛

𝑚
−
1

𝑞
)
2

𝑟𝑑𝑟

+ [
2

𝑞𝑎
(
𝑛

𝑚
−
1

𝑞𝑎
) + (1 +𝑚𝜆)(

𝑛

𝑚
−
1

𝑞𝑎
)2] 𝑎2𝜉𝑎

2}                   (2.33) 

where  

                                            𝜆 =
(1 + (

𝑎
𝑏
)2𝑚)

(1 − (
𝑎
𝑏
)2𝑚)

                                                           (2.34) 

𝑎 is the minor radius of the plasma, 𝑏 the radius of a perfectly conducting wall, 𝑞 the safety factor, 𝑞𝑎 the 

safety factor at position 𝑟 = 𝑎 and 𝜉𝑎  the radial displacement at position 𝑟 = 𝑎.  

If there is a conducting wall surrounding the plasma, and with boundary condition 𝜉𝑎 = 0, it is seen from 

 𝐸𝑞. (2.33) that in this case 𝛿𝑊 > 0  and the plasma is stable. For any position of the conducting wall, 

including 𝑏 → ∞, 𝛿𝑊 is positive for all modes having 𝑚 𝑛⁄ < 𝑞𝑎. If 𝑞 is an increasing function of 𝑟, modes 

having a resonant surface within the plasma will have 𝑚 𝑛⁄ < 𝑞𝑎 and will therefore be stable. 

Since outside the plasma 𝑞 ∝ 𝑟2, modes with resonant surfaces outside the plasma have 𝑚 𝑛⁄ > 𝑞𝑎. Such 

modes can therefore be unstable. A straightforward way to determine stability for a particular case is to 

solve the eigenmode equation: 

𝑑

𝑑𝑟
[(𝜌𝜔2 − 𝐹2)𝑟

𝑑

𝑑𝑟
(𝑟𝜉)] − [𝑚2(𝜌𝜔2 − 𝐹2) − 𝑟

𝑑𝐹2

𝑑𝑟
] 𝜉 = 0,                  (2.35) 

where 𝜌 is the plasma density, 𝐹 = (𝑚 − 𝑛𝑞)B𝜃/r𝜇0
1/2, and the mode has a time-dependence e−iωt. The 

boundary condition to be applied at the origin is 𝜉 ∝ 𝑟𝑚−1 and that at the plasma surface is: 

𝑑

𝑑𝑟
(𝑟𝜉) =

𝑚(𝑚 − 𝑛𝑞𝑎)
2

(𝜇0𝜌𝜔
2𝑎2/𝐵𝜃

2) − (𝑚 − 𝑛𝑞𝑎)
2
(𝜆 −

2

𝑚 − 𝑛𝑞𝑎
) 𝜉                      (2.36) 

This condition represents the requirements of pressure balance and the condition that the plasma 

boundary remains a flux surface. 

The mode 𝑚 = 1 is a special case, in particular the one that has a toroidal mode number 𝑛 = 1. The 

resonant surface for this internal kink instability is 𝑞 = 1. Thus the instability only occurs if there is a 𝑞 =

1 surface in the plasma. In the past, this has been confused with the sawtooth mode which we discussed 
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above. However, in recent studies [Delgado 2015], the (1,1) internal-kink (IK) mode is distinct from the 

sawtooth instability.  

Neoclassical tearing mode 

Neoclassical tearing mode (NTM) is one of the most important main limitations to achieve high normalized 

plasma pressure, 𝛽𝑁, which is an important operational confinement indicator in scenarios such as ELMy 

H-mode in tokamaks today. 𝛽𝑁 is defined from 𝛽 as  

𝛽𝑁 = 𝛽
𝑎𝐵𝑇
𝐼𝑝
,              (2.37) 

where 𝐵𝑇 is the toroidal magnetic field in T, 𝑎 is the minor radius in m, and 𝐼𝑝 is the plasma current in MA. 

Originally identified on TFTR [Chang 1995], NTMs take the form of low poloidal and toroidal mode number 

(‘m/n’) island structures on rational q surfaces within the plasma. They are driven by helical holes in the 

bootstrap current in plasma, arising as a result of pressure profile flattening in the region of an island. At 

small island sizes other effects act to oppose this drive, leading to the requirement of a critical island size 

or ‘seed’ perturbation (e.g., from some other MHD event, such as a sawtooth instability) in order to obtain 

neoclassical growth. 

NTMs act to significantly confinement performance reduction (and sometimes cause disruptions) [Gates 

1997, Zohm 1995] at levels of normalized 𝛽𝑁 in present devices, 𝛽𝑁 ∼ 2 or higher, comparable to those 

envisaged for baseline scenarios in next-step devices such as ITER. The modes are often marked with the 

magnetic flux surface’s number where they appear, like 𝑚 𝑛⁄ = 2 1⁄ , 3 2⁄ , 4 3⁄ , 5 4⁄ , etc. At intermediate 

𝛽, a 3/2 mode is often observed that degrades confinement. This is typically observed on various devices, 

where a drop of confinement∼10–20% is common for the 3/2 NTM in conventional shear scenarios.  

Usually, at higher 𝛽𝑁, the much more catastrophic 2/1 NTM is observed, which often causes disruptions. 

An example is shown for ASDEX Upgrade in Figure 2.7, where following a step-up in neutral beam power, 

a sawtooth occurs, exciting a 3/2 NTM. The 𝛽𝑁 remains high (and local collisionality falls), and a second 

sawtooth triggers a 2/1 mode, growing over ∼10 ms. This leads to a sharp drop in 𝛽𝑁, further enhanced 

by a transition from H to L mode as the mode locks (note the disappearance of ELMs in the Hα signals).  

The evolution of the radial island width w is described by the generalized Rutherford equation [Sauter 

1997]: 

𝜏𝑅𝑑𝑤

𝜌𝑠
2𝑑𝑡

= ∆′(𝑤) + 𝛽𝑝 ((𝑎𝑏𝑠 − 𝑎𝐺𝐺𝐽)
𝑤

𝑤2 +𝑤𝑑
2 − 𝑎𝑝𝑜𝑙

1

𝑤3
)              (2.38) 

where 𝜏𝑅 is the resistive time on the resonant flux surface with radius 𝜌𝑠. The first term on the right-hand-

side of Eq. (2.38)  describes the conventional driving mechanism for tearing modes via the tearing 

parameter ∆′(𝑤), which itself depends on 𝑤. The destabilizing effect of the perturbed bootstrap current 

is proportional to parameter 𝑎𝑏𝑠 and the Glasser-Green-Johnson effect to parameter 𝑎𝐺𝐺𝐽. The threshold 

island width 𝑤𝑑  is due to an incomplete flattening of the pressure profile caused by the finite heat 



 

24 | P a g e  
 

conductivity across field lines. The term 𝑎𝑝𝑜𝑙  describes the neoclassical polarization current, which arises 

from the perturbed bootstrap current inertial response to a rotating perturbation. The effect of 

perpendicular heat transport and polarization currents is only important for small islands. For large islands 

and sufficiently negative ∆′ the main stabilizing effect arises from the magnetic energy needed for the 

island formation. Usually ∆′< 0, and then the modes must overcome the natural tearing stability of the 

plasma. This is most easily achieved for low m modes, where ∆′ values are lower (higher m modes require 

more field line bending, and are thus more stable). The width of the saturated island is then given by: 

𝑤𝑠𝑎𝑡 = 𝛽𝑝 ∙
𝑎𝑏𝑠 − 𝑎𝐺𝐺𝐽
−𝜌𝑠∆

′(𝑤𝑠𝑎𝑡)
              (2.39) 

 

 

Figure 2.7. Strong heating on ASDEX Upgrade leads to a 2/1 NTM, triggering a sharp drop in 𝛽𝑁 and transition to L-

mode [Buttery 2000]. 
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As shown in Figure 2.8, SXR tomography can be used to identify mode location and mode numbers on 

Tokamaks as JET [Huysmans 1999]. Singular-value decomposition (SVD) has been implemented to reveal 

this structure, which will be discussed in Chapter 4. As mentioned before, NTM growth requires a large 

enough seed island to be already present in the plasma. This must come from some other form of MHD 

activity (most commonly a sawtooth) and so depends on further physical mechanisms governing the size 

of that MHD perturbation, coupling to the NTM resonant surface, and shielding effects. An example of this 

seed can be seen in Figure 2.7, where sawteeth trigger the NTMs. Detailed studies of onset behavior have 

been made [Buttery 1999]. These reveal the NTM being seeded by harmonics of sawtooth or fishbone 

events. On JET, the NTM is observed to correlate well with sawtooth events, and is speculated to be driven 

by toroidal coupling to n = 2 harmonics of the sawtooth precursor. 

 

Figure 2.8 Tomographic reconstruction of the perturbation in the SXR emission on JET in the poloidal plane due to 

an n = 2 NTM for two cases: (a) m = 3 at medium 𝛽 (𝛽𝑁 = 2.4) in discharge 40563; (b) m = 2 at high 𝛽 (𝛽𝑁 = 3.4) in 

discharge #40564 [Huysmans 1999]. 

In order to avoid confinement degradation or even disruption caused by NTMs, means for their avoidance 

or stabilization have been developed. One obvious method is to prevent the creation of seed islands by 

background MHD, in particular by sawteeth which might reach large amplitudes in reactors due to the 

stabilizing effect of the fast α particles. As discussed above, this can be done by controlling sawteeth via 

the magnetic shear at the q=1 surface. As, however, NTMs are expected to be metastable already at low 

𝛽 values, any accidental MHD event can trigger mode onset. Therefore, one needs to be able to remove 
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an already existing magnetic island as well. This can be done by replacing the helical perturbation of the 

bootstrap current caused by the island with externally driven current. Particularly suited for this goal is 

electron-cyclotron current drive (ECCD), which allows for localized current drive in the island region. This 

method has been proved to be successful, and is foreseen as a tool for NTM control in ITER. 

2.2. Power balance and radiation losses  

In this section, we will discuss operational aspects of fusion devices that are important with a view to 

power plants. In particular, we discuss the power balance in tokamaks, as well as consequences of impurity 

radiation and dust, which can pollute the plasma and decrease significantly the energy confinement by 

radiation, sometimes even leading to disruptions. 

2.2.1 Tokamak power balance 

Since there would be a continuous loss of energy from the plasma of the thermonuclear power of the 

reactor should be sufficiently large to replace these losses. The Lawson criterion is a statement of the 

condition for this to be achieved by auxiliary heating from a source outside the plasma.  

 

Figure 2.9. The simplified schematic proposed by Lawson, showing the energy flow of a fusion power plant. Figure 

from [Wesson 1987]. 

It should be borne in mind, however, that the calculation of the criterion assumes a particular mode of 

operation of the reactor. If the thermonuclear power released in charged particles is retained within the 

plasma it is possible to envisage a reactor in which continuous external heating is unnecessary. The 

requirement for the achievement of such conditions will be discussed in section 2.2.1. The thermonuclear 

power generated from D-T fusion reaction is given as: 

𝑃𝑇ℎ =
𝑛2

4
〈𝜎𝑣〉ℰ                    (2.40) 



 

27 | P a g e  
 

 

Where n is the total ion density, 〈𝜎𝑣〉 is the reaction cross-section, ℰ is the fusion energy released per 

reaction. Thus, the energy leaving the plasma through the energy losses may be written as: 

𝑃𝐿 = 𝛼𝑛
2𝑇
1
2 +

3𝑛𝑇

𝜏𝐸
                                  (2.41) 

Where the first term represents the bremsstrahlung radiative losses, the second term represent the 

conductive losses and the energy confinement time 𝜏𝐸. Thus, the total power leaving the plasma is: 

𝑃𝑇 = 𝑛
2 (
〈𝜎𝑣〉ℰ

4
+ 𝛼𝑇

1
2) +

3𝑛𝑇

𝜏𝐸
             (2.42) 

After recycling the outgoing power into electrical power and the then re-injected into plasma heating with 

a combined efficiency 𝜂, the maximum power available to provide the heating power 𝑃𝐻 = 𝜂𝑃𝑇. Since for 

the power balance within the plasma  𝑃𝐻 = 𝑃𝐿 , it is at least necessary that 𝜂𝑃𝑇 > 𝑃𝐿 . Substitution of 

𝐸𝑞. (2.41) and 𝐸𝑞. (2.42) into this requirement gives: 

𝑛𝜏𝐸 >
3𝑇

𝜂
1 − 𝜂

∙
〈𝜎𝑣〉ℰ
4

− 𝛼𝑇
1
2

                       (2.43) 

Where for a D-T fusion reactor, 〈𝜎𝑣〉 = 〈𝜎𝑣〉𝐷𝑇 , 𝛼 = 3.8 × 10−29 𝐽1 2⁄ 𝑚3𝑠−1 , ℰ = 17.6 𝑀𝑒𝑉  and 𝜂 =

1 3⁄ , which the values are chosen by Lawson. From the right-hand side of this inequality, we can see that 

at low temperatures the fusion power is small and at high temperatures the energy losses at a given 𝜏𝐸 

increase more rapidly with temperature than does the fusion power. It is clear that for a reactor 𝑛𝜏𝐸 must 

exceed this minimum value. Then the requirement becomes: 𝑛𝜏𝐸 > 6 × 10
19 𝑚−3𝑠. 

In practice, only a small part of the power produced could be recycled for plasma heating. Furthermore, 

the overall efficiency of providing such heating would probably be substantially lower than 1 3⁄  assumed 

above. Lawson’s criterion is thus only a necessary criterion. 
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2.2.2 Plasma-surface interaction 

In a tokamak discharge, the plasma particles inevitably escape the confinement at a certain moment 

(plasma transport, disruptions, run-away electrons etc.), and eventually strike the material boundary 

surface. When a hydrogenic ion or atom, or an electron reaches a solid surface, there would be three 

possible results: 

(a) The particle may be directly back-scattered or reflected into the plasma, with a certain fraction 

of the impact energy. 

(b) The particle may become implanted in the surface, undergoing thermal relaxation and eventually 

being released again under some form. 

(c) Similar as (b), but the particle may remain trapped in the solid surface for an extended period, or 

permanently. 

A hydrogenic incoming ion will extract an electron from the surface as it enters, and become neutral. At 

same time, electrons can also stick to surfaces of plasma-facing components (PFC). The surface therefore 

could act as a sink for plasma particles, although it is not a mass sink, since most of the particles are finally 

released again in a neutral atom or molecule. A steady-state situation arises where particles are captured 

by the surface at the same rate as recombined neutrals enter the plasma, called recycling.  

The PFC surfaces, e.g. limiters or divertor surfaces, which are the main surfaces that come into contact 

with the plasma, have to be made of special materials that are resilient enough to heat load peaks. Many 

tokamaks’ PFC  surface material consist of carbon fiber composite (CFC). CFC has high thermal conductivity, 

good resilience to heat fluxes and lower economical cost. On the other hand, the CFC material may be 

subjected to various plasma-surface interaction processes, which can trigger the damage back to the 

surface. For the incoming ions or atoms, the principal mechanisms are physical and chemical sputtering. 

Physical sputtering occurs when the incoming particle is sufficiently energetic to transfer enough 

momentum to an atom in the first-wall that can reject it. Thus, gradually particles from the wall are 

released from the surface. Chemical sputtering refers to the process that the chemical potential energy of 

the incoming ion or electron is enough to break C-C bonds, and create C-H bonds. This leads to the 

formation of compounds such as CH4, which are released from the surface into the plasma as gas state. 

Especially, for the chemical sputtering, the incoming particle does not even need to be very energetic to 

trigger the process. Besides the sputtering, evaporation of plasma-facing structural components is another 

important source of wall particles in the plasma.  

With above concerns and as well the crucial disadvantages of CFC material by means of tritium retention, 

many tokamaks supporting R&D for ITER (JET, AUG, WEST) have switched from CFC walls to metallic walls, 

mainly tungsten (W) and beryllium (Be). ITER has selected beryllium for the main chamber surface material 

and tungsten in the divertor and PFC. Similar to CFC, W has a good thermal conductivity and can handle 

heat fluxes up to 10 − 20 MW/m2 in steady-state with active cooling; at same time, W has a  very low 

tritium retention and higher physical sputtering threshold compared to CFC. Beryllium has been selected 

for the main chamber wall due to its low atomic number and low tritium retention [Brezinsek 2014]. The 

ITER-like wall (ILW) concept has been adopted in JET with W in the divertor and Be for the first wall, as 
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presented on Figure 2.10, which is an important facility to study plasma-wall interaction and resilience of 

metallic PFCs to high heat fluxes in conditions relevant for ITER. 

 

Figure 2.10. JET ITER-like wall components. Figure reprinted from [Arnoux 2014]. 

The characterization of the W source due to PFC erosion is a crucial issue to determine the lifetime of PFCs 

and the potential plasma core accumulation of W impurities. Under steady-state conditions (ELM-free or 

during inter-ELM periods), extrinsic and intrinsic impurities like argon (Ar), oxygen (O) or C have been 

identified [Brezinsek 2011] as the dominant source of W sputtering rather than the fuel species, due to 

their lower physical sputtering threshold on W of a few 10 eV (which can be easily achieved in typical 

tokamak edge plasmas temperature, corresponding to 10 ~ 100 eV), compared to hydrogen isotopes 

(over 100 eV). However, ELMs are expected to occur in most ITER baseline plasmas where the threshold 

can be potentially achieved with the presence of ELMs. Recently, the ion energy impact of ELM filaments 

on divertor targets and associated W sputtering have been recently investigated on JET [Jardin 2014, 

Guillemaut 2015] using ECE, infrared and Langmuir probes measurements in order to determine the ion 

impact energies. Impinging ion energies of several keV were estimated during ELMs (well above the W 

sputtering threshold), and indicating that D ions could be the dominant source of W sputtering during 

ELMs, and potentially over the whole discharge depending on the ELM regime, in unseeded H-mode 

discharges. Good agreement on W sputtering flux was later found between estimates using Langmuir 

probes and traditional tungsten spectroscopy measurements. 

Ideally, the plasma would only make contact with the limiters and divertor targets. However, in realistic 

this is not always true, and particles may also be released from other parts of the vacuum vessel. Even 

without direct plasma-wall contact, neutral particles resulted from charge exchange process would also 

bombard to all vessel surfaces, causing chemical sputtering. 
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2.2.3 Effects of plasma impurities 

In the ideal images, there’s only hydrogenic ions would be present in a fusion plasma. In reality, plasma 

impurities, i.e. non-fuel ions, are unavoidably present and play an important role. Under reactor conditions, 

helium ‘ash’ will of course be present, as a part of the product of the fusion reaction. At the same time, 

due to the plasma-surface interaction as already mentioned above, atoms and molecules from the solid 

structural components surrounding the plasma, are released into the plasma. Impurities that are 

deliberately injected into the plasma (for various purposes) are called extrinsic impurities, as opposed to 

the ever present intrinsic impurities, such as carbon from CFCs, W from metallic surfaces etc. 

Plasma impurities have a number of properties which are harmful for plasma operation. Firstly, impurities 

cause a considerable radiative power loss from the plasma core, such as bremsstrahlung radiation, 

recombination radiation and atomic line radiation. This is also true for the hydrogenic fuel species, but to 

a far lesser degree due to their lower atomic number. Depending on the different atomic number and 

ionization and excitation potential, different impurity species will radiate quite differently inside the 

plasma. Generally, the power is preferentially radiated stronger from hotter regions and by impurities with 

higher charge number. Bremsstrahlung emissivity is proportional to Z2 (further information is given in 

Chapter 3), while the energy loss from line radiation is proportional to Z3 − Z4. Moreover, impurities can 

also dilute the burning fuel. Both the effects of power radiation and fuel dilution, when extrapolated to 

reactor conditions, would prevent the ignition. Concentrations of 3% for low-Z elements (like carbon or 

oxygen), 1% for intermediate-Z elements (like iron), and 0.1% for high-Z elements (like tungsten) would 

already be sufficient threatening to power plant future[Jensen 1977]. 

Apart from particle impurities, larger conglomerates of particles, referred to as dust, can also be formed 

through plasma-wall interactions. This can present significant issues for ITER and for reactor-like devices 

such as DEMO. The maximum amount of dust that can be tolerated in ITER is still under investigation. 

[Krasheninnikov 2011] The main issues related to dust are: 

 dust chemical activity, tritium retention and radioactivity (in case of loss-of-vacuum accident),  

 potential degradation of in-vessel diagnostics, 

 increase of the wall erosion due to impinging impurity particles, 

 mobile dust can release impurities that can accumulate in the plasma core, decrease its 

performances through radiation and even cause termination of the discharge. 
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Figure 2.11. Shrinking ignition domain of fusion plasmas as the tungsten (W) impurity concentration increases. The 

dilution caused by helium ashes is included assuming a confinement time of helium five times greater than the plasma 

energy confinement time: τ𝐻𝑒 = 5τ𝐸. [Putterich 2010]. 

Reliable diagnostic tools are essential to trace the dust’s or impurity’s velocities and trajectories and thus 

study their formation and transport, and resulting plasma core pollution. [Ratynskaia 2011] Several 

impurity transport codes have been successfully developed by the fusion community, e.g. MIGRAINe 

[Vignitchouk 2014] at KTH, Sweden or DUMBO [Autricque 2016] at IRFM, France. On WEST, the long-pulse 

discharge experiments will offer a great opportunity to study the formation of hot spots or potential flaking 

of W coatings, and their impact on impurity generation and its effects on plasma performance. 

Apart from the detrimental effects, impurities can also have a number of beneficial effects. During plasma 

discharges, impurities can be injected for diagnostic purposes, for affecting edge plasma conditions leading 

to confinement enhancement and for decreasing power loads on the plasma-facing components. Indeed, 

impurities radiating in the scrape-off layer (SOL) or near the periphery of the main plasma, can lead to a 

diminishing power load and reduced plasma-wall interaction on the plasma-facing components, without 

affecting plasma confinement. This natural effect can be enhanced by the deliberate injection (also called 

puffing) of low-Z impurities like nitrogen or neon, giving rise to so-called cold plasma mantel at the 

periphery of the main plasma. The reason to prefer low-Z species is that they radiate mainly near the 

plasma periphery, much more than in the core plasma. On the other hand, this is an advantage for plasma-

facing components made of a low-Z material. 

 

2.2.3.1. Power loss through impurity radiation 

The radiation in tokamak plasmas contains both continuum radiation and line radiation (bound-bound 

radiation) with wavelengths from the visible to the X-ray region. The continuum radiation is dominated by 

recombination radiation (free-bound radiation) and bremsstrahlung radiation (free-free radiation). Many 

of these lines can be used for detailed spectroscopic studies, while measurements of the power emitted 

over the entire wavelength region provides important information for power balance studies. Indeed, for 
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non-fully stripped ions (like tungsten, which has an atomic charge of 74), the line-emission and radiative 

recombination radiate very significant amounts of power out of the plasma center. In addition, highly-

charged ions radiate more than deuterium and tritium through bremsstrahlung because of their higher 

charge. These properties mean that, impurities, even when a very small concentration is present, can lead 

to radiative collapse and strongly affect confinement. We will come back to this topic in Chapter 3. 

 

2.2.3.2.     Impurity transport 

The most part of impurity ions are released from first walls and quickly return to the surfaces, namely the 

recycling process, but some are transported further inside the plasma, and some may even reach the 

plasma core area, causing impurity accumulation. Eventually, all the impurity ions will return to the 

particles sinks. Once the particles enter the relatively deeper plasma region, they shall be ionized, and 

follow the law of impurity transport. Traditionally, a distinction has to be made between edge transport 

and core transport by regarding their different assumptions.  

In the context of transport, the plasma ‘edge’ may be defined in two ways: 

a. In the case that the ionization of neutrals occurs entirely outside the last-closed flux surface (LCFS), 

then edge transport can be considered as the transport outside the LCFS. 

b. If the ionized neutrals extend inside the LCFS with certain depth 𝜆𝑖𝑍, then edge tranport can be 

considered as the transport outside the radius (a − 𝜆𝑖𝑍), where 𝜆𝑖𝑍 is the typical ionization depth 

of an impurity, depending on charge number Z.  

The edge impurity transport can be modelled using the quasi-one-dimensional Engelhardt model 

[Engelhardt 1978], as one of the simplest description. However, due to the complexity of material content 

and unpredictable boundary conditions in the plasma edge, the edge transport is usually inherently more 

complex than transport in the plasma core. We will not go further into edge transport, and rather refer to 

[Stangeby 2000] for an overview. 

Transport in the plasma core (i.e. the inboard of the edge region) has been extensively studied both 

theoretically and experimentally. The transport activity at plasma core area is usually seen as a 1D cross-

field picture (profile view), described by the following equation, which contains a diffusion and convection 

term individually: 

𝛤⊥ = −𝐷⊥
𝑑𝑛

𝑑𝑟
− 𝑉𝑝𝑖𝑛𝑐ℎ𝑛.              (2.43) 

Here, 𝛤⊥ is the transport flux of impurity species with density 𝑛 in perpendicular direction to the magnetic 

equilibrium surfaces, and 𝑉𝑝𝑖𝑛𝑐ℎ  is the convection (pinch) velocity. The transport coefficients 𝐷⊥  and 

𝑉𝑝𝑖𝑛𝑐ℎ cannot yet be calculated from first principles, since from the experimental measurements, they are 

anomalous, and much higher than the neoclassical expected values. Typically, 𝐷⊥ ≈ 0.1 − 10 𝑚
2/𝑠, while   

𝑉𝑝𝑖𝑛𝑐ℎ ≈ 10 m/s [Wesson 1987].  
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The transport behavior of helium ions is of primary interest for reactor-grade plasma, which is relevant to 

the studies of efficient exhaust of helium ash from plasma. In order to achieve a stationary and ignited 

burning D-T plasma, it is necessary that: 

τ𝛼
∗

τ𝐸
≤ 10,                                          (2.44) 

with τ𝛼
∗  the global alpha particle confinement time, while τ𝐸 is the global energy confinement time. Thus, 

the unwanted particle confinement time should not be “too good”. Also, helium neutrals need to be 

pumped away effectively from some region at the edge. 

 

2.2.3.3.     Impurity measurement 

From the above discussions, we can clearly see that impurities play an important and complex role in 

tokamak physics. On one hand, impurities cause a number of harmful effects to confinement and energy 

balance. On the other hand, impurities can be exploited to provide valuable information from the 

diagnostic point of view, they can help protecting plasma-facing components, and sometimes they can 

even improve plasma confinement. As a consequence, the reliable measurements of the impurity 

properties and behavior in plasma is a key element. In the past decades, many sophisticated techniques 

have been developed, the enforces not only characterized impurities themselves, but also used impurities 

as certain diagnostic tool, to study particle confinement and deduce such properties as ion temperature 

and plasma rotation.  

Considerable information on impurity transport can be deduced from measuring impurity density or 

impurity concentration. Generally, the impurity concentration refers to the ratio of impurity density to 

electron density, where 𝑐𝑖𝑚 = 𝑛𝑖𝑚 𝑛𝑒⁄ . The impurity density or concentration information can be 

obtained using various active or passive spectroscopic techniques [Hutchinson 2002], such as UV and VUV 

spectroscopy, bremsstrahlung spectroscopy, active beam spectroscopy, etc. Especially, soft-X ray 

spectroscopy is another key technique to obtain impurity densities, due to its good temporal resolution 

and spatial resolution. It is part of the focus for this Ph.D. work and will be discussed in Chapter 3. 
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Chapter 3 Soft X-ray diagnostic on WEST 

 

Progress in nuclear fusion programmes requires application of diagnostic  techniques for measurements 

of high temperature plasma paramters and for basic control of discharge performance. Monitoring of 

plasma discharge performance by measurement of hydrogen Balmer lines or by lines of intrinsic ligh 

impurities proved to be very useful at various stages of controlled fusion studies. Investigation of the 

spatial distribution  of emitters, absolute measurement of atom (or ion) line emission, development of 

interpretative models (collisional-radiative model, which we will discuss in section 3.1.2) provided an 

opportunity to obtain a number of plasma parameters of great importance for plasma studies. Nowadays, 

there is considerable activity on the ITER diagnostic suite, including  a number of spectroscopic techniques 

[Donné 2007]. For instance, the impurity influx monitor is a spectroscopic system for the investigation of 

impurities and hydrogen isotopes in ITER divertor plasmas [Sugie 2003]. The expected impurities 

correspond to the main ITER wall materials, like Be, W, C, Cu (the materials of the vacuum vessel and 

divertor target plates), He (‘ash’ from nuclear fusion reactions) and extrinsic impurities such as the noble 

gases (Ne, Ar, Kr) and nitrogen. 

The investigation of soft X-ray (SXR) radiation is a very important part of spectroscopic diagnostics in fusion 

devices.  It originates from ion-electron Coulomb interaction, i.e. Bremsshtralung radiation for fully ionized 

species (hydrogenic species, α-particles and light impurities), but also from radiative recombination and 

line radiation for non-fully ionized species like metallic impurities. Furthermore, as the plasma optical 

absorption is quite low in the SXR range, SXR diagnostics are a suitable method to deliver information from 

the plasma core. In tokamaks, SXR radiation is observed in the plasma core where the plasma temperature 

𝑇 ~  1 −  15 keV. 

In this chapter, we will look into details of the SXR radiation mechanism in tokamak plasma, introduce 

present detection methods and give readers insight in the newly developed soft X-ray diagnostic based on 

Gas Electron Multiplier (GEM) cameras at the WEST tokamak. 

 

3.1. Soft X-ray emission 

Traditionally, the name ‘X-ray radiation’ is connected with a photon spectral wavelength shorter than 5nm, 

corresponding to a photon energy above 250 eV. The photon energy of soft X-rays is less than 10 keV. 

Highly energetic particles such as supra-thermal electrons or fast α -particles lead to emission of hard X-

rays and γ-rays. On the other side of the electromagnetic spectrum, visible-ultraviolet (VUV) radiation is 

observed in the plasma edge while plasma-facing components heated by the plasma radiate in the visible 

and infrared ranges. Radio waves and microwaves are used to heat the plasma at the cyclotron resonance 

frequencies of ions (several tens of MHz) and electrons (~100 GHz). Thus, the whole electromagnetic 

spectrum from 10−7 eV to 106 eV is used in tokamaks for heating or diagnostics purposes. 



 

35 | P a g e  
 

 

Figure 3.1. Illustration of the electromagnetic spectrum, from radio waves to gamma rays, courtesy of NASA website. 

 

It is believed that the first soft X-ray radiation investigations in plasma physics were carried out in 1949, 

when the solar corona X-ray radiation was visualized. The plasma radiative spectrum consists of both 

continuum radiation and discrete spectral lines. The continuum radiation consists of bremsstrahlung and 

recombination radiation. Until the times where laboratory plasma temperatures did not exceed 100 eV,  

the possibility of experimental investigations of plasma X-ray radiation were very limited. With the plasma 

electron temperature in many present experiments exceeding several  keV, the value of such research has 

increased considerably. If the plasma electron temperature is greater than 200 eV and the amount of 

impurities is low, the influence of recombination radiation may be ignored. In this situation, the continuum 

spectrum is determined generally by bremsstrahlung, which arises due to scattering of free electrons by 

plasma ions. We will discuss bremsstrahlung radiation in detail in the next section. 

 

3.1.1. Line radiation, recombination radiation and Bremsstrahlung radiation 

As mentioned above, fusion plasma radiation is dominated by three main processes: free-free interaction 

called Bremsstrahlung radiation, free-bound interaction via radiative recombination and bound-bound 

interaction by line transition. In this section, we will introduce in more detail these three processes and 

calculation of the total soft X-ray emissivity. 
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Figure 3.2. Radiation processes in plasmas: Bremsstrahlung (free-free), line emission (bound-bound) and radiative 

recombination (free-bound). 

 

Line Emission (bound-bound interaction) 

Line emission occurs when ions are excited to higher energy levels and then relax to lower levels via 

radiative decay. Schematically, it can be seen as one bound electron has been lifted to a higher energy 

level, making the whole system (ion or atom) more energetic than its ground state. The excitation process 

(or receiving energy process) can be driven by absorption of photons or collision with energetic electrons. 

These processes can be described as: 

photo − absorption:          A(𝑍)+ + ℎ𝑣 
    excitation     
→          (A(𝑍)+)

∗
                                     (3.1)  

electron − collision:          A(𝑍)+ + 𝑒    
    excitation    
→           (A(𝑍)+)∗ + 𝑒′                            (3.2) 

emission:                              (A(𝑍)+)∗        
      emission    
→           A(𝑍)+ + ℎ𝑣(𝑏−𝑏)                      (3.3)  

Here, A(𝑍) denotes an ion with charge 𝑍 in the ground state, (A(𝑍))∗ denotes the ion or atom in excited 

energetic state, ℎ𝑣 denotes a photon with frequency 𝜈, 𝑒 and 𝑒′ denote electrons with different kinetic 

energy. 

Line emission is referred to as bound-bound interaction because the excited electron is still bound to its 

atom after the radiative relaxation. Its spectral emission is composed of numerous discrete lines 

corresponding to spontaneous transitions from upper levels 𝑢 to lower levels 𝑙: 
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                                          ℎ𝑣𝑢→𝑙
(𝑏−𝑏)

= ∆𝐸𝑢𝑙 = 𝐸𝑢 − 𝐸𝑙                                                           (3.4) 

The emission coefficient 𝜖𝑖𝑗
(𝑍)

 of the emission from level 𝑖 to level 𝑗 with units of energy/time/volume/solid 

angle is defined as: 

                                        𝜖𝑖𝑗
(𝑍)
= 𝑛𝑖

(𝑍)
𝐴𝑖𝑗
(𝑍) ℎ𝑣𝑖𝑗

4𝜋
,                                                                      (3.5) 

where 𝑛𝑖  denotes the density of ions with charge 𝑍  at energy level 𝑖 , and 𝐴𝑖𝑗
(𝑍)

 denotes the Einstein 

coefficient for spontaneous emission from level 𝑖 to level 𝑗. 

According to Kirchhoff’s Law, the rate of change of the density 𝑛𝑖
(𝑍)

 of the energy level 𝑖 is given by: 

d𝑛𝑖
(𝑍)

dt
= −∑𝑛𝑖

(𝑍)
𝐴𝑖𝑘
(𝑍)

𝑘<𝑖

− 𝑛𝑒∑𝑛𝑖
(𝑍)
𝑋𝑖𝑘
(𝑍)

𝑘≠𝑖

+∑𝑛𝑘
(𝑍)
𝐴𝑘𝑖
(𝑍)

𝑘>𝑖

+ 𝑛𝑒∑𝑛𝑘
(𝑍)
𝑋𝑘𝑖
(𝑍)

𝑘≠𝑖

            (3.6) 

Here, 𝑋𝑘𝑖
(𝑍)

 denotes the excitation coefficient due to the electron collision and 𝑋𝑖𝑘
(𝑍) is the de-excitation 

coefficient due to the electron collision. 

As tokamak plasmas follow the collisional-radiative model, which we will come back to in section 3.1.2, 

equilibrium between internal energy levels of any ionization state is eventually reached (𝑑𝑛𝑖
(𝑍)

𝑑𝑡⁄ = 0) 

and Eq. (3.6) can be reformulated as: 

𝑛𝑖
(𝑍)
𝐴𝑖𝑗
(𝑍)
= 𝑛𝑒𝑛𝑍 [∑𝑓𝑖

(𝑍)𝑋𝑖𝑘
(𝑍)

𝑘≠𝑖

−
1

𝑛𝑒
∑𝑓𝑘

(𝑍)𝐴𝑘𝑖
(𝑍)

𝑘>𝑖

−∑𝑓𝑘
(𝑍)𝑋𝑘𝑖

(𝑍)

𝑘≠𝑖

] 𝐵𝑖𝑗
(𝑍)                  (3.7) 

Herein the 𝑓𝑖
(𝑍) = 𝑛𝑖

(𝑍)
𝑛𝑍⁄  are the fractional abundances of energy level 𝑖 in ionization state 𝑍 and 𝐵𝑖𝑗

(𝑍) =

𝐴𝑖𝑗
(𝑍)
/∑ 𝐴𝑖𝑘

(𝑍)
𝑘<𝑖   the branching ratio of transition 𝑖 to 𝑗. 

Thus, using Eq. (3.5), the 𝜖𝑖𝑗
(𝑍)

 depend on 𝑛𝑒, 𝑛𝑍 and a term depending on 𝑛𝑒 and 𝑇𝑒 with respect to the 

fractional abundance factor. Therefore, a photon emissivity coefficient (PEC) provided by the Atomic 

Database and Analysis Structure (ADAS) [Open-ADAS 2017] can be defined as: 

                               𝜖𝑖𝑗
𝑏−𝑏,(𝑍)(ℎ𝑣) = 𝑛𝑒𝑛𝑍𝑃𝐸𝐶𝑖𝑗

(𝑍)
                                                                (3.8) 

Summarizing, the total line emissivity 𝜖𝑆,𝑍
𝑏−𝑏,(𝑍)

 of any species 𝑆𝑍+ in the plasma is given by the formula: 

                             𝜖𝑆,𝑍
𝑏−𝑏,(𝑍)(ℎ𝑣) = 𝑛𝑒𝑛𝑆,𝑍∑𝑃𝐸𝐶𝑖𝑗

(𝑍)

𝑖<𝑗

= 𝑛𝑒𝑛𝑆,𝑍𝑘𝑆,𝑍
𝑏−𝑏                             (3.9) 

Specifically, the hydrogenic isotopes, helium and other light impurities are fully ionized in the tokamak 

plasma core, hence their line radiation does not contribute significantly to the background soft X-ray 

emission in the plasma core where 𝑇𝑒 ≥ 1 keV, but is only significant for medium and heavy impurities. 
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Recombination radiation (free-bound interaction) 

Radiative recombination occurs when free plasma electrons are captured by ions of charge Z + 1. It is 
virtually negligible for hydrogen isotopes, however, it can be a significant contribution to soft X-ray 
radiation when ionized impurities are present. The radiative recombination process could be described as: 

A(𝑍+1)+ + 𝑒    
    reconbination    
→              A(𝑍)+ + ℎ𝑣(𝑓−𝑏)                            (3.10) 

The inverse process of radiative recombination is photo-ionization: 

 A(𝑍)+ + ℎ𝑣    
    ionization    
→             A(𝑍+1)+ + 𝑒                                         (3.11) 

This radiation leads to the photon emission in a semi-continuum spectrum: 

ℎ𝑣∞→𝑖
(𝑓−𝑏)

= 𝐸𝑘𝑖𝑛𝑒𝑡𝑖𝑐 + [𝐸∞
(𝑍)
− 𝐸𝑖

(𝑍)
] = 𝐸𝑘𝑖𝑛𝑒𝑡𝑖𝑐 + ∆𝐸∞→𝑖

(𝑍)
            (3.12) 

Here, 𝐸𝑘𝑖𝑛𝑒𝑡𝑖𝑐 > 0 is the initial free electron kinetic energy and ∆𝐸∞→𝑖
(𝑍)

 is the energy gap between the 

ionization limit and the energy level 𝑖 of the recombined electron. It is  called as free-bound interaction 

since the initially free electron is bound to the atom after the photon emission and it corresponds to a 

semi-continuum spectrum in the sense that the photon energy is the sum of a continuous component 

𝐸𝑘𝑖𝑛𝑒𝑡𝑖𝑐 (with Maxwellian distribution of the electron kinetic energy) and a discrete component ∆𝐸∞→𝑖
(𝑍)

 for 

the recombination edge. 

For impurities with high charge number Z, the partial screening effect of bound electrons plays a role in 

the radiative recombination process and specific interaction cross-sections should be used. Nevertheless, 

for recombination of bare nuclei z + 1 = Z into their hydrogenic ions z, we substitute the ionization energy 

by: 

                    𝐸∞
(𝑍)
− 𝐸𝑖

(𝑍) =
𝑍2𝐸𝑅
𝑛𝑖
2
,                                                          (3.13) 

where 𝑛𝑖 is the principle quantum number of energy level 𝑖. A simplified expression for the recombination 

spectral emissivity can be found in [Kunze 2009]: 

𝜖𝑆,𝑍
𝑓−𝑏,(𝑍)(ℎ𝑣) = 𝑛𝑒𝑛𝑆,𝑍𝑍

4
64√𝜋(𝛼𝑎0)

3𝐸𝑅

3√3ℎ𝑐
(
𝐸𝑅
𝑘𝐵𝑇𝑒

)
3
2 exp [−

ℎ𝑣

𝑘𝐵𝑇𝑒
] ∑

1

𝑛𝑖
3
exp [

𝐸𝑅
𝑛𝑖
2𝑇𝑒
]

𝑛>𝑛𝑚𝑖𝑛

𝐺𝑓−𝑏 , (3.14) 

where 𝛼 is the fine structure constant, 𝑎0 is the first Bohr radius, 𝐸𝑅 is the Rydberg Energy, 𝐺𝑓−𝑏 is the 

free-bound Gaunt factor also, which is of order unity in the SXR range. 

The integration of the free-bound emission coefficient in Eq. (3.14) over the whole spectrum can be 

expressed in W ∙ m−3 ∙ sr−1, as: 

𝜖𝑆,𝑍
𝑓−𝑏,(𝑍)(ℎ𝑣) = 1.08 × 10−38𝑛𝑒𝑛𝑆,𝑍𝑍

4(
𝐸𝑅
𝑇𝑒
)
1
2                                   (3.15) 
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Figure 3.3 illustrates the recombination spectrum of an optically thin hydrogen plasma of k𝐵T𝑒 = 5eV 

with the Gaunt factors set to unity. The edge structure imposed by recombination into the different shells 

(𝑛𝑖 ) is characteristic. Due to the 1 𝑛𝑖
3⁄  factor, recombination into the ground state gives by far the 

strongest contribution. At short wavelengths (large ℎ𝑣) the exponential term exp(−hν/k𝐵T𝑒) determines 

the spectrum, at long wavelengths a 1/λ2 dependence emerges between the edges. 

 

Figure 3.3. Emission coefficient of radiative recombination of a hydrogen plasma of k𝐵T𝑒 = 5eV, [Kunze 2009] . 

 

Bremsstrahlung radiation (free-free interaction) 

Deflection of electrons in the field of ions leads even in the classical picture to the emission of radiation, 

which corresponds quantum mechanically to transitions between continuum states. The spectrum of all 

the free–free transitions in the plasma is continuous and the radiation is called Bremsstrahlung. This 

process can be described as: 

A(𝑍)+ + 𝑒    
    coulomb collision    
→                 A(𝑍)+ + 𝑒′ + ℎ𝑣(𝑓−𝑓)                                  (3.16) 

In tokamaks, the Bremsstrahlung radiation in soft X-ray rang is caused by Coulomb collisions between free 

electrons and ions. Due to the electron energy distribution follows a continuous shape (namely Maxwellian 

distribution), the corresponding Bremsstrahlung radiation has a continuous spectrum as well. This is a free-

free interaction because the interacting particles are free before and after the photon emission. In a fully 

ionized plasma, the Bremsstrahlung spectral emissivity is given by:  

𝜖𝑆,𝑍
𝑓−𝑓,(𝑍)(ℎ𝑣) = 𝑛𝑒𝑛𝑆,𝑍𝑍

2
32√𝜋(𝛼𝑎0)

3𝐸𝑅

3√3ℎ𝑐
(
𝐸𝑅
𝑇𝑒
)
1
2 exp [−

ℎ𝑣

𝑇𝑒
] 𝐺𝑓−𝑓 ,             (3.17) 

where 𝛼  is a constant which represents the fine structure effect, 𝑎0  is the first Bohr radius, 𝐸𝑅  is the 

Rydberg Energy, 𝐺𝑓−𝑓 is the free-free Gaunt factor close to unity in the soft X-ray range. For non-fully 

ionized species, an additional correction factor should be included to consider the ion internal structure, 



 

40 | P a g e  
 

which can influent the Bremsstrahlung cross-section if the electron is close enough to the ion such that 

the charge seen by the free electron cannot be described as the total ion charge, considering screening by 

the bound electrons. This effect becomes more important with increasing velocity of the electrons. The 

general correspondence between a spectral emissivity ϵ𝜆 in W ∙ m−3 ∙ nm−1 and ϵℎ𝑣 in W ∙ m−3 ∙ eV−1 is 

given by: 

ϵ𝜆 = ϵℎ𝑣 ∙
ℎ𝑐

𝜆2
                                                                                   (3.18) 

An example of  Bremsstrahlung radiation spectrum from hydrogen has been shown in Figure 3.4 at 

different electron temperatures, which indicates that the spectrum is shifted to higher energies at higher 

temperature regime. Besides, the maximum value of ϵ𝜆  is reached for 𝜆𝑚𝑎𝑥 = hc/2Te. The numerical 

estimation of Eq. (3.17) gives: 

𝜖𝑆,𝑍
𝑓−𝑓,(𝑍)(ℎ𝑣) = 1.54 × 10−38𝑛𝑒𝑛𝑆,𝑍𝑍

2
exp [−

ℎ𝑣
𝑇𝑒
]

√𝑇𝑒
𝐺𝑓−𝑓       (3.19) 

Where ion charge 𝑍2 can be approximately replaced by the effective charge Z𝑒𝑓𝑓
2 = ∑ 𝑛𝑖Z𝑖

2/𝑛𝑒𝑖  during the 

calculate of spectral power. After the integration of 𝜖𝑆,𝑍
𝑓−𝑓,(𝑍)(ℎ𝑣) over the whole spectrum, the total 

radiated power expressed in W ∙ m−3 ∙ sr−1 gives: 

𝜖𝑆,𝑍
𝑓−𝑓,(𝑍)

= 4.51 × 10−39𝑛𝑒𝑛𝑆,𝑍𝑍
2
𝑇𝑒
𝐸𝑅
                                         (3.20) 

 

 

Figure 3.4.  An example of  Bremsstrahlung radiation spectrum from hydrogen in function of wavelength (on left) and 

frequency (on right) at different electron temperatures [Jardin 2017]. 
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Figure 3.5. Spectral emission coefficient of radiative recombination (solid line) for hydrogen as a function of 

frequency (left) and wavelength (right). Bremsstrahlung radiation as defined in Eq. (3.19) is plotted (dashed line) for 

comparison [Jardin 2017]. 

As shown in Figure 3.5, the radiative recombination contribution becomes weaker compared to 

Bremsstrahlung with increasing temperature and therefore with increasing fractional abundance of the 

fully stripped ion. It can also be seen in Eq. (3.14) that contribution of atomic orbits n >  n𝑚𝑖𝑛 diminishes 

very rapidly with increasing n, so the summation can be truncated at n𝑚𝑎𝑥  ≤  10. Spectrally integrated 

emission coefficients (PRB) are provided by ADAS to include the free-free (Bremsstrahlung) and free-

bound (recombination) radiation of each ionization state of a given species. This is very useful to estimate 

power losses due to the presence of impurities in plasma simulations. 

 

3.1.2.  Ionization equilibrium 

Before considering the spectral emissivity of the plasma, first the ionization equilibrium of each relevant 

species must be solved, including the population of atomic levels inside the ionization states (referred to 

as the fractional abundance). Using Kirchhoff’s law, the kinetics of the local population of atomic states 

(𝑖) of ions of charge (𝑍) in plasmas is governed by coupled rate equations of the type： 

d𝑛𝑖
(𝑍)

dt
= − R𝑍(𝑖 →) + R𝑍(→ 𝑖) + Γ𝑍(𝑖)                          (3.21) 

Here, R𝑍(𝑖 →) and R𝑍(→ 𝑖) represent the sums of all rates of possible radiative and collisional transitions 

out of level (𝑖) and into that level, respectively, and Γ𝑍(𝑖) is the external flux of level (𝑖) population by 

diffusion and convection. It is clear that a general solution is practically impossible not only because of the 

large number of transitions which have to be considered, but also for the fact that for many transitions 

the probabilities and rate coefficients are not known with sufficient accuracy (especially for high-Z 
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elements). It is therefore a common approach to reduce the number of rate equations to a set of tractable 

size by considering only the most relevant processes and by considering the pertinent time scales. These 

so-called collisional-radiative models may differ for different atomic and ionic species and certainly for 

molecules, and they depend on the regime of plasma parameters. 

The longest time constant to reach steady-state population for an excited level (𝑖) is given by the lifetime 

for pure radiative decay 𝜏 =  1/𝐴𝑍(𝑖 →). Since in atomic systems these are typically very short compared 

to changes of the plasma conditions, usually 𝑑𝑛𝑖
(𝑍)

𝑑𝑡⁄ = 0 can be assumed. Hence, the time dependence 

needs to be kept only for metastable levels (m) and ground states (g), which reach steady-state by 

ionization and recombination on longer time scales. The influx of level population Γ𝑍(𝑖) is low and even 

negligible in most cases. If it becomes relevant, this is also true for the ground state and metastable levels. 

Radiative relaxation times for the ground state vibrational levels of molecules are typically long, too, and 

the above quasi-steady-state approximation may not be appropriate. 

The first approach to a manageable collisional radiative (CR) model for the population densities of an ion 

(atom, molecule) is to solve Eq. (3.21) considering the following processes (omitting photoexcitation and 

photoionization):  

 Electron collisional transitions out of the level (𝑖) and into the level from all other levels of the ion,  

 Radiative decay to all lower levels and cascading contributions from all higher levels,  

 Collisional ionization to the ground state (𝑔) of the next ionization state (𝑍 +  1) and three-body 

recombination from those states,  

 Radiative recombination and dielectronic recombination. 

Detailed information about three-body recombination and dielectronic recombination available in [Kunze 

2009]. Thus, the collisional-radiative model gives: 

d𝑛𝑖
(𝑍)

dt
=     −∑𝑛𝑖

(𝑍)
𝐴𝑖𝑘
(𝑍)

𝑘<𝑖

             +                 ∑𝑛𝑘
(𝑍)
𝐴𝑘𝑖
(𝑍)

𝑘>𝑖

 

 −𝑛𝑒∑𝑛𝑖
(𝑍)𝑋𝑖𝑘

(𝑍)

𝑘≠𝑖

            +            𝑛𝑒∑𝑛𝑘
(𝑍)𝑋𝑘𝑖

(𝑍)

𝑘≠𝑖

             

         −𝑛𝑒𝑛𝑖
(𝑍)𝑆𝑖∞

(𝑍)             +            𝑛𝑖
(𝑍+1)𝑛𝑒𝛼(𝑍+1)

𝑅𝑅 (∞ → 𝑖)             

 +            𝑛𝑖
(𝑍+1)𝑛𝑒𝛼(𝑍+1)

𝐷𝑅 (∞ → 𝑖)            

 +            𝑛𝑖
(𝑍+1)𝑛𝑒

2𝛼(𝑍+1)
𝑇𝑅 (∞ → 𝑖)              (3.22) 

Here, 𝑆𝑖∞
(𝑍)  denotes the electron impact ionization coefficient, 𝛼(𝑍+1)

𝑅𝑅 (𝑖 → ∞)  denotes the radiative 

recombination coefficient, 𝛼(𝑍+1)
𝐷𝑅 (𝑖 → ∞)  denotes the dielectronic recombination coefficient, 

𝛼(𝑍+1)
𝑇𝑅 (𝑖 → ∞) denotes the three-body recombination coefficient. 
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For the derivative of the ground state density 𝑛𝑔
(𝑍)

, in principle terms with ionization from and 

recombination into levels of the lower ionization stage (𝑍 −  1) should be added. They are redundant 

only for neutral atoms (molecules), but a corresponding equation holds for 𝑛∞
(𝑍+1)

. Mathematically this set 

of rates 𝐸𝑞. (3.22) describes the dynamics of the population vector �̅�𝑍  =  {𝑛𝑔
(𝑍+1)

,⋯ , 𝑛𝑖=∞
(𝑍)
,⋯ , 𝑛𝑔

(𝑍)
},  

𝑑

𝑑𝑡

(

 
 
 
 
 

𝑛𝑔
(𝑍+1)

⋮

𝑛𝑖=∞
(𝑍)

⋮

𝑛𝑔
(𝑍)

)

 
 
 
 
 

=

(

 
 
 
 

0          ⋯         𝑛𝑒𝑆𝑖∞
(𝑍)
          ⋯            ⋯

⋮            ⋮                  ⋮               ⋮                ⋮
⋯         ⋯              ⋯             ⋯            ⋯
⋮            ⋮                  ⋮               ⋮                ⋮
⋯         ⋯              ⋯             ⋯            ⋯

)

 
 
 
 

(

 
 
 
 
 

𝑛𝑔
(𝑍+1)

⋮

𝑛𝑖=∞
(𝑍)

⋮

𝑛𝑔
(𝑍)

)

 
 
 
 
 

                (3.23) 

and the matrix contains all the possible radiative and collisional transition.  

As discussed above, excited states reach quasi-steady state on very short time scales compared to the 

changes of the densities of the ground states and metastable states and of the plasma parameters, 

𝜏𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛 ≪ 𝜏𝑝𝑙𝑎𝑠𝑚𝑎. This allows a realistic approximation where the time variation is kept only for the 

ground states and perhaps metastable states, and all excited levels are considered being in quasi-

equilibrium with their ground state: 𝑑𝑛𝑔
(𝑍)

𝑑𝑡⁄ = 0 . This implies that they follow instantaneously the 

variation of the ground-state density.  Therefore, the matrix equation may be replaced by a set of coupled 

linear equations which can be solved for assumed input ground-state densities 𝑛𝑔
(𝑍)

 and 𝑛𝑔
(𝑍+1)

. The results 

are substituted into 𝐸𝑞. (3.22) for the ground-state density leading to an equation of the type: 

 
d𝑛𝑔

(𝑍)

dt
= −𝑛𝑒𝑛𝑔

(𝑍)
𝑆(𝑍)
𝑒𝑓𝑓(𝑇𝑒 , 𝑛𝑒) + 𝑛𝑔

(𝑍+1)
𝑛𝑒𝛼(𝑍+1)

𝑒𝑓𝑓 (𝑇𝑒 , 𝑛𝑒)                                   (3.24) 

𝑆(𝑍)
𝑒𝑓𝑓

and 𝛼(𝑍+1)
𝑒𝑓𝑓  are called effective collisional-radiative ionization and recombination coefficients, and 

both are functions of electron temperature 𝑇𝑒and weakly depend on density 𝑛𝑒 .  𝑆(𝑍)
𝑒𝑓𝑓

 considers multi-

step excitation and de-excitation followed finally by ionization, and discounts electrons which return 

to the ground state. Likewise, 𝛼(𝑍+1)
𝑒𝑓𝑓  accounts for all recombination processes ending in the ground 

state. In the other energy states: 

d𝑛𝑖
(𝑍)

dt
= −𝑛𝑒𝑛𝑖

(𝑍) (𝑆(𝑍)
𝑒𝑓𝑓
+ 𝛼(𝑍+1)

𝑒𝑓𝑓
) + 𝑛𝑖

(𝑍+1)𝑛𝑒𝛼(𝑍+1)
𝑒𝑓𝑓

+ 𝑛𝑒𝑛𝑖
(𝑍−1)

𝑆(𝑍−1)
𝑒𝑓𝑓

       (3.25) 

For a given species  𝑆 at steady state, the fractional abundances  𝑓𝑆,𝑖 can be calculated by summing 

iteratively 𝐸𝑞. (3.25) for each ionization state (𝑖): 

                                               𝑓𝑆,𝑖 =
 𝑛𝑆,𝑖
 𝑛𝑆
                                                                       (3.26) 

A number of collisional-radiative models have been developed, in many cases adapted to specific needs. 

We shall mention only some examples of broader interest. In the model for hydrogen-like ions by 
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[Ljepojevic 1984], fine structure components were treated separately and proton collisions between the 

fine structure levels were included. This is necessary for hydrogen-like ions in tokamak plasmas and solar 

flares.  

A generalized collisional-radiative model has been setup by [Summers 2006] that includes dielectronic 

recombination and accounts for metastable levels, which requires a detailed specific classification of the 

level structure for both recombining and recombined ions. Bundling of levels was used whenever 

meaningful. Atomic structure data and radiative and collisional data are taken from ADAS. Several models 

of varying complexity have been set up for helium-like ions because of their usefulness in diagnostic 

applications, especially at low and intermediate densities [Fujimoto 1984, Rosmej 1997]. Dielectronic 

capture from hydrogen-like ions and inner shell excitation from lithium-like and beryllium-like ions were 

included, as were charge exchange with neutral hydrogen and particle transport, and even a non-

Maxwellian velocity distribution was allowed for. A very useful tool is provided by the FLYCHK code [Chung 

2005], which allows steady-state and time-dependent calculations of population and charge-state 

distributions from low to high-Z elements.  

 

Figure 3.6. Top: Ionization equilibrium of argon as a function of electron temperature. Bottom: average charge of 

argon in the temperature range 0.1 - 20 keV, calculated using the ADAS CR effective ionization and recombination 

coefficients. Figure reprinted from [Jardin 2017]. 
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3.1.3. Cooling factor 

Up to now, we have discussed the mechanism of soft X-ray radiation in fusion plasmas, which follows the 

collisional-radiation model and gives the ionization equilibrium. Therefore, the contribution of one species 

S of the plasma to the local soft X-ray (SXR) emissivity is as follows: 

휀𝑆(ℎ𝜈, 𝑇𝑒 , 𝑛𝑒 , �⃗�𝑆,𝑞) = 

𝑛𝑒𝑛𝑆∑𝑓𝑆,𝑞(𝑇𝑒 , 𝑛𝑒 , �⃗�𝑆,𝑞). [𝜖𝑆,𝑖
𝑓−𝑓(𝑇𝑒 , 𝑛𝑒 , ℎ𝜈) + 𝜖𝑆,𝑖

𝑓−𝑏(𝑇𝑒 , 𝑛𝑒 , ℎ𝜈) + 𝜖𝑆,𝑖
𝑏−𝑏(𝑇𝑒 , 𝑛𝑒 , ℎ𝜈)]

𝑍𝑆

𝑖=0

, (3.27) 

where 𝑓𝑆,𝑞 is the fractional abundance of the q-th ionization state of S which is obtained from Eq. (3.26), 

�⃗�𝑆,𝑞 its local particle flux and 𝜖𝑆,𝑞
𝑓−𝑓

,  𝜖𝑆,𝑞
𝑓−𝑏

, 𝜖𝑆,𝑞
𝑏−𝑏 are its free-free, free-bound and bound-bound emissivity 

coefficients. Ignoring the dependence on 𝑛𝑒, which is weak anyway, while in the core the electron density 

profile is relatively flat, and disregarding transport effects governed by Γ⃗S,q (see Chapter 6), the calculation 

simplifies as: 

    휀𝑆(ℎ𝜈, 𝑇𝑒) = 𝑛𝑒𝑛𝑆∑𝑓𝑆,𝑖(𝑇𝑒). [𝜖𝑆,𝑖
𝑓−𝑓(𝑇𝑒 , ℎ𝜈) + 𝜖𝑆,𝑖

𝑓−𝑏(𝑇𝑒 , ℎ𝜈) + 𝜖𝑆,𝑖
𝑏−𝑏(𝑇𝑒 , ℎ𝜈)]

𝑍𝑆

𝑖=0

               (3.28) 

By defining the cooling factor of S: 

     𝐿𝑆(ℎ𝜈, 𝑇𝑒) =∑𝑓𝑆,𝑖(𝑇𝑒). [𝜖𝑆,𝑖
𝑓−𝑓(𝑇𝑒 , ℎ𝜈) + 𝜖𝑆,𝑖

𝑓−𝑏(𝑇𝑒 , ℎ𝜈) + 𝜖𝑆,𝑖
𝑏−𝑏(𝑇𝑒 , ℎ𝜈)]

𝑍𝑆

𝑖=0

,                       (3.29) 

 

Figure 3.7. The spectrally integrated cooling factors of W from AIM [Post 1955] (red, thick, solid) and those derived 

from the LR (black, thin, dashed) and CA-LARGE (blue, thick, dashed) calculations are presented. The summed 

contributions (contained in the total cooling factors from LR and CA-LARGE) due to radiative and dielectronic 
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recombination and by bremsstrahlung are given as an additional curve (grey, thick, solid). The bremsstrahlung 

contribution is also presented separately (orange, thick, solid). The fractional abundances are presented for a few 

ionization stages [Putterich 2010]. 

 

Figure 3.8. Estimated tungsten spectral radiation (W.m3.eV-1) as a function of photon energy and plasma 
temperature (semi-log scale). The black line indicates the soft X-ray radiation range and the red line indicates the Gas 
Electron Multiplier (GEM) camera measuring range. Figure reprinted from [Jardin 2017]. 
 

we obtain the final simplified expression, in which the SXR emissivity depends only on the density of the 

considered species and on the electron density and temperature:  

휀𝑆(ℎ𝜈, 𝑛𝑆, 𝑛𝑒 , 𝑇𝑒) = 𝑛𝑒 . 𝑛𝑆. 𝐿𝑆(ℎ𝜈, 𝑇𝑒)                                        (3.30) 

This is a most valuable parameter that offers the possibility to distinguish the contributions from different 

species in the plasma. For example, in a hydrogen plasma with tungsten impurities only, the total SXR 

emissivity observed by the detection system (without considering the detector spectral response) is: 

휀𝑆𝑋𝑅(ℎ𝜈) = 𝑛𝑒
2. [𝐿𝐻(ℎ𝜈, 𝑇𝑒) + 𝑐𝑊. 𝐿𝑊(ℎ𝜈, 𝑇𝑒)],            (3.31) 

were 𝑐𝑊 = 𝑛𝑊 𝑛𝑒⁄  is the tungsten concentration. Indeed, the local tungsten concentration can be  

estimated from SXR emissivity measurements as: 

𝑐𝑊 ≃
휀𝑆𝑋𝑅(ℎ𝜈) − 𝑛𝑒

2. 𝐿𝐻(ℎ𝜈, 𝑇𝑒)

𝑛𝑒
2. 𝐿𝑊(ℎ𝜈, 𝑇𝑒)

                                     (3.32) 
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3.2. SXR diagnostic on Tokamak 

It is an established fact that the knowledge gained with and the performance of present fusion machines 

is directly linked to its diagnostic capability. Diagnostics for tokamak plasmas have generally been 

developed to study particular problems in tokamak research. Four major problem areas have been 

proposed by [Wesson 1987]: 

 Methods of setting up grossly stable plasmas, 

 Determination of the plasma energy and particle confinement time, 

 Development of supplementary plasma heating methods, 

 Study and control of plasma impurities. 

With the mentioned concerns, the soft X-ray diagnostic plays an important role in tokamak research. In 

this section, we review the different detector technologies that can be used in tokamak plasmas for SXR 

detection. We also introduce the former SXR diagnostic of Tore Supra and the implementation of its new 

GEM-based diagnostic for WEST. 

3.2.1. SXR detectors 

Spectroscopy detectors can be classified according to their application, such as semiconductor detectors, 

photoionization detectors (gaseous detectors) and other miscellaneous detectors. The detectors convert 

radiant flux 𝛷(𝜆)  in a spectral interval 𝛥𝜆  into a current signal 𝐼𝑐 , as presented in Figure 3.9, the 

magnitude of current signal which depends on the wavelength. The conversion efficiency is described by 

the spectral sensitivity 𝑆(𝜆) which is defined as the ratio of output current of the detector to incident 

radiant flux, 

𝑆(𝜆) =
𝐼𝑐
𝛷(𝜆)

                                 (3.33) 

𝑆(𝜆) [A/W] is also known as the  responsivity of the detector.  

 

Figure 3.9. Schematic of a detector. Figure reprinted from [Kunze 2009]. 

It is convenient to introduce the quantum efficiency (or spectral response function) 𝜂(𝜆)  for 

photoemissive detectors, which gives the fraction of electrons released from the photocathode by one 

incident photon: 
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𝜂(𝜆) =
𝐼𝑐
𝛷(𝜆)

ℎ𝑐

𝑒𝜆
= 𝑆(𝜆)

ℎ𝑐

𝑒𝜆
         (3.34) 

The quantum efficiency, i.e. spectral response of photodiodes used in the TCV tokamak is presented in 

Figure 3.10 as an illustration. A beryllium window cuts the signal below ~1 𝑘𝑒𝑉. The discontinuity at 

1.8 𝑘𝑒𝑉 is due to the K-alpha absorption line of silicon. 

 

Figure 3.10. Spectral response of the SXR photodiodes of the TCV tokamak (dashed line: without the Beryllium filter). 

Figure reprinted from [Furno 2001]. 

The time response of the detector is crucial in case of rapidly varying radiation. This response is 

characterized either by the rise time 𝑇𝑟 or by the bandwidth 𝑓𝑏𝑤. The rise time refers to the time of the 

output current 𝐼 to rise from 10 to 90% of the peak value if the input radiation is described by a step 

function. The bandwidth is defined as the cut-off frequency in Hertz at which the amplitude of the current 

is reduced to 1/ √2 of the value at low frequencies. Both are connected with each other by the relation 

[Kunze 2009]: 

𝑓𝑏𝑤𝑇𝑟 ≈ 0.35                                       (3.35) 

Some detectors have an internal delay time which has to be taken into account when correlating signals. 

The output current in the absence of incident flux is called dark current which limits measurements at low 

flux levels. In most cases it is essentially thermal in origin and can be reduced by cooling the detector. The 

linearity of the system is another important characteristic. To quote the maximum linear output current is 

one possibility, the dynamic range is the other quantity used in that context. It is defined as the ratio of 

maximum to minimum detectable linear output current. In some applications the time stability could also 

be important as well as the life time of the detector. 
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Array detectors record the spectrum (object) in the exit plane (𝑥, 𝑦) of a spectrograph and produce a 

digitized image (𝑥′, 𝑦′), which can be viewed on a screen or further processed by a computer. The imaging 

quality of an array detector is characterized by a respective point-spread function 𝐹(𝑥′, 𝑦′) , which 

describes the intensity distribution of a point object 𝑓(𝑥0, 𝑦0) in the image (𝑥′, 𝑦′) plane of the detector: 

𝑓(𝑥0, 𝑦0) → 𝐹(𝑥
′ − 𝑥′0, 𝑦

′ − 𝑦′0)           (3.36) 

Convolution with the instrument function of the spectrograph gives the instrument function of the entire 

spectrographic system. 

 

3.2.1.1. Semiconductor photodiode detectors 

The silicon-based semiconductor photodiodes for SXR diagnostic purpose has been widely adopted on 

tokamak devices, due to their simplicity of operation and relatively low economical cost, like Tore Supra,  

[Mazon 2012b] AUG, [Igochine 2010] TCV, [Anton 1996] JET [Alper 1994] and COMPASS. [Weinzettl 2010]. 

The photodiode is a kind of semiconductor detector which can convert the light signal into electrical 

current. This is based on the semiconductor features where the semiconductor materials have an electrical 

conductivity lower than conductors and higher than insulators, and the conductivity relies on the capacity 

of the electrons of the valence band to flow towards the conduction band. Thus the photoelectric effect 

exhibits an energy threshold. For instance, the energy gap between the conduction and valence bands of 

silicon is about 1.2 eV, while it is typically of several eV for insulators. Metallic materials generally have a 

higher conductivity due to their partially filled bands which play both the role of valence and conduction 

band. Semiconductors act like insulators at rest and at temperature T =  0 K, however with increasing 

temperature thermalized electrons can flow more easily to the conduction band. External excitation like 

absorption of incident photons can also provide the energy necessary to make electrons of the valence 

band go to the conduction band.  

 

 

Figure 3.11. Energy diagram of a P–N junction. Figure reprinted from [Kunze 2009]. 
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A photodiode is a P–N junction or PIN structure. When a photon of sufficient energy strikes the diode, it 

creates an electron-hole pair. This mechanism is also known as the inner photoelectric effect [Einstein 

1905]. If the absorption occurs in the junction's depletion region, or one diffusion length away from it, 

these carriers are swept from the junction by the built-in electric field of the depletion region. Thus holes 

move toward the anode, and electrons toward the cathode, and a photocurrent is produced. The total 

current through the photodiode is the sum of the dark current (current that is generated in the absence 

of light) and the photocurrent, so the dark current must be minimized to maximize the sensitivity of the 

device.  

Figure 3.11  shows the respective energy diagram with conduction and valence bands. The Fermi level is 

indicated by the Fermi energy 𝐸𝐹𝑒𝑟𝑚𝑖 . The transition region is characterized by a depletion of charge 

carriers: diffusion of holes from the P-region into the N-region and in the opposite direction of electrons 

into the P-region leads to the buildup of an electric double layer and a corresponding electric field, which 

drives an opposite current that finally compensates the diffusion current. Depletion regions can be made 

large.  

 

Figure 3.12. current–voltage characteristics of a photodiode. Figure reprinted from [Kunze 2009]. 

Electrons and holes produced by absorption of photons in the depletion region result in a current which 

depends on the applied voltage. In the Figure 3.12, the current–voltage characteristic 𝐼 =  𝑓(𝑈) for an 

arbitrary flux 𝛷(𝜆) and for no illumination have been presented. As detectors, these photodiodes are 

operated with reversed bias voltage U < 0. The current becomes independent of the voltage as long as it 

is large enough: 

𝐼𝑐 = −𝑒
𝜂(𝜆)𝛷(𝜆)

ℎ𝑣
+ 𝐼𝑑                (3.37) 

 

where 𝐼𝑑 is the dark current. Noise of the dark current, which also here limits the sensitivity, can again be 

significantly reduced by cooling. 
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For photodiodes, the high quantum efficiency or spectral response η(λ) (typically 80%) is one of the most 

important advantages, an example of TCV SXR photodiode response function has been presented in Figure 

3.10. The photodiodes are compact, rugged, and insensitive to magnetic fields. The bandwidth of the 

frequency response is essentially determined by the load resistance and the capacitance of the depletion 

layer. Since its width increases with increased reversed bias voltage, thus decreasing the capacitance, 

photodiodes can be made very fast, where the drift time of the carriers through the depletion layer 

determines the final cut-off. 

Several variations of the basic type of photodiode have been developed and are used in spectroscopy. The 

PIN diodes are an extension of the P–N junction: an un-doped zone (I) of the intrinsic semiconductor 

separates the P- and N-regions, which are produced by having the respective dopants diffused into the 

intrinsic semiconductor. Absorption is now in the I-zone, which can be made very wide and thus allows a 

fast response. Photodiodes with bandwidths of gigahertz are possible. Silicon PIN diodes can therefore be 

fast enough to operate in photon-counting mode, with dedicated acquisition systems such as multi-

channel analyzers [Vezinet 2013].  

Table. 3.1. Photodiodes based on different materials and working temperature. [Kunze 2009] 

 

There exists a large variety of photodiodes offered by manufacturers. Silicon is the most important 

semiconductor material. On the other hand, germanium diodes have a wider spectral sensitivity but a 

larger dark current. Table 3.1 displays examples of photodiodes. The alloy HgCdTe is included, whose 

bandgap depends on its stoichiometry. For the vacuum-ultraviolet and soft X-ray spectral applications, 

silicon photodiodes with thin oxide layers have been proved to be stable and suitable detectors for 

absolute flux measurements [Gullikson 1996, Canfield 2000]. Reverse-biased PIN diodes of silicon and 

germanium can also make excellent energy-resolving detectors of single X-ray photons from about 1 keV 

to few hundreds of keV. The diode is nearly fully depleted and thus provides a large detector volume. The 

photons interact in the intrinsic region and produce the tracks of electron-hole pairs. 3.6 eV are needed 

to generate one electron-hole pair in silicon, and 2.98 eV in germanium. The recorded current pulse of a 

single photon is a direct measure of its energy, which thus can be obtained via pulse-height analysis. A 

variant is the lithium-drifted silicon, Si(Li), detector, where a large sensitive volume is created by having 

lithium atoms drifted into slightly P-doped silicon. The energy resolution is often limited, typically to about 

150 eV, but no spectrograph is needed. The resolution suffices for measurements of the continuum 

radiation of long-lived hot plasmas like those of tokamaks. 
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3.2.1.2.      Gaseous detectors 

Gaseous detectors have been widely applied in nuclear related industry or high energy physics, for 

example at CERN for the detection of ionizing particles. They are descendant of the previously mentioned 

semiconductor detectors and have even more promising capabilities in terms of spatial resolution, signal 

amplification, resilience to sparks and above all reliability under harsh operating conditions and high flux 

environment.The fundamental process in these detectors is the ionization of gases by photons and 

subsequent measurement of the produced charges. The probability of absorbing the incident photons 

within the gas volume may approach 100% if gas type and dimensions of the device have been properly 

designed. A long wavelength limit is naturally given by the ionization energy of the gas atoms or molecules. 

Such detectors are thus suited for the X-ray region. Two schemes used in spectroscopy are ionization 

chambers and proportional chambers. 

LOW VOLTAGE IONIZATION CHAMBER 

A low voltage ionization chamber (LVIC) detector as an X-ray diagnostic concept has been reported of 

particular interest for ITER [Hu 2017]. The ITER Radial X-ray Camera (RXC) will be operable under conditions 

of high neutron and γ-ray fluxes that are expected to exist in D–T operation. Since it is impossible to use 

any electronic devices near the tokamak under these conditions, amplifiers must be located several tens 

of meters away from detectors. In this case, stray and other pickups present a serious problem. From this 

point of view, it is desirable, on the one hand, that a means for raising the detector signal be provided and, 

on the other, that a system for noise rejection be developed. The VPD system described in [Gott 2005] and 

using successive parallel anode and cathode plates separated by about 1 −  5 mm was filled with air (and 

some noble gases) and operated as an ionization chamber [Gott 2009]. The supplied voltage was about 

10 V, making it possible to place the amplifier at several tens of meters from the detector to protect it 

from plasma radiation. It could be coupled with a high frequency noise suppression system. Under similar 

experimental conditions, the sensitivity of the LVIC filled with air at atmospheric pressure was found 

100 −  200 higher than in the VPD configuration. This was increased even more by using noble gases like 

Ar, Ne and Xe instead of air. The LVIC technology seems to present significant advantages in terms of 

gamma and neutron resilience compared to traditional semiconductor technologies, and could be a 

potential candidate for ITER. 

 

Figure 3.13. Picture of the LVIC electrode system. Figure reprinted from [Gott 2009]. 
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MULTI-WIRE PROPORTIONAL CHAMBER 

When increasing the voltage applied to an ionization chamber the electrons gain enough energy to ionize 

further atoms, and at sufficiently high voltages an electron avalanche will finally develop. Within some 

voltage range known as proportional regime the magnitude of the current pulse varies linearly with the 

voltage and the amplification is typically 103–105. At still higher voltages, a discharge develops and the 

device becomes a Geiger–Muller counter. Proportional chambers can be used in the photon counting or 

in the current mode. Counting rates can be as high as 106 s−1. For the spectroscopy of hot magnetically 

confined fusion plasmas, the multi-wire proportional chambers (MWPCs) are widely employed detectors 

in the exit plane of X-ray spectrographs[Weinheimer 2001]. In a simple picture, MWPCs are many single 

wire units closely placed in parallel. The present designs consist of a grid of uniformly spaced anode wires 

sandwiched between two cathode planes, where the cathode on the entrance side behind the window is 

usually a wire grid; while the second cathode can be a series of strips or again a wire grid. Absorption of 

the photons is in the drift region after the first cathode; the very localized electron pulses on the anode 

wires induce image pulses on the cathode wires or strips that are the basis of position encoding; early 

designs also utilized readout from anode wires. The most highly developed and most frequently used 

techniques utilize a delay line [Boie 1982, Smith 2006]: all cathode wires or strips feed the nodes of the 

line, and the difference of the arrival times at both ends yields the position. For the analysis, the time 

information is converted into position by time-to-digital converters (TDCs), which are a crucial part of the 

detectors. By determining the centroid of the cathode charges, a spatial resolution approaching 0.1mm is 

possible. 

 

Figure 3.14. Scheme of a multi-wire proportional chamber (MWPC). 
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GAS ELECTRON MULTIPLIER 

The gas electron multiplier (GEM) is another good detector candidate for the ITER RXC system, which is a 

quite recent technology developed at CERN by F. Sauli [Sauli 1997]. GEMs are very promising since they 

are cheap and quite robust against radiation damage. The basic element of a GEM is an insulating polymer 

foil, metalized on both sides and punched with an array of holes, which are typically of bi-conical shape. A 

voltage applied between both sides of the foil produces very high electrical fields (in order of 50 −

100 kV ∙ cm−1) in the holes, and electrons produced by the incident X-rays in the upper gas volume drift 

into the channels where they are accelerated and multiplied by collisional ionization: an avalanche 

develops over a very short distance and moves towards the electrodes in the lower volume. Electron 

multiplication up to 103 is possible. Figure 3.15 illustrates one variant of a two-stage array detector. A 

suitable resistor chain provides the voltages to the cathode, the two GEMs and to a matrix of readout pads, 

which are hit by the electron avalanches. The intrinsic advantage is obvious: the multiplication region is 

separate from the readout electrodes. A time resolution in the microsecond domain seems feasible.  

The technology chosen for WEST’s new soft X-ray diagnostic array system is a triple-GEM detector, which 

we will discuss in detail in section 3.3. Compared to the semiconductor detectors, gaseous detectors have 

the advantage of working with a constantly renewed detection volume not affected by aging (only 

electrodes and surrounding materials). They exhibit high sensitivity compared to semiconductor and 

vacuum photodiodes, but they have a low quantum efficiency and are slightly more complex to design 

with their gaseous part compared to solid-state detectors. LVIC [Gott 2009] has an advantage over the 

GEM due to its operation at low voltage, and because it allows the amplifiers to be placed several tens of 

meters away from the plasma. However, it is not designed to work in photon-counting mode. 

 

 

Figure 3.15. Scheme of a two-stage GEM detector. 
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3.2.2. Detector calibrations 

Before the installation on experimental devices, the calibration of detectors, as well as defining and 

gradually refining a reliable experimental protocol, are necessary processes. In general, the calibration of 

a spectroscopic diagnostic includes wavelength calibration and sensitivity calibration.  

The spectrographic systems are often supplied with wavelength calibration, but it is essential that the 

experimenter perform his own calibration for reliable measurement. A number of sources emitting well-

known emission lines are available, and the best values of their wavelengths may be taken from databases 

accessible online. Data have been critically evaluated for many decades by the US National Institute of 

Standards and Technology (NIST). Optimal calibration is achieved if traces of these or other suitable 

elements can be added to the plasma to be investigated. For all spectral regions, such in situ calibration is 

inherently possible in a number of cases since many plasmas contain already small amounts of impurities 

from the walls such as carbon, oxygen, and their ions, whose spectra are very well known down to the soft 

X-ray region. In all cases, however, attention must be paid to possible Doppler shifts, which can be serious 

even for heavy ions in hot plasmas.  

In particular, absolute spectral calibration of photodetectors remains a delicate task that requires a lot of 

precautions, the result of which depends on parameters such as the bias voltage (for semiconductor 

junctions), operating temperature, quality of the source, electromagnetic environment etc. Any photo-

detector can be roughly described as a black box issuing a measurement 𝑀 as a result of the spectral 

convolution of the incident photon flux  𝛷(𝜆) with a detector spectral response function 𝜂(𝜆) as: 

𝑀 =  𝐶 ∫ 𝛷(𝜆) 𝜂(𝜆)
∞

0

𝑑𝜆.                (3.38) 

Here 𝐶 is the appropriate conversion coefficient considering the electronic noise etc. 
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3.3. Gas Electron Multiplier (GEM) on WEST 

As mentioned above, the triple-GEM detector has been chosen for WEST’s new soft X-ray diagnostic array 

system [Mazon 2016]. The WEST SXR system is composed of two sets of 1D array cameras (vertical and 

horizontal views respectively), located in the same poloidal cross-section to allow for tomographic 

reconstruction, as presented in Figure 3.16. An array (about 20 𝑐𝑚 ×  2 𝑐𝑚 ) consists of up to 128 

detecting pixels in front of a 50 𝜇𝑚 wide Beryllium pinhole (with a 1 𝑚𝑚 diameter diaphragm) inserted in 

the case of the vertical camera at about 50 𝑐𝑚 depth inside an optimized water-cooled thimble.  

 
Figure 3.16. Left: Integration and geometric coverage of the new SXR diagnostic of WEST, composed of two GEM-

based cameras. Right: Illustration of the GEM detector and helium buffer inside the vertical thimble. Figure reprinted 

from [Mazon 2016]. 

The horizontal camera remains outside the port as illustrated in Figure 3.16. The time resolution has been 

selected as follows: ∼  1 𝑘𝐻𝑧 for real-time (online) application and 0.1 𝑘𝐻𝑧 for non-real-time (offline) 

application. Acquisition of the low-energy spectrum is insured by a helium buffer installed between the 

pinhole and the detector. Without the helium buffer, the 47 cm of air would absorb the SXR spectrum 

below 4 keV. Internal to the He buffer a supporting structure for two 𝐹𝑒55 radioactive sources will insure 

permanent calibration of the GEM detector, as shown in Figure 3.17. Below these sources, a motorized 

slit (piezoelectric motors) is installed in order to protect the GEM in case of high photon fluxes and thus 

avoid saturation (∼ 107 𝑝ℎ/𝑠/𝑚𝑚2). Complementary cooling systems (water) are used to maintain a 

constant temperature (27𝑜𝐶) inside the detector. The GEM detector operates slightly above atmospheric 

pressure. An extraction system of the cassette containing the GEM detector for the horizontal camera has 

been designed in order to extract the detector easily during baking and maintenance phases. A spatial 

resolution of 1𝑐𝑚 in the equatorial plane was estimated to be sufficient for obtaining accurate information 

about the location of the magnetic axis, the sawteeth inversion radius, impurity density gradients, and 

more generally to get a good tomographic image. This new spatial resolution of 1 𝑐𝑚 is to be compared 

with the former one of 4 𝑐𝑚 used for Tore Supra discharges, which was already sufficient for studies of 

impurity transport and MHD activity (10-100 kHz).  
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Figure 3.17. a) GEM detector with electronics and He buffer inside the cassetteI b) internal structure of the He 

buffer with the supporting Fe55 sources structures and slits [Mazon 2016]. 

Furthermore, the GEM system was requested to enable spectral discrimination of the signal, i.e. to 

perform photon counting in several energy bands. A radioactive iron source (Fe55 ) emitting 5.9 keV 

photons was commonly used to perform acquisition tests on the GEM as presented in Figure 3.18. 

 

Figure 3.18. GEM acquisition of a Fe55 source (5.9 keV). The presence of an argon peak is due to the gas mixture 

inside the GEM. Figure reprinted from [Jardin 2017]. 
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Such a Fe55 source is crucial for the GEM spectral calibration since the detector gain varies with pressure, 

purity of the flowing gas mixture or applied voltages. 

Figure 3.19 presents the operation principle inside triple-GEM detectors:  

1) The incident photon passes through the cathode (usually manufactured by aluminized Mylar foil 

with a thickness of few 10 𝜇𝑚) and has a certain possibility to generate an ion-electron pair by 

photoionization of an atom from the GEM gas mixture (here as an example composed of Argon at 

70% and CO2 at 30%).  

2) This photo-electron pair produces a primary electron cloud in conversion region, and then the 

generated electron cloud drifts toward the amplification area.  

3) The primary cloud is amplified by successive electron avalanches in the 3 GEM foils (micrometric 

perforated copper-clad Kapton foils) under high voltage V𝐺𝐸𝑀  ≈  400 V, leading to an electric 

field of  ~50 − 100 kV/cm.  

4) The electron cloud drifts and diffuses in the gas toward the anode due to the imposed electric 

fields E⃑⃑⃑𝐼 , E⃑⃑⃑𝑇 , E⃑⃑⃑𝐶 of a few kV/cm. 

5) The resulting current is finally detected on the anode strips (pixels) above the electronic noise. 

Indeed, the multiplicative foils allow the GEM to be sensitive enough (and fast enough with 

dedicated electronics) to work in photon-counting mode.  

6) The detector works in proportional regime and the detector gain is determined by the high voltage 

applied on the GEM foils used for avalanche, such that the photon energy can be inferred from 

the total collected charge Q𝑡𝑜𝑡 of the cluster, provided that the detector has been calibrated and 

the photon rate is sufficiently low to avoid pile-up effects. Thus, the charge, time and position 

values of each cluster are finally computed and stored. 

 

Figure 3.19. Basic sketch of the GEM detector principle with 1) the SXR source, 2) photoionization in the gas mixture, 

3) electron avalanches through GEM holes, 4) electron cloud transport in the drift regions, 5) collection of the 

electron cloud on the anode and 6) post-processing of the GEM signal to compute the charge, time and position of 

each incident photon. Figure reprinted from [Jardin 2017]. 
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Due to the interest in inferring tungsten impurity distributions, the energy resolution of the WEST GEM 

has been designed in terms of 5 energy bands, as presented in Figure 3.20, where  

 the first energy band is characterized by ℎ𝑣 <  1.8 𝑘𝑒𝑉, 

 second energy band  1.8 𝑘𝑒𝑉 ≤ ℎ𝑣 <  2.8 𝑘𝑒𝑉  

 third energy band 1.8 𝑘𝑒𝑉 ≤ ℎ𝑣 <  4 𝑘𝑒𝑉,  

 fourth energy band  4 𝑘𝑒𝑉 ≤ ℎ𝑣 <  8 𝑘𝑒𝑉  

 and fifth energy band 8 𝑘𝑒𝑉 ≤ ℎ𝑣 <  15 𝑘𝑒𝑉. 

 

Figure 3.20. Left: GEM cumulated spectrum obtained from a simulation. Right: GEM signal in 5 energy bands . Figure 

reprinted from [Jardin 2017]. 
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Chapter 4 Tomography and Bayesian 
inference 

 

Tomography is a well-known term from application in medical imaging, more particularly the computer 

tomography (CT) scan. It involves combination by a computer of many X-ray measurements taken from 

different angles to produce cross-sectional (tomographic) images (virtual ‘slices’) of specific areas of a 

scanned object, allowing the user to see inside the object without cutting. In the fusion area, this technique 

has also been widely used for reconstruction of the distribution of a quantity in a poloidal cross-section 

based on line-integrated measurements. Particularly for soft X-ray diagnostics, the technique was 

pioneered by groups in several laboratories starting with a single camera, exploiting the natural plasma 

rotation. This is the concept of Abel inversion [Bockasten 1961], which is actually a 1-D reconstruction. 

After a while, the 2-D full tomography with at least two cameras was developed at MIT [Camacho 1986, 

Granetz 1988]. With requirement to observe the details of an asymmetric distribution in the plasma, the 

SXR system was updated with even more cameras afterwards [Decoste 1985, Cruz 1994, Alper 1997,  

Anton 1995]. In this chapter, we begin our discussion with a detailed introduction of the tomography 

problem in the context of soft X-ray measurement. In addition, the framework of Bayesian inference be 

presented, explaining how it is used for tomographic reconstruction. 

 

Figure 4.1. Tomographic capabilities of the WEST SXR system based on GEM detectors. The horizontal camera views 
along 128 lines-of-sight. The vertical camera is inside the vertical port and is coupled to 75 sight lines. 
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4.1. Tomography of line-integrated measurements 

Reconstruction of a space-resolved image or profile of a plasma quantity using tomography has been 

considered on many fusion devices. Due to the high temporal resolution requirement, the tomography 

measurement on fusion devices is obtained from fixed detector arrays, in contrast to medical tomography. 

The measurement represents line-integrated emissivity through the approximated line-of-sights, 

determined by pin-hole positions. The line-of-sight approximation is based on [Ingesson 2000]. 

The tomographic problem essentially involves inference of a large set of physical parameters, namely the 

quantity of interest in a set of pixels in a two-dimensional cross-section, based on a limited number of 

measurements. This is an ill-posed problem, as the number of measurements is always lower than the 

number of unknowns. It is also often referred to as an inverse problem, as the goal is to invert the forward 

model that allows, in principle, to calculate the measurements (‘effect’) from the unknown parameters 

(‘cause’). Other examples of inverse problems are source reconstruction in acoustics or calculating the 

density of the Earth from measurements of its gravitational field. Inverse problems are some of the most 

important mathematical challenges in science and mathematics, which involves to infer the parameters 

that we cannot directly observe.  

In the context of this thesis, we consider tomography for a soft X-ray diagnostic at Tore Supra/WEST. The 

WEST SXR diagnostic system is presently being commissioned with two triple-gas electron multiplier (GEM) 

cameras, located in the same poloidal cross-section to allow tomographic reconstruction. As shown in 

Figure 4.1, one of the cameras of the WEST SXR diagnostic views along the horizontal direction through 

128 lines-of-sight (LOS) from the low-field-side to the high-field-side. The other camera is located at the 

top of the device, viewing downwards along 75 lines-of-sight. Hence, the majority of the core plasma 

region is covered with a good spatial resolution (~1 cm in the equatorial plane). 

 

4.1.1. Modeling of SXR tomography 

Generally, tomographic systems on fusion device have a relatively small aperture. Consequently, the 

measurement of the SXR emissivity (in W.m-2) of the j-th detector 𝒅𝒋 of a tomographic system can be 

approximated by the integration of the emissivity, filtered by the detector, along the corresponding line-

of-sight: 

𝑑𝑗 = ∫ 𝐸(𝑟)
𝐿𝑜𝑆𝑗

𝑑𝑟                                (4.1) 

Where 𝐸(𝑟) is the emissivity function at location r, 𝐿𝑜𝑆𝑗 is the trajectory corresponds to j-th detector’s 

line-of-sight. Spatial discretization of the poloidal cross-section is achieved by means of a square grid (with 

dimensions 1.6 × 1.6 m2) comprising 100 × 100 square pixels, each associated with a homogeneous 

emissivity value. Then, the total SXR line-integrated measurement �̅�𝑚 can be written as: 

�̅�𝑚 = �̿�𝑚×𝑛 ∙ �̅�𝑛 + 휀,̅                           (4.2) 



 

62 | P a g e  
 

where 𝐸𝑛 is the local SXR emissivity in pixel n. In addition, �̿�𝑚×𝑛 is the response matrix, wherein element 

(𝑖, 𝑗) denotes the path length of the j-th LOS through the i-th pixel, as shown in Figure 4.2. Furthermore, 

휀  ̅represents a noise term, arising from various uncertainties, including detector noise. 

As mentioned before, tomographic reconstruction (or inversion) is an ill-posed problem. Without 

additional information, there is an infinity of solutions. Regularization is the process of adding a priori 

information, often in the form of requirements or constraints on the solution, in order to render the 

problem well-posed with a less-broad regime of solutions, preferably converge to one single solution. We 

now go deeper into several standard regularization methods., before embarking on a discussion of the 

approach used in the present work, using Bayesian inference and Gaussian processes. 

 

Figure 4.2. Illustration of the line-of-sight geometry in a poloidal cross-section. 

 

4.1.2. Standard regularization approaches 

In a standard tomographic solution, the objective is to find the optimized emissivity distribution based on 

the standard 𝜒2 criterion for the line-integrated measurements:   

𝜒2(�̅�𝑛) = (�̅�𝑚 − �̿�𝑚×𝑛 ∙ �̅�𝑛)
𝑇(�̅�𝑚 − �̿�𝑚×𝑛 ∙ �̅�𝑛)                                   (4.3) 

This involves least squares minimization between the measured and modeled line-integrated emissivities. 

One common regularization technique is Tikhonov regularization, which involves adding a priori 

information on the expected emissivity profile [Tikhonov 1977]. In particular, a term �̅�𝑛
𝑇
�̿��̅�𝑛 is added to 

the cost function, imposing an additional constraint of smoothness of the solution. The optimization 

problem becomes 

�̅�𝑟𝑒𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑒𝑑 = 𝑎𝑟𝑔𝑚𝑖𝑛
�̅�𝑛
[ 𝜒2(�̅�𝑛) + 𝜆 ∙ �̅�𝑛

𝑇
�̿��̅�𝑛 ],                              (4.4) 
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where the �̿� matrix is the regularization operator and 𝜆 denotes the regularization parameter. Thus, the 

tomographic reconstruction is a compromise between minimization of the residual and regularization of 

the solution. A vector derivative of the above equation allows determining a closed-form solution: 

�̅�𝑟𝑒𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑒𝑑 = (�̿�
𝑇 �̿� + 𝜆 ∙ �̿�)−1 ∙ �̿�𝑇 ∙ �̅�𝑚                                              (4.5) 

The regularization parameter 𝜆  is a free parameter that quantifies the level of smoothness of the 

reconstructed profile. 𝜆 can be determined empirically, by adjusting 𝜒2  according to the experimental 

noise level, or via the L-curve method [Hansen 1992]. 

Depending on different choices of regularization term �̿� and optimization method for the regularization 

parameter 𝜆 , various tomography techniques can be distinguished. This includes the Fourier-Bessel 

method [Wang 1991], the Phillips-Tikhonov Regularization (PTR) method [Bielecki 2015], the minimum 

Fisher information (MFI) method [Anton 1996, Mazon 2012b], etc. Particularly the minimum Fisher 

information (MFI) technique has been widely adopted in the fusion community. This reconstruction 

method involves 𝜒² optimization, regularized by the Fisher information (FI), defined as follows: 

𝐹𝐼(𝜃) = 𝐸 ([
𝜕
𝜕𝜃
𝑙𝑜𝑔 𝑓(𝑋; 𝜃)]2|𝜃) = ∫[

𝜕

𝜕𝜃
𝑙𝑜𝑔 𝑓(𝑋; 𝜃)]2𝑑𝑋                     (4.6) 

Where 𝜃  is the unknown parameter, 𝑋  is the measurement. Applied to the case of our discretized 

tomography model, the MFI regularization operator �̿�𝑀𝐹𝐼 is given by 

                                                       �̿�𝑀𝐹𝐼 = �̿�
𝑇�̿��̿�,                                                                           (4.7) 

where �̿� denotes the discretized gradient operator and �̿� denotes the weight matrix: 

                     

{
 

 𝑊𝑖𝑗 = 
1

𝐸 𝑖  
𝛿𝑖𝑗 , 𝐸 𝑖  ≥ 𝐸 𝑚𝑖𝑛 

   𝑊𝑖𝑗 = 
1

𝐸𝑚𝑖𝑛
𝛿𝑖𝑗 , 𝐸 𝑖  < 𝐸 𝑚𝑖𝑛 

                                              (4.8) 

Here, 𝛿𝑖𝑗  is Kronecker’s delta and 𝐸 𝑚𝑖𝑛 > 0 the lower bound used for the zero emissivity regions to avoid 

unphysical results. The weight matrix �̿� imposes flatness at the plasma edge where the emissivity is close 

to zero, and decreases the constraint on the first derivative in the plasma core where, the emissivity is 

maximal, to avoid over smoothing in the core. Since the regularization operator �̿�𝑀𝐹𝐼  depends on the 

unknown emissivity �̅�𝑛, an iterative algorithm is needed to converge to a stable solution, usually in n~ 4 −

6 steps from a first guess �̅�𝑛
(0)

. Thus, the k-th iteration gives: 

             

{
 
 

 
 𝑊𝑖𝑗

(𝑘) = 𝑚𝑖𝑛 ( 
1

𝐸𝑖
(𝑘)
,
1

𝐸𝑚𝑖𝑛
)𝛿𝑖𝑗 ,

  �̿�𝑀𝐹𝐼
(𝑘)
= �̿�𝑇 �̿�(𝑘) �̿�

  �̅�𝑛
(𝑘)
= (�̿�𝑇 �̿� + 𝜆 ∙ �̅�𝑛

(𝑘−1)
�̿�𝑀𝐹𝐼

(𝑘)
�̅�𝑛
(𝑘−1)

)−1 ∙ �̿�𝑇 ∙ �̅�𝑚

             (4.9) 
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Note that, in the above discussion, the magnetic equilibrium flux surface information has not been used 

yet. To do this, [Jardin 2017] has decomposed the regularization operator �̿�𝑀𝐹𝐼  in a parallel and 

perpendicular part, w.r.t. the magnetic flux surfaces in the cross-section of interest: 

�̿�𝑀𝐹𝐼 = (1 − 𝜏) �̿�⫽
𝑇
�̿� �̿�⫽ + 𝜏 �̿�⊥

𝑇
�̿� �̿�⊥                                              (4.10) 

The associated factor of anisotropic smoothing 𝜏 is introduced, with 0 < 𝜏 < 0.5, in order to account for 

the dominant parallel transport. 

 

Figure 4.3. The effect of anisotropy factor 𝜏 on the reconstruction of a banana shape phantom test with (a) 𝜏 = 0.01 

(b) 𝜏 = 0.1 (c) 𝜏 = 0.25 (d) 𝜏 = 0.5, the latter corresponding to the isotropic case. Figure reproduced from [Jardin 

2016]. 
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4.1.3. Singular-value decomposition 

Singular-value decomposition (SVD) is a powerful mathematical tool, which is widely applied to investigate 

the spatial-temporal behavior of fluctuating quantities, such as magnetic field and SXR emissivity in fusion 

plasmas [Dudok 1994, Nardone 1992]. This method takes the data which appears in a matrix form (defined 

as M with dimension of n x p ) in which the n rows represents certain physical quantity for different 

locations, and the p columns represents the time tracing. The SVD gives: 

�̿�𝑛×𝑝 = �̿�𝑛×𝑛𝑆�̿�×𝑝�̿�𝑝×𝑝
𝑇 ,               (4.11) 

where U and V are in orthogonal form: 

�̿�𝑇�̿� = 𝐼�̿�×𝑛                                     (4.12) 

�̿�𝑇�̿� = 𝐼�̿�×𝑝                                     (4.13) 

The columns of �̿�𝑛×𝑛  represent spatial eigenvectors or topos, whereas the columns of �̿�𝑝×𝑝  can be 

considered as temporal eigenvectors or chronos [Dudok 1994]. 𝑆�̿�×𝑝 (the same dimensions as �̿�𝑛×𝑝) has 

singular values and is diagonal (mode significance), as the singular values are posted as a descending order, 

�̿�𝑛×𝑝 is decomposed into different components of descending relative importance. Thus, the first pairs of 

these topos/chronos contain most part of the information from �̿�𝑛×𝑝, whereas the components with the 

smallest singular values represent noises, as a consequence, the SVD can be used for filtering purpose of 

interest. For example, If we are only interested in the k-th component (of perturbation or mode) we obtain 

a ‘filtered’ matrix by: 

�̿�𝑛×𝑝
(𝑘)

= �̅�𝑛
(𝑘)
∗ 𝑠(𝑘) ∗ �̅�𝑝

(𝑘)𝑇
               (4.11) 

where �̅�𝑛
(𝑘)

 and �̅�𝑝
(𝑘)

 stand for the k-th topos and chronos, i.e. the k-th columns of �̿�𝑛×𝑛  and �̿�𝑝×𝑝 , 

respectively, and 𝑠(𝑘) is the corresponding singular value.  

Following the suggestion from [Anton 1996], in time-dependent applications, we apply SVD after the 

tomographic inversion, which means the columns of A̿𝑛×𝑝 are emissivity vectors �̅�𝑛 at different p-th times 

instead of raw data column vectors �̅�𝑚. The advantage of ‘post-inversion’ SVD is that the reconstruction 

itself has already provided a filtering process: contributions of parasitic signal components such as SXR 

measurement, are eliminated due to smoothing and built-in boundary conditions. Especially in the case 

where this kind of ‘noise’ is not randomly produced (due to certain reason hard to estimate), the 

suppression by SVD filtering of the raw data is not always possible. 
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4.2. A conceptual introduction of Bayesian probability theory 

In this section, we explain how the tomographic problem can be modelled in the framework of Bayesian 

probability theory. We begin our discussion with a short note about the view we choose to adopt on 

probability. Over time, various interpretations of probability have been proposed, the most popular by far 

being the frequentist and the Bayesian approaches. Both interpretations come with their associated set of 

methods and tools, although practices vary across disciplines (e.g. social sciences vs. physical sciences). In 

addition, there exist various flavours of Bayesian thinking, some of which are half frequentist and use 

frequentist terminology. However, in the physical sciences and fusion in particular, the point of view of 

[Cox 1961, Jaynes 2004] has come to prevail, wherein probability theory is considered as an extension of 

logic to uncertain propositions. The theory is based on a set of common-sense axioms (or desiderata), 

including the basic requirement of consistency. In other words, different observers should arrive at the 

same conclusions when providing the same information. From this point of view, a probability always 

depends on two pieces of information: the proposition or hypothesis 𝐴, the probability of which we seek, 

and the information 𝐵 , conditioning the probability. The standard notation used to denote such a 

probability is 𝑃(𝐴|𝐵) and corresponds to a real number in the interval [0,1] expressing the plausibility of 

𝐴  provided 𝐵  is true. Put differently, it is a measure of the extent to which 𝐵  implies 𝐴 . As such, a 

probability denoted by 𝑃(. |. )  always has two slots that need to be filled to produce a meaningful 

numerical output. The conditioning information 𝐵 can be a problem statement, some measured data or 

any other available background information. The whole of information on which a probability statement 

is conditioned is often summarized by the generic symbol 𝐼, e.g. 𝑃(. |𝐼). Specific additional information 

conditioning the probability may be stated explicitly, e.g. 𝑃(. |𝐵, 𝐼). 

The classical frequentist definition of probability is based on the frequency of an event in the long run and 

necessitates identical repeats of experiments or ensembles of the system under study. As such, it contrasts 

with the Bayesian interpretation, which enables a direct evaluation of the probability of any statement or 

single event. Examples include the probability of the plasma density in a fusion machine being within 

certain bounds or the probability that a plasma is in the H-mode. In the Bayesian view, probabilities are 

useful whenever there is a general lack of certainty, e.g. details of plasma particle orbits causing 

fluctuations in the macroscopic quantities or the electron thermal motion in a detector introducing noise 

in the measurement. We will not follow the habit of using capital letters to denote random variables since, 

from our point of view, the information carried by any physical variable is subject to uncertainty. 

Furthermore, while the concept of a statistic as a function of the data is technically well-defined, its 

definition is not required in Bayesian analysis. Indeed, whereas the field of statistics is essential for 

frequentist inference and some practitioners of (partly) Bayesian methods use the term ‘Bayesian 

statistics’, frequentist terminology is better not used to avoid confusion. This approach is adopted by 

several excellent textbooks on Bayesian probability theory geared to physicists; see [Sivia 2006, von der 

Linden 2014, Gregory 2005, Jaynes 2004]. 
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4.2.1. Inverse problems in the Bayesian approach 

In the context of the SXR tomography problem, suppose one would know the SXR emissivity distribution 

throughout the plasma cross-section, then the forward model would allow deduction of the line-

integrated emissivities, as schematized in Figure 4.4 from right to left; i.e. this is the forward problem. 

Conversely, given the noisy SXR line integrals, compatible two-dimensional emissivity distributions can be 

inferred. This corresponds to the sense from left to right in Figure 4.4, i.e. the inverse problem. Without 

further constraints, there is an infinite number of solutions. 

 

Figure 4.4. The forward problem and inverse problem in SXR tomography, illustrated for a set of SXR line integrals 

available at multiple time instants. 

 

 

4.2.2. Bayes’ theorem 

We introduce some basic concepts from Bayesian probability theory in this section. We do this in the 

context of a simple example involving the estimation of the parameters of a normal distribution based on 

suitable prior information and the repeated measurement of a physical quantity. 

In fusion, as in many scientific activities, we do not have a direct access to the physical properties of the 

plasma. The experimentalist must instead devise a measurement technique for a diagnostic, which returns 

numbers (usually voltages) that are related to the quantity of interest. If the properties of a physical system 

were known precisely, together with the full details of the measurement process, the corresponding 

measurement values could be computed straightforwardly. This would require the measurement process 

to be encoded in a mathematical model: the forward model. However, since the microscopic details of the 

physical system and the measurement process are unknown, the raw measurement itself is never a truly 
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precise number.1 We may nevertheless be able to model this uncertainty by assigning a probability for the 

measured value to lie within certain bounds. Representing the measurement by a real number 𝑥, it is 

convenient to introduce the probability density function (PDF) of 𝑥.2 The PDF is usually denoted 𝑝(𝑥), 

where 𝑝(𝑥|𝐼)d𝑥 can be interpreted as the probability to find the measurement value between 𝑥 and 𝑥 +

d𝑥, given the background information 𝐼.3 Strictly speaking, for continuous variables, the term distribution 

function refers to the cumulative distribution function; it is nevertheless used colloquially to denote the 

PDF. To indicate that a variable 𝑥 is assumed to be distributed according to (or sampled from) the model 

with PDF 𝑝(𝑥|𝐼), one writes 𝑥 ~ 𝑝. One of the most common models is the normal or Gaussian distribution, 

the density function of which is the well-known function: 

𝑝(𝑥|𝜇, 𝜎, 𝐼)=
1

√2𝜋𝜎
exp [−

(𝑥 − 𝜇)2

2𝜎2
].             (4.15) 

 

This is often written as 𝑥 ∼ 𝒩(𝜇, 𝜎2), where 𝜇 is the mean (expectation value) of the distribution and 𝜎 

the standard deviation. Note that, in the Bayesian spirit, we have explicitly written the PDF as a two-slot 

function 𝑝(𝑥|𝜇, 𝜎, 𝐼), where the second slot emphasizes that the probability density can only be calculated 

for known values of 𝜇 and 𝜎. Any additional information (e.g. the fact that it is a Gaussian distribution) has 

been summarized in the symbol 𝐼. With the same knowledge, the probability that 𝑥 is found to lie within 

two given bounds can be calculated by integration (involving the error function erf). Again, it is important 

to stress that, in characterizing the uncertainty in 𝑥, we have not invoked the concept of randomness. We 

simply do not know 𝑥 exactly, although we claim that we have a certain idea where 𝑥 can be found with 

appreciable probability. This viewpoint does not exclude the practical situation of a series of 

measurements of 𝑥, where one realization of 𝑥 appears to be unrelated to any other, and where most 

values lie close to 𝜇 in a pattern that can be summarized by Eq. (4.15). This feature is related to the 

frequentist interpretation of probability. However, in the Bayesian view, the frequency distribution is an 

observed consequence of the underlying characteristics of the system rather than the basis for the 

definition of probability. The measurement uncertainties that can be described by probability models such 

as Eq. (4.15) are often referred to as stochastic or statistical uncertainties. This is opposed to systematic 

uncertainties, which result in a ‘deterministic’ deviation of the result from the ‘correct’ measurement.  

An entirely different question concerns the assignment of probabilities to the parameters 𝜇 and 𝜎, given 

a set of measurements for the variable 𝑥, denoted by �⃗�. The solution, known as Bayes’ rule or Bayes’ 

theorem, is generally credited to Thomas Bayes (1763) and Pierre-Simon Laplace (1812). This is a direct 

consequence of the well-known product rule of probability theory, which in this context reads 

                                                           
1 At a certain point, one also hits the rather philosophical question of whether there is such a thing as an ‘exact value’ 

of a (microscopic) physical quantity. 
2 We will treat only continuous variables here. This represents the most common situations in physical sciences. 
3 We will follow the common slight abuse of notation of using the symbol 𝑝 to denote a specific model (e.g. Gaussian) 

of the probability density of a specific variable or, in general, the probability density of a variable, possibly unknown 

or unspecified. 
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𝑝(�⃗�, 𝜇, 𝜎|𝐼) = 𝑝(�⃗�|𝜇, 𝜎, 𝐼)𝑝(𝜇, 𝜎|𝐼).             (4.16) 

 

Of course, the same rule also yields 

𝑝(�⃗�, 𝜇, 𝜎|𝐼) = 𝑝(𝜇, 𝜎|�⃗�, 𝐼)𝑝(�⃗�|𝐼),                  (4.17) 

which Eq. (4.17) together with Eq. (4.16), results in Bayes’ rule in the current example: 

𝑝(𝜇, 𝜎|�⃗�, 𝐼)⏞      
posterior

=
𝑝(�⃗�|𝜇, 𝜎, 𝐼)⏞      
likelihood

𝑝(𝜇, 𝜎|𝐼)⏞      
prior

𝑝(�⃗�|𝐼)⏟  
evidence

.              (4.18) 

 

Thus, the rules of probability theory naturally enable solving the inverse problem by using a forward model. 

Determining appropriate values for the quantities of interest – 𝜇 and 𝜎 – from Eq. (4.18) is referred to as 

the task of parameter estimation. We will discuss this task in more detail below, still in the context of a 

normal distribution. 

Bayes’ rule can also be interpreted in terms of a learning process. In this sense, the knowledge of the 

parameters 𝜇 and 𝜎 is considered before the data is acquired: the so-called prior distribution, indicated in 

Eq. (4.18)  The prior can be obtained from background knowledge about the problem or other 

experiments. Alternatively, we may choose an uninformative prior, which, as the term implies, allows us 

to adopt a maximally ignorant point of view before performing the experiment. However, one should be 

careful in keeping the problem well-posed (or identifiable), i.e. there should be sufficient information in 

the data and the prior to estimate the parameters with reasonable accuracy (e.g. the discussion in 

[Verdoolaege 2010]). Various criteria and methods exist to assign uninformative prior distributions (see 

[Sivia 2006, von der Linden 2014] for practical advice and [Jaynes 2004] for more in-depth discussions). 

Whether one chooses an uninformative or informative prior, in the objective Bayesian view the prior 

distribution is not a subjective judgment by an individual scientist, but rather the result of quantifying the 

available prior information. In this sense, two individuals, given the same information prior to the 

experiment, should arrive at the same prior distribution, hence should obtain the same conclusions. Many 

practitioners use a very pragmatic rule to assign prior distributions, which is related to the analytical 

tractability of the posterior. This gives rise to the so-called conjugate priors, described for instance in 

[Gelman 2013]. However, one could object that more objective prior information is to be preferred over a 

criterion based on computational ease, especially as the likelihood and the experimental setup also 

depend, to some extent, on ‘subjective’ choices. 

Continuing with our example of inferring the parameters of a normal distribution, we could next perform 

a series of 𝑛 measurements, here described by �⃗�. We will assume, given a common 𝜇 and 𝜎, that the 

measurements are performed independently from each other. Fixed model parameters 𝜇  and 𝜎 imply 

stationary system and measurement conditions. Under these assumptions, the distribution of �⃗� , 
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conditioned on 𝜇  and 𝜎 , can be factorized into a product of marginal distributions for each of the 

𝑥𝑖 components of �⃗� (𝑖 = 1…  𝑛): 

𝑝(�⃗�|𝜇, 𝜎, 𝐼)=∏
1

√2𝜋𝜎
exp [−

(𝑥𝑖 − 𝜇)
2

2𝜎2
] =

1

(2𝜋)𝑛 2⁄ 𝜎𝑛
exp [−∑

(𝑥𝑖 − 𝜇)
2

2𝜎2

𝑛

𝑖=1

]

𝑛

𝑖=1

.             (4.19) 

 

This is the likelihood distribution. According to Eq. (4.18), the product of the likelihood and the prior is 

proportional to the posterior distribution for the quantities of interest. In this respect, an important 

observation is that, in estimating 𝜇 and 𝜎, we do not need to care about the normalization of the posterior. 

Only the posterior’s dependence on 𝜇  and 𝜎  matters, since it determines the shape of their joint 

distribution. For this reason, the denominator in Eq. (4.18) is irrelevant in the context of parameter 

estimation and may be absorbed in a proportionality constant. The denominator is referred to as the 

evidence since it gives the probability of the data in the light of the background information, which includes 

knowledge about the model that we use for the physical and measurement systems. This term provides 

evidence for our model and becomes important in comparing different models. In the Bayesian approach, 

the task of model selection is also performed according to Bayes’ rule; we will not go deeper into this topic 

here, but the reader may refer to [von der Linden 2014]. 

 

4.2.3.  Marginalization 

In the case where there is more than one parameter in the model, Bayes’ theorem yields a joint PDF for 

parameter vector  �̅�: 

           𝑝(�̅�|�̅�, 𝐼) = 𝑝(𝜃1, 𝜃2…𝜃𝑝|�̅�, 𝐼),                            (4.20) 

where p is the number of parameters. However, we typically want to make inferences about individual 

parameters 𝜃𝑖 ,i = 1,2, … , p. In fact, the posterior often depends also on the parameters we are not 

interested in, but that necessarily enter the data descriptive model. These are called nuisance parameters. 

In order to obtain the PDF for an individual parameter 𝜃𝑖 , we have to marginalize the joint PDF, i.e. 

integrate out the other parameters: 

𝑝(𝜃𝑖|�̅�, 𝐼) = ∫𝑝(�̅�|�̅�, 𝐼) 𝑑𝜃1…𝑑𝜃𝑖−1𝑑𝜃𝑖+1…𝑑𝜃𝑝 

~∫
𝑝(�̅�|�̅�, 𝐼)𝑝(�̅�|𝐼)

𝑝(�̅�)
𝑑𝜃1…𝑑𝜃𝑖−1𝑑𝜃𝑖+1…𝑑𝜃𝑝             (4.21) 

 

The integral is over the complete parameter space spanned by the parameters 𝜃1, … 𝜃𝑖−1, 𝜃𝑖+1, … , 𝜃𝑝, and 

it may also be a sum in the case of discrete parameters: 
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𝑝(𝑥) =∑𝑝(𝑥, 𝑦𝑖)

𝑖

                                 (4.22) 

 

4.2.4. An example of Bayesian Gaussian process regression  

Briefly, a Gaussian process (GP) is a generalization of the multivariate normal (Gaussian) distribution to a 

function space. It is described by a mean function �̅� and a covariance function Σ̿, where 

   𝐺𝑃 ~ 𝒩(�̅�, Σ̿)                                          (4.23) 

We give an example of the Bayesian Gaussian process regression of a simple standard linear regression 

model： 

𝑦 = �̅�𝑇�̅� + 휀                                               (4.24) 

where 𝑦 is the observed output value, �̅� is the input vector, �̅� is a vector parameters of the linear model, 

and 휀 is a Gaussian noise. We assume that the observation values 𝑦 is different from the function values 

𝑓(�̅�) = �̅�𝑇�̅�  by the presence of noise, and the noise follows an independent, identically distributed 

Gaussian distribution with zero mean and variance 𝜎𝑛
2: 

                휀 ~ 𝛮(0, 𝜎𝑛
2)                                  (4.25) 

This assumption together with the linear model naturally gives rise to the likelihood, the probability 

density function of the observations given the parameters �̅�, which can be factored over the available 

observation data set to give: 

𝑝(�̅�|�̿�, �̅�) =∏𝑝(𝑦𝑖|�̅�𝑖, �̅�)

𝑛

𝑖=1

=∏
1

√2𝜋𝜎𝑛
exp(−

(𝑦𝑖 − �̅�𝑖
𝑇�̅�)

2

2𝜎𝑛
2 )

𝑛

𝑖=1

 

=
1

(2𝜋𝜎𝑛
2)𝑛 2⁄

exp (−
|�̅� − �̿�𝑇�̅�|

2

2𝜎𝑛
2 ) =  𝒩(�̿�𝑇�̅�, 𝜎𝑛

2𝐼)̿             (4.26) 

where |∙| denotes the Euclidean length of a given vector. In the Bayesian formalism we need to specify a 

prior over the parameter�̅� s, expressing our beliefs about the parameters �̅�  before we look at the 

observations �̅�. We put a zero mean Gaussian process prior with covariance matrix  Σ̿p on parameters �̅� 

to be inferred, 

                                        �̅� ~ 𝒩(0̅, Σ̿p)                                             (4.27) 

The role and properties of this uninformative prior will be discussed in Section 4.3 together with the SXR 

tomography background. The Bayesian inference in linear model is based on the posterior distribution 

over the parameters �̅�, computed by Bayes’ rule, as 
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𝑝(�̅�|�̅�, �̿�)⏞      
posterior

=
𝑝(�̅�|�̿�, �̅�)⏞      
likelihood

𝑝(�̅�)⏞  
prior

𝑝(�̅�|�̿�)⏟    
evidence/marginal likelihood

 ~  𝑝(�̅�|�̿�, �̅�) 𝑝(�̅�)         (4.28)  

where the normalizing factor, also known as the evidence or marginal likelihood, is independent of the 

parameters �̅� and given by 

             𝑝(�̅�|�̿�) =  ∫𝑝(�̅�|�̿�, �̅�) 𝑝(�̅�) 𝑑�̅�                                     (4.29) 

 

The posterior in Eq. (4.28) combines the likelihood and the prior, and captures everything we know about 

the parameters. Writing only the terms from the likelihood and prior which depend on the weights, and 

“completing the square” we obtain the posterior: 

𝑝(�̅�|�̅�, �̿�) ~ exp(−
1

2𝜎𝑛
2 (�̅� − �̿�

𝑇�̅�)
𝑇
(�̅� − �̿�𝑇�̅�)) ∙ exp (−

1

2
�̅�𝑇Σ̿p

−1
�̅�) 

         ~ exp (−
1

2
(�̅� − �̅�∗)𝑇Σ̿p

∗−1
(�̅� − �̅�∗))                            (4.30) 

Here, 

        �̅�∗ =
1

𝜎𝑛
2 (
1

𝜎𝑛
2 �̿��̿�

𝑇 + Σ̿p
−1
)−1�̿��̅� =

1

𝜎𝑛
2 Σ̿p

∗−1
�̿��̅�               (4.31) 

        Σ̿p
∗
=
1

𝜎𝑛
2 �̿��̿�

𝑇 + Σ̿p
−1
                                                               (4.32) 

 

We recognize the form of the posterior distribution as Gaussian with mean vector �̅�∗ and covariance 

matrix Σ̿p
∗−1

as: 

𝑝(�̅�|�̅�, �̿�) ~𝒩(�̅�∗, Σ̿p
∗
)             (4.33) 

 

Notice that for this model (and indeed for any Gaussian posterior) the mean of the posterior distribution 

𝑝(�̅�|�̅�, �̿�) is also its mode, which is also called the maximum a posteriori (MAP) estimate of �̅�.  
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4.3. Gaussian Process Tomography (GPT) 

Given a forward model like the one in Eq. (4.2), the optimization criterion minimizes the difference 

between the measured line integrals and the prediction by the model. Because of the ill-posedness, the 

optimization has to be combined with some regularization technique, e.g. assuming a spline model for the 

local emissivity field, or by optimizing at the same time some information measure like the Fisher 

information. In this section, we choose the probabilistic methodology, which provides a probability 

distribution 𝑝(�̅�𝑛) of the emissivity in all cells rather than a single solution. In Bayesian inference, one 

starts from the prior probability distribution of the emissivity field, which can be used to encode the 

regularization. This is then updated through Bayes’ theorem as data become available: 

 

𝑝(�̅�𝑛|�̅�𝑚) =
 𝑝(�̅�𝑚|�̅�𝑛) 𝑝(�̅�𝑛)

𝑝(�̅�𝑚)
~ 𝑝(�̅�𝑚|�̅�𝑛) 𝑝(�̅�𝑛)                   (4.34) 

𝑝(�̅�𝑚) = ∫𝑝(�̅�𝑚, �̅�𝑛)𝑑�̅�𝑛 = ∫𝑝(�̅�𝑚|�̅�𝑛) 𝑝(�̅�𝑛)𝑑�̅�𝑛              (4.35) 

 

In  Eq. (4.34), the likelihood term 𝑝(�̅�𝑚|�̅�𝑛) measures the mismatch between the measured line integrals 

�̅�𝑚 and their predictions by the forward model, under the assumption of some emissivity field �̅�𝑛. The 

evidence (marginal likelihood) 𝑝(�̅�𝑚) depends on the particular forward measurement model, which we 

will assume to be fixed. Therefore, it can be considered as a normalization factor, independent of the 

emissivity. The posterior probability distribution 𝑝(�̅�𝑛|�̅�𝑚) quantifies our uncertainty on the estimated 

emissivity field, given our model, prior knowledge and the measured data. Thus, Bayesian inference yields 

probabilities for all possible results consistent with our model. In principle, systematic uncertainties can 

also be estimated, provided some knowledge is available about them from other sources of information, 

such as other experiments. Another important advantage is the ease with which heterogeneous sources 

of information can be integrated into a single coherent model. This is particularly relevant in deriving local 

plasma quantities from line-integrated data, as in SXR spectroscopy, since the raw information on the 

plasma equilibrium, which itself is uncertain, can be combined with the raw spectroscopic data. Although 

outside the scope of the present work, such an approach enables self-consistent estimation of the local 

impurity concentrations together with the magnetic equilibrium. 
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4.3.1.  Bayesian Formalization 

Gaussian process tomography (GPT) [Svensson 2011, Li 2013, Wang 2018a] is a technique whereby the 

prior distribution regularizes the tomographic reconstruction process, by imposing a smoothness level 

dictated by the correlation between pixels.  

 

Figure 4.5.  In the Gaussian process framework, the emissivity in each cell follows a Gaussian distribution, while the 

joint distribution of every subset of pixels is multivariate normal. This imposes structure on the emissivity field, 

avoiding wildly fluctuating emissivity in neighboring cells. 

The distribution of a Gaussian process is the joint distribution of infinitely many normally distributed 

random variables, and as such, it is a distribution over functions with a continuous domain, e.g. time or 

space. GPT is related to Gaussian process regression, a nonparametric regression technique widely used 

in machine learning. Being nonparametric, Gaussian process regression does not assume any functional 

form for the regression function, hence leaving a lot of flexibility. Instead, the regression surface is 

regularized through the covariance matrix of the Gaussian process. Likewise, GPT assumes that the prior 

joint distribution of the emissivity in the 𝑛  cells with coordinates  𝑟𝑖  is multivariate Gaussian with 

covariance matrix �̿�𝐸 given by: 

�̿�𝐸 = (
𝑘(𝑟1⃑⃑⃑ ⃑, 𝑟1⃑⃑⃑ ⃑) ⋯ 𝑘(𝑟1⃑⃑⃑ ⃑, 𝑟𝑛⃑⃑⃑⃑ )
⋮ ⋱ ⋮

𝑘(𝑟𝑛⃑⃑⃑⃑ , 𝑟1⃑⃑⃑ ⃑) ⋯ 𝑘(𝑟𝑛⃑⃑⃑⃑ , 𝑟𝑛⃑⃑⃑⃑ )
)                        (4.36) 

Here, 𝑘(𝑟𝑖⃑⃑⃑ , 𝑟�⃑⃑⃑�) = 𝑐𝑜𝑣[ 𝐸(𝑟𝑖⃑⃑⃑ ), 𝐸(𝑟�⃑⃑⃑�) ] , with 𝐸(𝑟𝑖⃑⃑⃑) = 𝐸𝑖  the emissivity in pixel 𝑖 , is the covariance kernel 

function, for which we choose the common squared-exponential form: 

𝑘𝑆𝐸 = 𝜎𝑓
2 exp(−

𝑑2

2𝜎𝑙
2) , 𝑑 = ‖ 𝑟𝑖⃑⃑⃑ − 𝑟�⃑⃑⃑� ‖             (4.37) 
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In turn, the kernel function depends on two parameters 𝜎𝑓  and 𝜎𝑙 , referred to as the signal standard 

deviation and characteristic length scale. In Bayesian terminology, any parameters of the prior distribution 

are called hyperparameters and in this case they determine the smoothness of the emissivity field.  

Summarizing 𝜎𝑓 and 𝜎𝑙 by �̅�, the Eq. (4.34) thus can be written as: 

 

        𝑝(�̅�𝑛|�̅�𝑚, �̅�) =
𝑝(�̅�𝑚|�̅�𝑛, �̅�)  ∙  𝑝(�̅�𝑛|�̅�)

 𝑝(�̅�𝑚|�̅�)
 ~ 𝑝(�̅�𝑚|�̅�𝑛, �̅�)  ∙ 𝑝(�̅�𝑛|�̅�)                  (4.38) 

 

where the prior is given by: 

 

      𝑝(�̅�𝑛|�̅�) =
1

(2𝜋)
𝑛
2|�̿�𝐸|

1
2

 𝑒𝑥𝑝 [−
1

2
(�̅�𝑛 − �̅�𝐸)

𝑇 �̿�𝐸
 −1 (�̅�𝑛 − �̅�𝐸)]                            (4.39) 

 

Here, �̅�𝐸 is the prior mean, which will be fixed at 0, or it may be chosen on the basis of earlier experiments 

or expert knowledge. In principle, the hyperparameters can be marginalized from the problem (i.e. 

integrated out), but this would greatly increase the computational complexity of the method. Instead, we 

will employ a common approximation wherein a fixed set of hyperparameters is determined by maximizing 

the evidence 𝑝(�̅�𝑚|�̅�), and plugging those estimates into Eq. (4.35)). This procedure is motivated in 

Section 4.3.2. 

The next step in the inference process consists of choosing a likelihood function 𝑝(�̅�𝑚|�̅�𝑛, �̅�), containing 

the forward model. Under the reasonable assumption of a normal distribution of the measurement 

uncertainty on the emissivity line integrals, described by the variable 휀  ̅in Eq. (4.2), the likelihood can be 

written as 

 

𝑝(�̅�𝑚|�̅�𝑛,  �̅�) =
1

(2𝜋)
𝑚
2 |�̿�𝑑|

1
2

 𝑒𝑥𝑝 [−
1

2
(�̿� ∙ �̅�𝑛 − �̅�𝑚)

𝑇
 �̿�𝑑

 −1 (�̿� ∙ �̅�𝑛 − �̅�𝑚)]           (4.40) 

 

Here, �̿�𝑑 is the covariance of the emissivity, describing measurement uncertainty and correlation on the 

vector �̅�𝑚 of measured line-integrals. We will assume that the various line-integrated measurements are 

uncorrelated and choose a 5% noise level, based on historical statistic at Tore Supra.  
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Therefore, 

�̿�𝑑 = (
(0.05 ∙ 𝑑1)

2 ⋯ 0
⋮ ⋱ ⋮
0 ⋯ (0.05 ∙ 𝑑𝑚)

2
).                  (4.41) 

 

Finally, the posterior distribution reads up to a constant factor, 

 

𝑝(�̅�𝑛|�̅�𝑚, �̅�) ~ 𝑝(�̅�𝑚|�̅�𝑛, �̅�)  ∙ 𝑝(�̅�𝑛|�̅�)  

 ~ 𝑒𝑥𝑝 [−
1

2
(�̿� ∙ �̅�𝑛 − �̅�𝑚)

𝑇
 �̿�𝑑

 −1 (�̿� ∙ �̅�𝑛 − �̅�𝑚)] ∙ 𝑒𝑥𝑝 [−
1

2
(�̅�𝑛 − �̅�𝐸)

𝑇 �̿�𝐸
 −1 (�̅�𝑛 − �̅�𝐸)]            (4.42) 

 

The major advantage of normal distributions and a linear forward model now becomes clear. Indeed, it 

follows from standard probability calculus that the product of two normal distributions is also Gaussian, 

with mean vector and covariance matrix given by 

 

�̅�𝐸
  𝑝𝑜𝑠𝑡

= �̅�𝐸
  𝑝𝑟𝑖𝑜𝑟

+ (�̿�𝑇�̿�𝑑
−1
�̿� + �̿�𝐸

−1
)
−1

�̿�𝑇 �̿�𝑑
−1
(�̅�𝑚 − �̿� ∙ �̅�𝐸)           (4.43) 

�̿�𝐸
𝑝𝑜𝑠𝑡

= (�̿�
𝑇
�̿�𝑑
−1
�̿� + �̿�𝐸

−1
)
−1

.                                                                    (4.44) 

 

The posterior mean is thus available in a closed form and can be used as an estimate of the emissivity field, 

which can be calculated in real time. In addition, the diagonal elements of the posterior covariance matrix 

�̿�𝐸
𝑝𝑜𝑠𝑡

 quantify the uncertainty on the inference result. These uncertainty estimates can further guide 

improvements in the design of the diagnostic, e.g. by optimizing the viewing geometry (see Section 4.3.5). 

It should be noted that the GPT method implemented here only uses the SXR line integral measurements 

and no assumptions whatsoever are made regarding the magnetic equilibrium. This renders the method 

very flexible, potentially allowing detection of structures in the emissivity field (e.g. local impurity 

concentrations) that do not show up in the equilibrium reconstruction. It also prevents misguided 

information to enter the SXR reconstruction process in case the equilibrium information is incorrect, e.g. 

during sawtooth activity. 
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4.3.2.  Bayesian Ockham’s Razor 

The choice of suitable hyperparameters is a key issue for the GPT method, as they determine the degree 

of smoothness of the reconstructed emissivity field. A full Bayesian analysis would determine the 

hyperparameters together with the emissivity parameters, but this would not be feasible in real time. As 

a workaround, we determine the hyperparameters �̅�  from the data by maximizing the evidence. The 

rationale is that the marginal posterior for the hyperparameters (i.e. with the parameters �̅�𝑛 marginalized) 

can be written as 

𝑝(�̅�|�̅�𝑚) ~ 𝑝(�̅�𝑚|�̅�) ∙ 𝑝(�̅�)                         (4.45) 

Now, assuming a non-informative uniform hyperprior distribution:  

𝑝(�̅�) =
1

∆�̅�
= 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡,                                  (4.46) 

and defining 

𝑂𝑐𝑘ℎ𝑎𝑚 𝑓𝑎𝑐𝑡𝑜𝑟 ≡
∆�̅�

∆0�̅�
= 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡,           (4.47) 

we see that the posterior for the hyperparameters is proportional to the evidence 𝑝(�̅�𝑚|�̅�), which also 

occurs in Eq. (4.38):  

𝑝(�̅�|�̅�𝑚) ~ 𝑝(�̅�𝑚|�̅�)  ∙ 𝑝(�̅�) ∙ ∆�̅�
⏞      
Ockham factor

 ~ 𝑝(�̅�𝑚|�̅�)           (4.48) 

Hence, by maximizing the evidence w.r.t. �̅� , we find the maximum a posteriori estimates of the 

hyperparameters. Using these values in the posterior Eq. (4.48) is usually a good approximation to the full 

Bayesian solution. From Eq. (4.35), the marginal posterior for the hyperparameters is given by 

𝑝(�̅�|�̅�𝑚) ~ 𝑝(�̅�𝑚|�̅�) = ∫  𝑝(�̅�𝑚|�̅�𝑛, �̅�)   𝑝(�̅�𝑛|�̅�)   𝑑�̅�𝑛 

=  𝒩(�̅�𝑚|0̅, �̿�𝑑 + �̿�
𝑇�̿�𝐸�̿�)            (4.49)   

This results in the following expression: 

log (𝑝(�̅�|�̅�𝑚))~ log (𝑝(�̅�𝑚|�̅�)) =  log (𝒩(�̅�𝑚|0̅, �̿�𝑑 + �̿�
𝑇�̿�𝐸�̿�)  ) 

= −
1

2
{𝑚 log(2𝜋)⏞      

constant

+ log|�̿�𝑑 + �̿�
𝑇�̿�𝐸�̿�|

⏞          
complexity penalty

+ �̅�𝑚
𝑇
(Σ̿𝑑 + �̿�

𝑇�̿�𝐸�̿�)
−1�̅�𝑚

⏞                
data fit

}           (4.50) 
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The hyperparameters are contained in �̿�𝐸 in the kernel function, see Eq. (4.37).  

The term “Ockham’s razor” originates from the perspectives of the fourteenth century English philosopher 

William of Ockham, to whom is attributed the following principle of parsimony in theory building: 

“Numquam ponenda est pluralitas sine necessitate.” 

This is usually understood as: 

“When multiple competing theories fit the data equally well, the one that introduces the fewest 

assumptions and parameters, should be selected.” 

An example of the evidence as a function of the two hyperparameters  is given in Figure 4.6. The data were 

obtained from a hollow shape phantom test and the optimization results in a length scale 𝜎𝑙 = 144 mm 

and signal standard deviation value 𝜎𝑓 = 0.2427. 

 

Figure 4.6. An example of log(evidence) maximization for a 5% noise level using a hollow shape phantom test. The 

maximum is obtained at the green point. 

 

 

4.3.3.  Phantom test with WEST SXR radiation field reconstruction case 
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The implementation of the GPT algorithm was validated using synthetic data. Also referred to as phantoms,  

these synthetic data sets contain synthetic SXR emissivity fields characterized by various emissivity 

patterns, some of which creating a challenging tomography problem. The phantoms are described on a 

grid of 100 × 100 pixels. Line integrals with added noise were calculated, followed by reconstruction of 

the emissivity field by GPT and comparison with the original emissivity phantom. In our study we employed 

two noise levels, 5% and 15%. The 5% noise level is the empirical reference obtained from Tore Supra 

measurements. Four different shapes were used for the phantom tests, corresponding to various 

situations that are expected to be relevant for WEST SXR emission: Gaussian shape, hollow shape, left-

right kidney shape and up-down kidney shape, as shown in Figure 4.7. 

  

Figure 4.7. Four phantom emissivity fields are used in our test: (A) Gaussian shape, (B) hollow shape, (C) left-right 

kidney shape, (D) up-down kidney shape. The green curve in the figure represents the vacuum vessel and the red 

curve is the last-closed flux surface. The white dashed curves provide the flux surface geometry. Note that the 

phantom emissivity has been normalized for the benefit of numerical computation. 

The reconstructed emissivity fields based on line integrals with a 5% noise level are shown in Figure 4.8. 

The quality of the reconstructions can be quantified through a relative error map, showing the difference 

between the phantom and reconstructed field, normalized by the maximum phantom emissivity: 

𝜉𝑖 =
|𝐸𝑛,𝑖
(𝑟𝑒𝑐)

− 𝐸𝑛,𝑖|

𝑚𝑎𝑥{�̅�𝑛}
                         (4.51) 

In case of the Gaussian shape, the maximum relative error is around 6.9%, 15% for the hollow shape, 12% 

for the left-right kidney shape and 15% for the up-down kidney shape. In general, more asymmetric 

emissivity fields are more difficult to reconstruct, the error level depending greatly on the coverage and 

field of view of the optical system. Nevertheless, in all cases the characteristic shape of the phantom is 
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recovered relatively well by GPT. In addition, one can compare the line integrals obtained from the original 

phantom, with those calculated from the reconstructed emissivity field. As shown in Figure 4.8, a good 

agreement is achieved in all cases. The results with the 15% noise level are shown in Figure 4.9. The 

maximum relative error is around 20% in all cases. Given the relatively high noise level, the quality of the 

reconstructions is quite good. 

 

Figure 4.8. GPT phantom test with 5% noise level. From left to right, the first column contains the reconstructions 

(normalized the a maximum of 1), the second column shows the relative error maps according to Eq. 4.51 (the white 

contours represent the original phantom), and the third column gives the comparison between the line integrals 

obtained from the phantom (red dots) and from the reconstructed emissivity fields (blue curves). Note that the 

phantom emissivity has been normalized for the benefit of numerical computation. 
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Figure 4.9. Similar to Figure 4.8, but for a 15% noise level on the line integrals. 
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4.3.4.  Real-time calculation 

The forward model for SXR tomography described above is linear. Consequently, as we have seen, the 

posterior probability distribution also takes on a Gaussian process form. Thus, the moments of the 

distribution are available in closed form, therefore sampling from the distribution, e.g. by means of MCMC 

is not necessary. As a result, GPT tomography is very fast compared to many traditional tomography 

methods based on optimization, involving an iterative process.  

To estimate the calculation speed of GPT, the phantom tests were repeated 500 times and the GPT 

reconstruction times averaged between 44 ms and 45 ms, using a two-core PC with the Matlab 

environment. With a reduced spatial resolution, the computation could be sped up even more. For 

instance, in applications with real data from SXR and XUV diagnostics on EAST, GPT reached a 

reconstruction time of 8ms and 3ms with a resolution of 50 × 50 pixels (see Chapter 5).  

 

Figure 4.10. The histogram of calculation time for four phantom test with 500 times repetition. 
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Figure 4.11. The histogram of calculation time for GPT on EAST SXR (left) and XUV (right) with 500 time slides. 
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4.3.5.  GPT reconstruction uncertainty and Line-of-sight distribution 

A valuable advantage of GPT is that it provides uncertainty estimates on the reconstructed emissivity field 

through the posterior covariance matrix; Eq. (4.44). This is confirmed by comparing the posterior variance 

map with the relative error field, as shown in Figure 4.10. In the uncertainty map, there is significant 

consistency between the uncertainty and the GPT reconstruction error, especially for the more complex 

structures: when the local uncertainty is lower, the local reconstruction error also reaches lower levels. 

Naturally, the relative error field will not be available when performing tomography on real WEST data, 

but the posterior variance can still be calculated.  

In particular, the upper area in all panels in Figure 4.10 marked by a red circle should be noted. The 

uncertainty in this area is low in all four cases, which is probably related to the geometric distribution of 

the lines-of-sight. This provides opportunities to optimize the viewing geometry of the diagnostic based 

on the uncertainty map, which could be part of future work. 

 

Figure 4.10. Examples of a comparison between the posterior variance map (color map) and relative error map (black 

contours) on a 5% noise level: (a) Gaussian shape, (b) hollow shape, (c) left-right kidney shape, (d) up-down kidney 

shape. In the areas marked by red ellipses, both the posterior variance and relative error are low. The units of the 

uncertainty maps refer to emissivity probability density. 
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4.4. Incorporating magnetic equilibrium information in GPT 

Up to now we have not used information about the magnetic equilibrium, which can be useful in situations 

where the equilibrium is less reliable. On the other hand, routine tomography may benefit from 

equilibrium information, leading to more accurate reconstructions, decreasing the posterior uncertainty. 

Here, we introduce a method to incorporate magnetic equilibrium information in GPT. 

4.4.1.  Length scale following magnetic flux surfaces 

The idea which we use to incorporate equilibrium information is that the correlation of the emissivity 

among any two pixels depends not only on the Euclidean distance between those pixels, but also on the 

time scales of the transport between those locations. In particular, let 𝑑⊥ represent the perpendicular 

distance between the magnetic flux surfaces on which pixel 𝑖  and 𝑗  are located, and 𝑑⫽  the parallel 

distance between the pixels along one of the surfaces. Then we introduce a perpendicular length scale 𝜎𝑙 ⊥ 

and a parallel length scale 𝜎𝑙 ⫽ in the Gaussian process kernel, as follows [WANG 2018b]:  

𝑘𝑆𝐸 = 𝜎𝑓
2 exp(−(

𝑑⊥
2

2𝜎𝑙 ⊥
2
+
𝑑⫽
2

2𝜎𝑙 ⫽
2))  .                         (4.52) 

An example of a distance map is given in Figure. 4.11. 

 

Figure 4.11. Example of a distance map w.r.t. to a reference pixel indicated by the green point. The color maps 

represent the perpendicular distance (left) and parallel distance (right) between the reference pixel and the other 

pixels. 

In turn, the kernel function depends on three parameters (summarized by the vector �̅� in the remainder): 

the signal standard deviation  𝜎𝑓, and the perpendicular and parallel characteristic length scales  𝜎𝑙 ⊥ and 

𝜎𝑙 ⫽. These hyperparameters are again obtained by maximization of the marginal likelihood. 
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4.4.2.  Equi-GPT on WEST 

The GPT algorithm that incorporates magnetic equilibrium information using the two length scales will be 

referred to as Equi-GPT in the remainder. The reconstructed emissivity fields based on line integrals with 

a 5% noise level are shown in Figure 4.12. Equi-GPT performs significantly better than the bare GPT 

algorithm without equilibrium information.  

 

Figure 4.12. Equi-GPT phantom test with 5% noise level. From left to right, the first column contains the 

reconstructions, the second column shows the relative error maps (the white contours represent the original 
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phantom), and the third column gives the comparison between the line integrals obtained from the phantom (red 

dots) and from the reconstructed emissivity fields (blue curves).  

 

Indeed, in case of the Gaussian shape, the maximum relative error is around 2%, 8% for the hollow shape, 

8% for the left-right kidney shape and 8% for the up-down kidney shape. As shown in Figure 4.12, 

comparing the line integrals obtained from the original phantom with those calculated from the 

reconstructed emissivity field, good agreement is achieved in all cases.  

The Equi-GPT posterior uncertainty plots are presented in Figure 4.13, corresponding well with the plots 

with reconstruction errors. 

 

Figure 4.13. Comparison between the Equi-GPT posterior variance map (color map) and relative error map (black 

contours) on a 5% noise level: (a) Gaussian shape, (b) hollow shape, (c) left-right kidney shape, (d) up-down kidney 

shape.  In the areas with lower posterior variance, relative error remains at low level also, similar to previous 

discussion. 
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4.5. Benchmark with GPT and MFI on WEST synthetic data 

Minimum Fisher information (MFI) has been thoroughly tested for several fusion diagnostics, e.g. the SXR 

systems at JET, Tore Supra and TCV. At JET, minimum Fisher information tomography has performed 

successfully for over 20 years. In this sense, MFI is a perfect option to perform the benchmark with GPT. 

Here, MFI tomography including equilibrium magnetic information [Jardin 2016] has been demonstrated 

in Figure. 4.14, where the maximum relative error is 6% for the Gaussian shape, 14% for the hollow shape 

and over 20% for the left-right kidney shape. 

 

Figure. 4.14. MFI phantom test with 5% noise level for Gaussian shape, hollow shape and left-right kidney shape 
phantoms. From left to right, the first column contains the reconstructions, the second column shows the relative 
error maps according to Eq. 4.51 (the white contours represent the original phantom), and the third column gives 
the comparison between the line integrals obtained from the phantom (red dots) and from the reconstructed 
emissivity fields (blue curves). 
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Figure. 4.15. Comparison of minimum Fisher information tomography and GPT. The green curve in the figure 
represents the vacuum vessel and the red curve is the last-closed flux surface. The white dashed curves provide the 
flux surface geometry. 
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A detailed benchmark plot is shown in Figure 4.15. In this comparison, the four phantom test data sets, 

Gaussian, hollow, left-right kidney, up-down kidney shapes, have been chosen as the input data for GPT 

under two different assumptions: with and without equilibrium information. Only the first three phantoms 

are shown for MFI. Without knowledge of the magnetic equilibrium, the MFI results can deviate quite 

strongly from the original phantom, sometimes concentrating the emissivity in localized areas related to 

the geometry of the line-of-sight. However, when taking into account the equilibrium information, MFI 

can provide proper reconstructions, and the characteristic shape of the phantom is recovered relatively 

well in all cases. On the other hand, the GPT method provides good results both with and without 

equilibrium information. Still, with equilibrium information the GPT reconstruction improves significantly, 

especially for the more complex structures. In order to quantitatively compare the quality of the 

reconstructions, the root-mean-square deviation (RMSD) was calculated for each result, given by 

𝑅𝑀𝑆𝐷 = √
∑ (𝐸𝑡,𝑖

(𝑟𝑒𝑐) − 𝐸𝑡,𝑖)
2𝑛

𝑡=1

𝑛
. 

These values are mentioned in TABLE 4.1, confirming the superiority of the GPT technique compared to 

MFI. As the emissivity grid in this test was composed of 100 × 100 square pixels, the computational load 

of MFI was relatively high, with execution times up to several seconds. As mentioned before, the GPT 

reconstruction could be carried out much faster, taking around 45ms, which is compatible with 

reconstruction in real time. An additional advantage of GPT is that it provides the posterior uncertainty.  

Table 4.1. Error estimation and root-mean-square deviation. 

Phantoms Equi-GPT Equi-MFI GPT MFI 

 

Gaussian 

 

 

Hollow 

 

 

Left-right kidney 

 

 

Up-down kidney 

 

 

2 % max error 

0.0034 RMSD (a.u.) 

 

8 % max error 

0.0140 RMSD (a.u.) 

 

7 % max error 

0.0128 RMSD (a.u.) 

 

8 % max error 

0.0128 RMSD (a.u.) 

 

6 % max error 

0.0108 RMSD (a.u.) 

 

14 % max error 

0.0185 RMSD (a.u.) 

 

Over 20 % max error 

0.0326 RMSD (a.u.) 

 

 

 

6.9 % max error 

0.0108 RMSD (a.u.) 

 

15 % max error 

0.0294 RMSD (a.u.) 

 

12 % max error 

0.0299 RMSD (a.u.) 

 

15 % max error 

0.0287 RMSD (a.u.) 

 

~ 

0.0264 RMSD (a.u.) 

 

~ 

0.0772 RMSD (a.u.) 

 

~ 

0.0383 RMSD (a.u.) 
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Chapter 5 Implementation of Equi-GPT on 
experimental data 

In experimental fusion science, tomography has application to various diagnostics that acquire line-

integrated measurements. Having been validated using synthetic data in the previous chapter, in this 

chapter the Equi-GPT algorithm is applied to a bolometry diagnostic on the HL-2A tokamak. 

5.1. Equi-GPT for bolometer in HL-2A H-mode plasmas 

The first application of the Equi-GPT algorithm has been carried out on the bolometer diagnostic at the 

HL-2A tokamak. In accordance with the national nuclear fusion development program in China, the 

construction of HL-2A was approved in 1998 by the government as the largest tokamak in China during 

the period of the Ninth Five-year Plan (1995-2000). The vacuum vessel magnets and supports were based 

on ASDEX components. The pumping system, energy storage equipment and diagnostics were developed 

by the Southwestern Institute of Physics (SWIP), affiliated with the China National Nuclear Corporation. 

HL-2A was put into operation in 2002. The parameters of HL-2A are summarized in Table 5.1. Auxiliary 

heating with a total envisaged power of 10 MW is being developed (as shown in Table 5.2), of which 3 MW 

ECRH, 1.5 MW NBI and 1 MW LHCD have already been implemented. This presently allows access to H-

mode. 

 

Table 5.1. HL-2A parameters. 

Major radius 

Minor radius 

Plasma current 

Toroidal field 

Triangularity δ95 

Elongation κ95 

1.65m 

0.4m 

450kA 

2.8T 

0.3 

1.3 

Safety factor 

Volt-second 

Plateau of plasma current 

Number of nulls 

 

3 

5Vs 

5s 

1 or 2 
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Figure 5.1. Illustration of bolometer array line-of-sight distribution on HL-2A. [Pan 2006] 

The bolometer diagnostic on HL-2A (geometry shown in Figure 5.1) consists of three AXUV linear arrays, 

each equipped with 16 p-n junction photodiodes, and characterized by flat spectral sensitivity from 

ultraviolet to X-ray energies (1eV~10keV), as well as a high temporal response (0.5μs).[Pan 2006] 

Table 5.2. Auxiliary heating on HL-2A. 

systems Power (MW) Energy/Frequency/Pulse duration 

NBI 

LHCD 

ECRH 

3 

2 

5 

60 keV / 2s 

2.45 GHz / 2s 

4 x 0.55 kW / 68 GHz / 1s  

2 x 0.55 kW / 68 GHz / 1.5s  

2 x 1MW / 140 GHz / 3s  
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5.1.1  ELM-induced divertor strike point shifting 

The application of tomography of bolometry measurements using the Equi-GPT algorithm is related to a 

shift of the divertor strike points in HL-2A H-mode plasmas during the occurrence of edge-localized modes 

(ELMs). The strike point shift from the reference inter-ELM position (or during L-mode operation) was 

initially observed by an infrared camera viewing towards the divertor area, indicated in Figure 5.4 (right). 

This footprint shift coincides, as expected, with other ELM indicators, such as a peak in the D𝛼 recycling 

signal and a characteristic drop of the pedestal electron temperature T𝑒  and electron density n̅𝑒 , as 

presented in Figure 5.2. In addition, during the ELM crash, the heat flux at the new strike point position is 

30% to 50% higher than in L-mode in the same discharge. Furthermore, a perturbation in the plasma 

current I𝑝 is noted during ELMs, visible in Figure 5.2 (b), which is strongly correlated to the shift of the 

strike point position. This is shown in Figure 5.3 for data from several discharges and it is thought to result 

from a resonance effect. 

 

Figure 5.2. Example of HL-2A H-mode discharge #27137 with strike point shift. (a) D𝛼 recycling; (b) plasma current 

I𝑝;(c) line-averaged density n̅𝑒 through the pedestal; (d) T𝑒 from ECE at the pedestal; (e) divertor infrared camera 

measurement, indicating the strike point position and strike point shift; (f) A comparison of heat fluxes during an 

ELM at the ELM strike point (ESP), compared to L-mode and inter-ELM fluxes at the original strike point (OSP).[Gao 

2019] 

 

Figure 5.3. Resonance effect between the strike point shift and plasma current perturbation caused by the ELMs.[Gao 

2019] 
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5.1.2. Deformation of local magnetic flux surfaces with evidence from bolometer 

tomography 

 

Figure 5.4. Illustration of ELM driven currents on pedestal flux surface position on HL-2A. [Gao 2019] 

As one of the potential explanation for the strike point shift phenomena, [Gao 2019] has proposed that, 

regarding the resonance effect between plasma current perturbation and strike point shift distance, the 

shift is relevant to the ELM driven currents. After the ELM crashes, the fast electrons are generated on 

pedestal area and distributed as filements structure, which consists with ELM. These pedestal current 

filements formation could partially destroy the local magnetic equilibrium, and leading to an edge 

magnetic ergodization, as shown in Figure 5.4. The local edge magnetic ergodization would lead the 

internal confined heat escape through the saturated energy channels which have different direction from 

the L-mode, as shown in Figure 5.6 (c), and offers an extra heat flux landing to divertor. 

 

Figure 5.5. Example of HL-2A H-mode discharge #21930 with strike point shift. (a) D𝛼 recycling; (b-h) T𝑒 from ECE at 

different radial locations; (i) D𝛼  recycling zoomed out and (j) electron temperature fluctuations from ECE 

measurements; (k) electron temperature fluctuations during an ELM at different vertical positions. [Gao 2019] 
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This is illustrated in Figure 5.5, where the radial location of the pedestal energy channel during an ELM has 

been detected through ECE, also seen in Figure 5.5 (j), followed immediately by an increase in recycling 

visible in the D𝛼 signal. 

In order to provide further evidence for this hypothesis, using our Equi-GPT technique a reconstruction of 

the total radiated power has been performed based on bolometry measurements. In Figure 5.6, it can be 

clearly seen that for some ELMs coinciding with a strike point shift, the magnetic flux surfaces inside the 

pedestal can be broken up, causing heat transport along a path that is different from the case of an ELM 

without strike point shift. The difference in the geometry of the heat transport channels eventually leads 

to a shift of the strike point. 

 

Figure 5.6. Example of the reconstructed radiated power distribution from bolometry using Equi-GPT (a) in between 

ELMs ,(b) during an ELM without strike point shift, (c) during an ELM with strike point shift. The red arrows indicate 

the predominant direct of the heat transport. 
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5.2. Equi-GPT on EAST 

As another application of Equi-GPT with real data, we have selected soft X-ray tomography and bolometry 

tomography on the Experimental Advanced Superconducting Tokamak (EAST). The EAST device was 

developed by the Institute of Plasma Physics of the Chinese Academy of Sciences (abbreviated as ASIPP). 

The EAST device has three distinct features: non-circular cross-section, fully superconducting magnets and 

fully actively water-cooled plasma-facing components (PFCs). As such, EAST is well equipped for exploring 

advanced steady-state plasma operational modes. The device parameters are presented in Table 5.3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 5.3. EAST  parameters. 

Major radius 

Minor radius 

Plasma current 

Toroidal field 

Triangularity δ95 

Elongation κ95 

1.85m 

0.45m 

1MA 

3.5T 

0.6-0.8 

1.6-2 

ICRH power 

LHCD power 

Pules duration 

Configuration 

 

3 MW 

4 MW 

1-1000s 

Double null divertor/ 

Pump limiter/ 

Single null divertor 
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5.2.1. Observation of a sawtooth triggered kink mode by using SXR tomography 

The current SXR system at EAST consists of three cameras, named U, D and V, as shown in Figure 5.7. All 

cameras are equipped with a single head, each head containing one diode array (S4114-46Q) and with its 

own pinhole and beryllium filter foil. The pinhole center corresponds to the middle of the diode array. The 

3-array SXR diagnostic has a spatial resolution of about 2.5 cm and a temporal resolution up to 10 µs. The 

two horizontal cameras, U and D cameras, in port P are located in different poloidal positions but almost 

at the same toroidal position. The vertical camera V in port C is 67.5𝑜  toroidally separated from the U and 

D arrays. Cameras U and D are up-down symmetrical in the poloidal cross-section. Both of them have 46 

viewing lines which cover the whole plasma region. 

 

Figure 5.7. Projection of the lines-of-sight of the EAST SXR diagnostic in the poloidal cross-section in which the camera 

pinholes are located. The U and D cameras are located in port P and the V camera in port C. The red dotted circle 

marks the typical location of the last-closed flux surface in EAST. Figure reprinted from [Chen 2016]. 

Due to the different toroidal position of the C port camera, only measurements of the P port cameras are 

used in this work. The LOS distribution and flux surfaces position has been demonstrated in Figure 5.8. 

Data from a total of 92 LOS have been used and the SXR emissivity reconstruction grid consists of 50 ×

 50 pixels, each with a dimension of 17.8 mm ×  29.1 mm. 
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Figure 5.8. Illustration of LOS distribution of the two horizontal P port SXR cameras in an upper-single null 

configuration at EAST. The green curve indicates the position of the last-closed flux surface. 

Equi-GPT reconstruction results are presented at different times during EAST discharge #70750 in Figure 

5.9. This discharge exhibited MHD activity, which was later identified as a kink mode triggered by sawteeth. 

The reconstructions in the figure clearly show the sawtooth redistribution mechanism with core expulsion, 

followed by a kink mode. In addition, the MHD mode structure was analyzed using singular-value 

decomposition, as shown in Figure 5.10. The three first topos corresponding to the (1, 1) structure of the 

kink mode are shown. 

Especially, for this case study, the Equi-GPT provides each time slide reconstruction result within 

computational time around 8ms, as shown in Figure 4.11 a 500 time slides computational time statistic 

histogram has been given. 
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Figure 5.9. Application of Equi-GPT to SXR data in EAST discharge #70750 during a sawtooth-triggered kink mode 

event. The blue signal in the center represents the time evolution of SXR channel #23 (unit a.u.). The lower panels 

show the reconstructed SXR emissivity field during the sawtooth. The upper panels present the subsequent kink 

mode evolution, triggered by the sawtooth.  
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Figure 5.10. Singular-value decomposition analysis of the kink mode. The first three topos are shown, clearly showing 

the (1, 1) mode structure in the second topos. 
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5.2.2.  Observation of low frequency oscillations using AXUV bolometer tomography during I-

mode on EAST 

The bolometer system installed on EAST [Duan 2013] has adopted a system of absolute extreme ultraviolet 

(AXUV) photodiode detectors. The AXUV photodiodes are of the type AXUV-16ELG linear array. Five 

pinhole cameras with a total of 80 channels have been developed, as shown in Figure 5.10. Each camera 

contains a 16-channel array with a spatial resolution of 3 cm. Four cameras are installed in the horizontal 

port to fully cover the poloidal cross-section. The upper two cameras and the lower two cameras are 

symmetrical w.r.t. the equatorial plane. Another vertical camera is installed in the upper port to view the 

lower divertor through the bulk plasma. All detectors are placed inside the vacuum vessel. Due to the 

different calibration process of the horizontal and vertical cameras, only data from the four horizontal 

cameras is used in this work. The LOS distribution and flux surfaces position has been demonstrated in 

Figure 5.12. Thus 64 LOS has been implemented, and the radiation reconstruction grid has been designed 

as 50 ×  50 pixels with dimension 17.8 mm ×  29.1 mm. 

 

Figure 5.11. The geometry of AXUV bolometry on EAST. [Duan 2013] 

In 2014, the EAST upper divertor was upgraded to full tungsten, while the lower divertor was conserved 

to be carbon. Consequently, all high-performance discharges were in the upper-single null (USN) shape to 

avoid large amounts of carbon impurities entering the main plasma. Thus, operations most frequently 

have a clockwise toroidal field, such that the ion B⃑⃑⃑  × ∇B⃑⃑⃑  drift in the ‘unfavorable’ direction away from 

the active X-point, providing ample opportunities for I-mode studies. 

The presence of I-mode in EAST has been confirmed very recently [Feng 2019]. It can be achieved in a 

relative wide parameter space with plasma currents of I𝑝~0.45 − 0.7 𝑀𝐴 and toroidal magnetic field 

B𝜙 = 2.26 − 2.49 T, in USN geometry. In particular, at high-heating-power (above 1.8 𝑀𝑊) and high 
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density (above 2.5 × 1019m−3), the features of the I-mode become quite distinct. No heating method 

preference is observed, and the L-I transition can be triggered by many heating methods. A typical example 

of an I-mode discharge is shown in Figure 5.13, including sawtooth activity. The main heating methods are 

NBI and ECRH, and, as shown in Figure 5.13(b), the NBI power increases from 3 MW  to 5 MW  at 

approximately  2.5 s , while 0.3 MW  of ECRH turns on at 2.58 s . The plasma current is approximately 

500 kA, and the line-averaged density from the HCN interferometer remains almost unchanged in the 

entire period as shown in Figure 5.13(a). However, the core and edge electron temperature T𝑒 from ECE 

(Figure 5.13(c)) increase, as do the stored energy WMHD  and poloidal beta β𝑝  (Figure 5.13(e)). A new 

steady state sets in at approximately 2.6 s after the ECRH has turned on, indicating improved energy 

confinement. The energy confinement time increases by about 7% from 36.1 to 38.6 ms. The fact that 

neither the density, nor the D𝛼  signal undergo marked changes across the transition, suggests similar 

particle confinement as in L-mode. Finally, after the transition, the spectrogram of the edge radial electric 

field 𝐸r which is obtained from DBS reveals a weakly coherent mode (WCM) with a frequency of 40 −

150 kHz (Figure 5.13(f)). Observed also on other devices, this 𝐸r fluctuation is characteristic for I-mode 

operation. 

 

Figure 5.12. Viewing geometry of the four AXUV bolometer cameras in the horizontal port, in upper-single null 

configuration on EAST. The green line marks the last-closed flux surface. For later use, a LOS traversing the plasma 

edge has been marked in red in the left panel (channel #60) and another one traversing the plasma core in the right 

panel (channel #32). 
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Figure 5.13. Example of EAST I-mode discharge #69327, upper single-null, B𝜙 = 2.23 T, q95~4. The L-mode and I-

mode phases are indicated from stored energy WMHD, a L-I transition has been observed from 2.6s to 2.7s. (a) Plasma 

current and line-averaged density n̅𝑒; (b) NBI and ECRH heating power; (c) T𝑒  from ECE in core and edge; (d) D𝛼 

recycling; (e) stored energy WMHD and poloidal beta β𝑝; (f) WCM in the E𝑟 perturbation.[Feng 2019] 

 

Figure 5.14. Spectrograms at normalized radius 𝜌~0.97 of (a) density fluctuations (turbulence) and (b) 𝐸r 

fluctuations during an L-I transition at 𝑡 = 3.5s in EAST discharge #71078.[Feng 2019] 
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In particular, a low-frequency oscillation (LFO) with a frequency range of 5 − 10 kHz always accompanies 

the WCM in the EAST I-mode operation, as shown in Figure 5.13 (f) (approximately 7 kHz) and in Figure 

5.14 (a) and (b) (approximately 9 kHz). Unlike the geodesic acoustic mode (GAM), the density perturbation 

and 𝐸r perturbation of this type of low-frequency oscillations are significant. Many observations show that 

the LFO is another characteristic of the I-mode operation, in addition to the WCM in EAST. Even the LFO is 

similar to that observed in Alcator C-Mod and AUG, but it is obviously not a GAM, whose frequency range 

should be 15 − 25 kHz in these discharges. However, the details of the low-frequency oscillation remain 

unknown, and require further investigation. 

Similar to the results from the Doppler backscattering system, the LFOs are also clearly observed by the 

AXUV bolometer system, an example of which is shown in Figure 5.15, corresponding to AXUV edge 

channel #60 marked in Figure 5.12 (left). For comparison, the spectrogram of AXUV core channel #32 

(Figure 5.12 (right)) is also given in Figure 5.16. It is clear that this LFO mode occurs at the edge, not in the 

plasma core. 

 

Figure 5.15. The power spectra of EAST I-mode discharge #69979 the AXUV radiation perturbation from edge, 

channel#60, the LFO has been recognized during I-mode period from 13.2s to 15.1s. 

 

Figure 5.16. The power spectra of EAST I-mode discharge #69979 the AXUV radiation perturbation from core, 

channel#32, the I-mode period from 13.2s to 15.1s. 
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Equi-GPT reconstruction results from AXUV bolometry data in I-mode discharges #42880 and #69979 at 

EAST are presented in Figure 5.17. The LFO corresponds to a ring-shape radiation structure located at 

position 𝜌 ~ 0.9. In addition, the mode structure has been revealed using SVD, Figure 5.18 showing the 

three first topos. The second topos suggests that the LFO mode might be an 𝑚 = 0 ring structure. Also, 

some additional (1, 1) mode structure from the core area is seen in the third SVD topos. 

 

Figure 5.17. AXUV bolometer tomography reconstruction of EAST I-mode discharge #42880 (left) and discharge 

#69979 (right). A radiative ring can be recognized at the position of the LFO (𝜌 ~ 0.9), indicated by red arrows. 

 

Figure 5.18. SVD analysis of the LFO mode structure in EAST I-mode discharge #69979. The second topos hints at an 

𝑚 = 0 ring structure. 
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Chapter 6 Reconstruction of tungsten 
concentration profiles 

In this chapter, we will introduce the basic method of impurity concentration reconstruction, particularly 

for high-Z impurities, using Gaussian process tomography. We will see that nonlinearities in the forward 

model complicate the reconstruction process in a first approach. 

As mentioned before, it is expected that various plasma-facing components in fusion reactors will be 

manufactured using high-Z materials such as W, Mo or Fe. These materials provide advantages like a high 

melting point, small erosion rates, and low tritium retention. However, due to the interaction of the 

plasma with the wall, ions of this material will be inevitably present also in the main plasma. These ions 

are not entirely stripped even at fusion plasma temperatures, and therefore will emit strong line radiation, 

which can significantly degrade the performance of the fusion plasma. As a consequence, the 

understanding and control of impurity transport are of critical importance to the success of fusion. 

Moreover, the high mass and charge of the heavy impurities make them susceptible to some of the forces 

acting upon the plasma, resulting in a poloidal variation of their density. An example from AUG is shown 

in Figure 6.1. The most prominent are the centrifugal force arising from the plasma rotation and the 

electric force caused by magnetically trapped non-thermal ions. Poloidal asymmetries are expected to 

significantly impact the radial transport of heavy ions. Thus, it is crucial to quantify impurity distributions 

to establish a strategy for avoiding unacceptable high-Z impurity concentrations [Reinke 2012]. 

 

Figure 6.1. Two-dimensional SXR tomographic inversion with Bremsstrahlung subtracted, performed on AUG 26337 
at 𝑡 = 1.6 s in the presence of W impurities. [Casson 2014] 
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6.1. Effect of transport on tungsten impurity radiation 

In the discussion about the cooling factor in Section 3.1.3, the effect of transport effects has been omitted. 

Because the transport time scale is much longer than that of excitation and ionization, the ionization 

equilibrium described in Eq. (3.21) has been simplified into collisional-radiative models in Eq. (3.22). This 

generally provides a good approximation for obtaining the fractional abundance of the various species and 

the cooling factor. However, in some cases transport does play a role and the fractional abundances  𝑓𝑆,𝑖 

and the cooling factor 𝐿𝑆 are no longer only a function of the electron temperature only. The full ionization 

equilibrium becomes: 

∂𝑛𝑖
(𝑍)

∂t
+ ∇⃑⃑⃑ ∙ Γ⃑𝑍,𝑖 = −𝑛𝑒𝑛𝑖

(𝑍)
(𝑆(𝑍)
𝑒𝑓𝑓
+ 𝛼(𝑍+1)

𝑒𝑓𝑓
) + 𝑛𝑖

(𝑍+1)
𝑛𝑒𝛼(𝑍+1)

𝑒𝑓𝑓
+ 𝑛𝑒𝑛𝑖

(𝑍−1)
𝑆(𝑍−1)
𝑒𝑓𝑓

+ 𝑠𝑒𝑥𝑡,𝑍,𝑖     (6.9) 

where, 𝑆(𝑍)
𝑒𝑓𝑓

and 𝛼(𝑍+1)
𝑒𝑓𝑓  are referred to as effective collisional-radiative ionization and recombination 

coefficients. Both are functions of electron temperature 𝑇𝑒 and weakly depend on density 𝑛𝑒. 𝑠𝑒𝑥𝑡,𝑍,𝑖 is 

the external source of 𝑖 th ionization stage 𝑍𝑖  of a species with charge number 𝑍  and Γ⃑𝑍,𝑖  is the 

corresponding local particle flux, which is usually expressed as: 

∇⃑⃑⃑ ∙ Γ⃑𝑍,𝑖 = −𝐷𝑍,𝑖 ∇⃑⃑⃑𝑛𝑖
(𝑍)
+ 𝑛𝑖

(𝑍)
�⃑⃑�𝑍,𝑖                      (6.10) 

Here, 𝐷𝑍,𝑖 and �⃑⃑�𝑍,𝑖 are diffusion and convection (or pinch) coefficients of the species 𝑍𝑖.  

Thanks to the efforts of [Jardin 2017], the tungsten fractional abundances in a WEST scenario (as shown 

in Figure 6.3) have been numerically obtained by using the Open-ADAS database. A set of profiles for 

diffusion coefficient 𝐷  and pinch velocity 𝑉  were assumed, shown in Figure 6.3. The profiles are 

compatible with the tungsten density profile in the scenario and homothetic to the electron density profile, 

with 𝑛𝑤(0) ≈ 8 ∙ 10
15 𝑚−3,  and account for higher collisionality at the plasma edge where 𝑇𝑒 is lower. 

The expected order of magnitude of the tungsten diffusion and pinch coefficients is 𝐷 ~ 0.01 −  1 m2/s 

and V ~ 1 −  10 m/s, respectively. 

 

Figure 6.3. (a) Electron density and temperature profiles for the WEST scenario under consideration. (b) 

Corresponding profiles of the W diffusion and convection coefficients [Jardin 2017]. 
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The numerically calculated profiles of the various W ionization stages assuming the influence of transport 

has been ignored, namely local ionization balance (LIB) are given in Figure 6.4. In addition, the profiles are 

shown that are obtained when taking into account the effect of transport according to the scenario 

described above. While the profiles of the individual species are seen to be significantly affected by 

transport, the mean ionization state (Zmean  =  ∑ 𝑓𝑊,𝑖 ∙ 𝑍
74
𝑍=0 ) is only weakly perturbed by transport.  

 

Figure 6.4. W ionization equilibrium for two transport cases: local ionization balanced (LIB) and WEST transport 

scenario [Jardin 2017]. 

From the above profiles, the tungsten cooling factor can be obtained by summation over the charge states, 

yielding the profiles with and without transport shown in Figure 6.5. 

 

Figure 6.5. Radial profiles of the tungsten cooling factor in two cases: LIB and WEST transport scenario. 
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6.2. Direct tungsten density calculation from SXR tomographic 

reconstructions 

Assuming for the moment local ionization balance and given the profiles of temperature, density and 

tungsten cooling factor from the WEST scenario, it is straightforward to calculate the tungsten density 

profile from the SXR emissivity profile, using Eq. (3.32). In doing so, we disregard the propagation of 

uncertainties, but it is instructive to do the calculation. Two tests were carried out, one with a poloidal 

tungsten distribution shown in Figure 6.6 (d) and another one as shown in Figure 6.7 (d). The maximum 

value of the tungsten concentration was fixed at 10−5, corresponding to the typical tungsten tolerance 

introduced in Figure 2.11. In both tests, from the assumed tungsten poloidal distribution, together with 

the radial temperature, density and cooling factor profiles, an SXR poloidal distribution was calculated, as 

shown in Figure 6.6 (a) and Figure 6.7 (a). Then, synthetic SXR measurements were obtained by integrating 

the SXR profile according to the WEST SXR geometry. This is shown in Figure 6.6 (f) and Figure 6.7 (f) (blue 

curves). Finally, 5% Gaussian noise was added, resulting in the measurements given by the red dots in 

Figure 6.7 (f) and Figure 6.7 (f).   

Next, using the synthetic SXR measurement, the SXR tomographic reconstruction was performed using the 

Equi-GPT algorithm. The results are presented in Figure 6.6 (b) and Figure 6.7 (b), and the reconstruction 

error maps in Figure 6.6 (c) and Figure 6.7 (c). Finally, the tungsten density was calculated in a poloidal 

cross-section directly from the reconstructed SXR emissivity distribution and the temperature, density and 

cooling factor profiles. These profiles are shown in Figure 6.6 (e) and Figure 6.7 (e). 

In both tests, it appears that the calculated tungsten density profile is relatively accurate in a central region 

of the poloidal cross-section, but the error increases strongly outside that region. This is due to 

uncertainties of the various profiles, in combination with the low values reached by the electron density 

and tungsten cooling factor in the plasma edge region (both occurring in the denominator in Eq. (3.32)). 

This leads to an amplification of the error on the calculated tungsten density in a large region outside the 

very plasma core.  
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Figure 6.6. Illustration of the reconstruction of tungsten density profiles with a Gaussian shape from synthetic SXR 

measurements in a WEST scenario. (a) Modelled SXR radiation distribution based on the known tungsten distribution 

(d) and WEST scenario from Figure 6.3. (b) SXR tomography reconstruction using synthetic measurements from the 

phantom shown in (a). (c) SXR tomography error map. (d) The preset, known tungsten distribution. (e) Tungsten 

density distribution calculated directly from the SXR tomographic reconstruction (b). (f) Synthetic line-integrated SXR 

emissivity (blue curve) and synthetic measurements with 5% random noise added (red dots).  

 

Figure 6.7. Similar to Figure 6.6, but starting from a hollow-shape tungsten density distribution. 
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6.3. Bayesian inference of tungsten density profiles 

In this section, we proceed to Bayesian inference of tungsten density profiles, taking into account 

uncertainties on all input quantities. In particular, we outline a simple approach for inferring the density 

profile of a single dominant impurity, in our case tungsten, from measurements of soft X-ray (SXR) 

emissivity, electron cyclotron emission (ECE) and Thomson scattering (TS). For the SXR emissivity, as usual, 

a Gaussian process prior is assumed, and this is combined with the linear tomographic model. The rest of 

the forward model, used to derive the impurity concentration, is nonlinear in terms of the profiles of 

electron temperature (from ECE) and electron density (from TS). Within the scope of the PhD thesis, we 

therefore consider two very simple approaches: one where temperature and density profiles are assumed 

to be exactly known and one where Gaussian errors are assumed on the profiles. The possibility to 

estimate transport coefficients is proposed, but this would require a number of additional transport 

simulations. 

 

 

6.3.1  Influence of transport neglected 

Let us first assume that transport can be neglected, leading to local ionization balance. Let �̅�𝑆𝑋𝑅 represent 

the measurements of line-integrated soft X-ray emissivity. Assuming tungsten as the dominant impurity, 

the posterior distribution for the tungsten density profile (2D) is given as 

𝑝(�̅�𝑤|�̅�𝑆𝑋𝑅) ~ 𝑝(�̅�𝑆𝑋𝑅|�̅�𝑤) ∙ 𝑝(�̅�𝑤)                 (6.11) 

 

 

 

              (6.12) 

 

 

Here, �̿� represents the response matrix of the lines-of-sight, while 휀̅𝜂, 휀�̅�
𝜂

 and 휀�̅�
𝜂
 represent the total SXR 

emissivity, as well as the contribution from tungsten and hydrogen in the GEM energy range, respectively. 

The temperature profile from ECE is a one-dimensional radial profile, but assuming exact knowledge of 

the magnetic equilibrium, it can easily be mapped to the two-dimensional poloidal cross-section.  

 

The Gaussian process prior, SXR tomographic likelihood and Gaussian process posterior are given as: 

Forward model: 

�̅�𝑆𝑋𝑅 = �̿� ∙ 휀̅
𝜂 = �̿� ∙ (휀�̅�

𝜂
+ 휀�̅�

𝜂
) 

= �̿� ∙ (�̅�𝑒 . �̅�𝑤 . 𝐿𝑤
𝜂 (�̅�𝑒) + �̅�𝑒 . �̅�𝑒 . 𝐿𝐻

𝜂 (�̅�𝑒)) = �̅�(�̅�𝑒 , �̅�𝑤 , �̅�𝑒) 

Where �̅�(�̅�𝑒 , �̅�𝑤 , �̅�𝑒) is the response function of forward model 
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𝑷𝒓𝒊𝒐𝒓:                            

 𝑝(�̅�𝑤) =
1

(2𝜋)
𝑛
2|�̿�𝑤|

1
2

 𝑒𝑥𝑝 [−
1

2
(�̅�𝑤 − �̅�𝑤)

𝑇 �̿�𝑤
 −1 (�̅�𝑤 − �̅�𝑤)]                                                                (6.13) 

𝑳𝒊𝒌𝒆𝒍𝒊𝒉𝒐𝒐𝒅: 

𝑝(�̅�𝑆𝑋𝑅|�̅�𝑤) =
1

(2𝜋)
𝑚
2 |�̿�𝑆𝑋𝑅|

1
2

 𝑒𝑥𝑝 [−
1

2
(�̅�(�̅�𝑒 , �̅�𝑤 , �̅�𝑒)−�̅�𝑆𝑋𝑅)

𝑇
 �̿�𝑆𝑋𝑅

 −1  (�̅�(�̅�𝑒 , �̅�𝑤 , �̅�𝑒) − �̅�𝑆𝑋𝑅)]      (6.14) 

 

 

Te and ne profiles exactly known 

If we assume that the profiles of �̅�𝑒  and �̅�𝑒  are known exactly from their respective diagnostic 

measurements, without uncertainty, then the only remaining unknown in the tungsten density. In this 

case, the total forward model is still linear and the results are those already presented in Section 6.2. 

 

 

 

                                       (6.15) 

 

 

 

Here, 𝐶𝐻̅̅̅̅  is the contribution of hydrogen, which is a known constant when �̅�𝑒 and �̅�𝑒 are exactly known. 

𝑷𝒓𝒊𝒐𝒓:                  𝑝(�̅�𝑤) =
1

(2𝜋)
𝑛
2|�̿�𝑤|

1
2

 𝑒𝑥𝑝 [−
1

2
(�̅�𝑤 − �̅�𝑤)

𝑇 �̿�𝑤
 −1 (�̅�𝑤 − �̅�𝑤)]                                 (6.16) 

𝑳𝒊𝒌𝒆𝒍𝒊𝒉𝒐𝒐𝒅:       𝑝(𝑑′̅𝑆𝑋𝑅|�̅�𝑤)

=
1

(2𝜋)
𝑚
2 |�̿�𝑆𝑋𝑅|

1
2

 𝑒𝑥𝑝 [−
1

2
(�̿�𝑤 ∙ �̅�𝑤 − 𝑑′̅𝑆𝑋𝑅)

𝑇
 �̿�𝑆𝑋𝑅

 −1  (�̿�𝑤 ∙ �̅�𝑤 − 𝑑′̅𝑆𝑋𝑅)]              (6.17) 

𝑷𝒐𝒔𝒕𝒆𝒓𝒊𝒐𝒓:        𝑝(�̅�𝑤|�̅�′𝑆𝑋𝑅)  ~ 𝒩(�̅�𝑤
  𝑝𝑜𝑠𝑡

, �̿�𝑤
𝑝𝑜𝑠𝑡

) 

                             �̿�𝑤
𝑝𝑜𝑠𝑡

= (�̿�𝑤
𝑇
�̿�𝑆𝑋𝑅�̿�𝑤 + �̿�𝑊

−1
)
−1

                                                                                    (6.18) 

Forward model: 

�̅�𝑆𝑋𝑅 = �̿� ∙ 휀̅
𝜂 = �̿� ∙ (휀�̅�

𝜂
+ 휀�̅�

𝜂
) 

= �̿� ∙ (�̅�𝑒 . �̅�𝑤 . 𝐿𝑤
𝜂 (�̅�𝑒) + �̅�𝑒 . �̅�𝑒 . 𝐿𝐻

𝜂 (�̅�𝑒)) 

= �̿�𝑤 ∙ �̅�𝑤 + 𝐶𝐻̅̅̅̅  

𝑑′̅𝑆𝑋𝑅 = �̅�𝑆𝑋𝑅 − 𝐶𝐻̅̅̅̅  
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                             �̅�𝑤
  𝑝𝑜𝑠𝑡

= �̅�𝑤
  𝑝𝑟𝑖𝑜𝑟

+ (�̿�𝑤
𝑇
�̿�𝑆𝑋𝑅�̿�𝑤 + �̿�𝑤

−1
)
−1

�̿�𝑤
𝑇

 �̿�𝑆𝑋𝑅
−1
(𝑑′̅𝑆𝑋𝑅 − �̿�𝑤 ∙ �̅�𝑤)        (6.19) 

 

Te and ne profiles measured with Gaussian error 

In this case we assume that the measured profiles provided by ECE diagnostic (�̅�𝐸𝐶𝐸 ) and Thomson 

scattering diagnostic (�̅�𝑇𝑆) are affected by uncorrelated Gaussian noise. The posterior distribution for the 

tungsten concentration, electron density and electron temperature is then written as 

𝑝(�̅�𝑤 , �̅�𝑒 , �̅�𝑒|�̅�𝑆𝑋𝑅 �̅�𝐸𝐶𝐸 , �̅�𝑇𝑆) ~ 𝑝(�̅�𝑆𝑋𝑅 �̅�𝐸𝐶𝐸 , �̅�𝑇𝑆|�̅�𝑤 , �̅�𝑒 , �̅�𝑒) ∙ 𝑝(�̅�𝑤 , �̅�𝑒 , �̅�𝑒)                                    (6.20) 

Since the measurement of soft X-ray, ECE and Thomson scattering are independent probability events, we 

factorize the likelihood and the prior: 

𝑝(�̅�𝑤 , �̅�𝑒 , �̅�𝑒|�̅�𝑆𝑋𝑅 , �̅�𝐸𝐶𝐸 , �̅�𝑇𝑆) ~ 𝑝(�̅�𝑆𝑋𝑅|�̅�𝑤 , �̅�𝑒 , �̅�𝑒) 𝑝( �̅�𝐸𝐶𝐸|�̅�𝑤 , �̅�𝑒 , �̅�𝑒)𝑝(�̅�𝑇𝑆|�̅�𝑤, �̅�𝑒 , �̅�𝑒)

        𝑝(�̅�𝑤) 𝑝(�̅�𝑒) 𝑝(�̅�𝑒) 
            (6.21) 

Furthermore, the ECE measurement is assumed to depend only on electron temperature and the TS 

measurement on electron density. Then Eq. (6.21) becomes 

𝑝(�̅�𝑤 , �̅�𝑒 , �̅�𝑒|�̅�𝑆𝑋𝑅 , �̅�𝐸𝐶𝐸 , �̅�𝑇𝑆) ~ 𝑝(�̅�𝑆𝑋𝑅|�̅�𝑤 , �̅�𝑒 , �̅�𝑒) 𝑝( �̅�𝐸𝐶𝐸|�̅�𝑒)𝑝(�̅�𝑇𝑆|�̅�𝑒)

                   𝑝(�̅�𝑤) 𝑃(�̅�𝑒) 𝑃(�̅�𝑒) 
                                        (6.22) 

 

We take Gaussian process priors for 𝑛𝑤̅̅ ̅̅ , 𝑛𝑒̅̅ ̅ and �̅�𝑒: 

𝑷𝒓𝒊𝒐𝒓𝒔:         

          𝑇𝑢𝑛𝑔𝑠𝑡𝑒𝑛 𝑑𝑒𝑛𝑠𝑖𝑡𝑦                   

                             𝑝(�̅�𝑤) =
1

(2𝜋)
𝑛
2|�̿�𝑤|

1
2

 𝑒𝑥𝑝 [−
1

2
(�̅�𝑤 − �̅�𝑤)

𝑇 �̿�𝑤
 −1 (�̅�𝑤 − �̅�𝑤)]                                   (6.23) 

          𝐸𝑙𝑒𝑐𝑡𝑟𝑜𝑛 𝑑𝑒𝑛𝑠𝑖𝑡𝑦                    

                          𝑝(�̅�𝑒) =
1

(2𝜋)
𝑛
2|�̿�𝑒|

1
2

 𝑒𝑥𝑝 [−
1

2
(�̅�𝑒 − �̅�𝑛)

𝑇 �̿�𝑒
 −1 (�̅�𝑒 − �̅�𝑛)]                                           (6.24) 

          𝐸𝑙𝑒𝑐𝑡𝑟𝑜𝑛 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒          

                          𝑝(�̅�𝑒) =
1

(2𝜋)
𝑛
2|�̿�𝑇|

1
2

 𝑒𝑥𝑝 [−
1

2
(�̅�𝑒 − �̅�𝑇)

𝑇 �̿�𝑇
 −1 (�̅�𝑒 − �̅�𝑇)]                                            (6.25) 
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In this simple approach, the TS and ECE likelihoods express the Gaussian error on the measured profiles. 

Denoting the TS radial density profile by �̅�𝑇𝑆 and the ECE radial temperature profile by �̅�𝐸𝐶𝐸, the mapping 

from the radial profiles to the 2D density profile �̅�𝑒 and temperature profile �̅�𝑒 can be written as a linear 

forward model using projection matrices  �̿�𝐸𝐶𝐸 and �̿�𝑇𝑆: 

𝑳𝒊𝒌𝒆𝒍𝒊𝒉𝒐𝒐𝒅𝒔:  

         𝑇ℎ𝑜𝑚𝑠𝑜𝑛 𝑠𝑐𝑎𝑡𝑡𝑒𝑟𝑖𝑛𝑔    

    𝑝(�̅�𝑇𝑆|�̅�𝑒) =
1

(2𝜋)
𝑚
2 |�̿�𝑇𝑆|

1
2

 𝑒𝑥𝑝 [−
1

2
(�̿�𝑇𝑆 ∙ �̅�𝑒 − �̅�𝑇𝑆)

𝑇
 �̿�𝑇𝑆

 −1 (�̿�𝑇𝑆 ∙ �̅�𝑒 − �̅�𝑇𝑆)]                     (6.26) 

 

        𝐸𝐶𝐸                             

   𝑝( �̅�𝐸𝐶𝐸|𝑇�̅�) =
1

(2𝜋)
𝑚
2 |�̿�𝐸𝐶𝐸|

1
2

 𝑒𝑥𝑝 [−
1

2
(�̿�𝐸𝐶𝐸 ∙ 𝑇�̅� − �̅�𝐸𝐶𝐸)

𝑇
 �̿�𝐸𝐶𝐸

 −1  (�̿�𝐸𝐶𝐸 ∙ 𝑇�̅� − �̅�𝐸𝐶𝐸)]        (6.27) 

The likelihood covariance matrices will assumed to be diagonal and corresponding to a noise level of 5%: 

�̿�𝑇𝑆 = (
(5% ∙ 𝑑𝑇𝑆

1 )
2

⋯ 0

⋮ ⋱ ⋮

0 ⋯ (5% ∙ 𝑑𝑇𝑆
𝑚 )

2

)                      (6.28) 

�̿�𝐸𝐶𝐸 = (
(5% ∙ 𝑑𝐸𝐶𝐸

1 )
2

⋯ 0

⋮ ⋱ ⋮

0 ⋯ (5% ∙ 𝑑𝐸𝐶𝐸
𝑚 )

2

)               (6.29) 

 

 

        𝑆𝑋𝑅                             

          �̅�𝑆𝑋𝑅 = �̿� ∙ 휀̅
𝜂 = �̿� ∙ (휀�̅�

𝜂
+ 휀�̅�

𝜂
) = �̿� ∙ (�̅�𝑒 . �̅�𝑤 . 𝐿𝑤

𝜂 (�̅�𝑒) + �̅�𝑒 . �̅�𝑒 . 𝐿𝐻
𝜂 (�̅�𝑒))                                  (6.30) 

    

     𝑝(�̅�𝑆𝑋𝑅|�̅�𝑒 , �̅�𝑤 , �̅�𝑒)

=
1

(2𝜋)
𝑚
2 |�̿�𝑆𝑋𝑅|

1
2

 𝑒𝑥𝑝 [−
1

2
(�̿� ∙ (�̅�𝑒 . �̅�𝑤 . 𝐿𝑤

𝜂 (�̅�𝑒) + �̅�𝑒 . �̅�𝑒 . 𝐿𝐻
𝜂 (�̅�𝑒))  − �̅�𝑆𝑋𝑅)

𝑇
 �̿�𝑆𝑋𝑅

 −1  (�̿�

∙ (�̅�𝑒 . �̅�𝑤. 𝐿𝑤
𝜂 (�̅�𝑒) + �̅�𝑒 . �̅�𝑒 . 𝐿𝐻

𝜂 (�̅�𝑒))  − �̅�𝑆𝑋𝑅)]                                                             (6.31) 

It is important to note that 𝑇e and 𝑛e also occur in the SXR forward model, and the uncertainty on the 

corresponding measurements propagates through this model. In any case, the model now becomes 
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nonlinear and, in the most general situation, we will need to sample from the posterior using numerical 

methods, e.g. by means of MCMC. We have chosen a Hamiltonian Monte Carlo (HMC) sampler [Brooks 

2011]. 

The results of the reconstructed profiles of tungsten density, electron density and electron temperature 

are shown in Figure 6.8. The comparison with the original phantoms is made and the error maps are shown 

as well. The results are relatively good, with errors on the �̅�𝑤 map below 8 %, 10 % for �̅�𝑒 and a somewhat 

higher level of 20% for �̅�𝑒. Figure 6.9 also shows the SXR reconstruction. Future work could concentrate 

on constructing suitable approximations to the posterior, eliminating the need for full MCMC sampling. 

 

Figure 6.8. The integrated Bayesian inference results of tungsten density, electron temperature and electron density. 

Note that, to reduce the computation expense, the pixel grid has been reduced to (25 × 25) dimension. 
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Figure 6.9. The resulting SXR emissivity from original phantoms 𝑛e, 𝑇, 𝑛w combination and reconstructed results. 

Note that, to reduce the computation expense, the pixel grid has been reduced to (25 × 25) dimension. 

 

 

6.3.2. With the consideration of transport 

We assume that transport is governed through a diffusion coefficient profile �̅�  and a convection 

coefficient profile �̅�, influencing the fractional abundances of tungsten as discussed before. In principle, 

this may provide an opportunity to infer the transport coefficients. Assuming measurement error on 

temperature and density, and proceeding as before, the full model becomes 

𝑝(�̅�, �̅�, �̅�𝑤 , �̅�𝑒 , �̅�𝑒|�̅�𝑆𝑋𝑅 , �̅�𝐸𝐶𝐸 , �̅�𝑇𝑆) 

                                           ~ 𝑝(�̅�𝑆𝑋𝑅 , �̅�𝐸𝐶𝐸 , �̅�𝑇𝑆|�̅�, �̅�, �̅�𝑤 , �̅�𝑒 , �̅�𝑒) ∙ 𝑝(�̅�, �̅�, �̅�𝑤, �̅�𝑒 , �̅�𝑒)                                (6.32) 

 

= 𝑝(�̅�𝑆𝑋𝑅|�̅�, �̅�, �̅�𝑤 , �̅�𝑒 , �̅�𝑒) 

∙ 𝑝( �̅�𝐸𝐶𝐸|�̅�, �̅�, �̅�𝑤 , �̅�𝑒 , �̅�𝑒) 

∙ 𝑝(�̅�𝑇𝑆|�̅�, �̅�, �̅�𝑤 , �̅�𝑒 , �̅�𝑒) 

                                                               ∙ 𝑝(�̅�) ∙ 𝑝(�̅�) ∙ 𝑝(�̅�𝑤) ∙ 𝑝(�̅�𝑒) ∙ 𝑝(�̅�𝑒)                                                   (6.33) 

 

= 𝑝(�̅�𝑆𝑋𝑅|�̅�, �̅�, �̅�𝑤 , �̅�𝑒 , �̅�𝑒) 

∙ 𝑝( �̅�𝐸𝐶𝐸|�̅�𝑒) 

∙ 𝑝(�̅�𝑇𝑆|�̅�𝑒) 

                                                              ∙ 𝑝(�̅�) ∙ 𝑝(�̅�) ∙ 𝑝(�̅�𝑤) ∙ 𝑝(�̅�𝑒) ∙ 𝑝(�̅�𝑒)                                                   (6.34) 

There are now two additional priors: 

Other diagnostics’ forward model 

Cooling + tomography forward model 



 

117 | P a g e  
 

             𝐷𝑖𝑓𝑓𝑢𝑠𝑖𝑜𝑛 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡        

                                   𝑝(�̅�) =
1

(2𝜋)
𝑛
2|�̿�𝐷|

1
2

 𝑒𝑥𝑝 [−
1

2
(�̅� − �̅�𝐷)

𝑇 �̿�𝐷
 −1 (�̅� − �̅�𝐷)]                                       (6.35) 

           𝐶𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡         

                                 𝑝(�̅�) =
1

(2𝜋)
𝑛
2|�̿�𝑉|

1
2

 𝑒𝑥𝑝 [−
1

2
(�̅� − �̅�𝑉)

𝑇 �̿�𝑉
 −1 (�̅� − �̅�𝑉)]                                           (6.36) 

 

 

The soft X-ray forward model now contains five independent variables: 

      

    

                    (6.37) 

 

 

The likelihood is 

𝑝(�̅�𝑆𝑋𝑅|�̅�, �̅�, �̅�𝑤, �̅�𝑒 , �̅�𝑒) =
1

(2𝜋)
𝑚
2 |�̿�𝑆𝑋𝑅|

1
2

 𝑒𝑥𝑝 [−
1

2
[�̿�𝑆𝑋𝑅 ∙ (�̅�𝑒 . �̅�𝑤. 𝐿𝑤

𝜂 (�̅�𝑒 , �̅�, �̅� ) + �̅�𝑒 . �̅�𝑒 . 𝐿𝐻
𝜂 (�̅�𝑒)) −

�̅�𝑆𝑋𝑅]
𝑇

 �̿�𝑆𝑋𝑅
 −1  [�̿�𝑆𝑋𝑅 ∙ (�̅�𝑒 . �̅�𝑤. 𝐿𝑤

𝜂 (�̅�𝑒 , �̅�, �̅� ) + �̅�𝑒 . �̅�𝑒 . 𝐿𝐻
𝜂 (�̅�𝑒)) − �̅�𝑆𝑋𝑅]]                                                (6.38) 

This forward model depends on the transport code, which means for each MCMC sampling, one entire 

transport epoch should be executed. The full cooling factor assumption proposed an expensive calculation 

where the implementation of HPC should be seriously considered, and the inference result is still absent 

so far in this thesis. However, given a number of representative outputs of the code for various 

representative profiles of temperature and transport coefficients, a surrogate model could be used in the 

forward model and the inference could still be done relatively fast. 

𝑝(�̅�𝑤, �̅�𝑒 , �̅�𝑒|�̅�𝑆𝑋𝑅 �̅�𝐸𝐶𝐸 , �̅�𝑇𝑆) 

~ 𝑝(�̅�𝑆𝑋𝑅 �̅�𝐸𝐶𝐸 , �̅�𝑇𝑆|�̅�𝑤, �̅�𝑒 , �̅�𝑒) ∙ 𝑝(�̅�𝑤, �̅�𝑒 , �̅�𝑒) 

~ 𝑝(�̅�𝑆𝑋𝑅|�̅�𝑤, �̅�𝑒 , �̅�𝑒)  ∙ 𝑝( �̅�𝐸𝐶𝐸|�̅�𝑤 , �̅�𝑒 , �̅�𝑒) ∙ 𝑝(�̅�𝑇𝑆|�̅�𝑤 , �̅�𝑒 , �̅�𝑒) ∙ 𝑝(�̅�𝑤) ∙  𝑝(�̅�𝑒)  ∙ 𝑝(�̅�𝑒) 

                             ~𝑝(�̅�𝑆𝑋𝑅|�̅�𝑤 , �̅�𝑒 , �̅�𝑒)  ∙ 𝑝( �̅�𝐸𝐶𝐸|�̅�𝑒) ∙ 𝑝(�̅�𝑇𝑆|�̅�𝑒) ∙ 𝑝(�̅�𝑤) ∙  𝑝(�̅�𝑒)  ∙ 𝑝(�̅�𝑒)                (6.39) 

�̅�𝑆𝑋𝑅 = �̿� ∙ 휀̅
𝜂 = �̿� ∙ (휀�̅�

𝜂
+ 휀�̅�

𝜂
) 

= �̿� ∙ (�̅�𝑒 . �̅�𝑤 . 𝐿𝑤
𝜂 (�̅�𝑒 , �̅�, �̅� ) + �̅�𝑒 . �̅�𝑒 . 𝐿𝐻

𝜂 (�̅�𝑒))

=  �̅�(�̅�𝑒 , �̅�𝑤 , �̅�𝑒 , �̅�, �̅� ) 
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~ 
1

(2𝜋)
𝑛
2|�̿�𝑤|

1
2

 𝑒𝑥𝑝 [−
1

2
(�̅�𝑤 − �̅�𝑤)

𝑇 �̿�𝑤
 −1 (�̅�𝑤 − �̅�𝑤)] 

∙
1

(2𝜋)
𝑛
2|�̿�𝑒|

1
2

 𝑒𝑥𝑝 [−
1

2
(�̅�𝑒 − �̅�𝑛)

𝑇 �̿�𝑒
 −1 (�̅�𝑒 − �̅�𝑛)] 

∙
1

(2𝜋)
𝑛
2|�̿�𝑇|

1
2

 𝑒𝑥𝑝 [−
1

2
(�̅�𝑒 − �̅�𝑇)

𝑇 �̿�𝑇
 −1 (�̅�𝑒 − �̅�𝑇)] 

∙
1

(2𝜋)
𝑚
2 |�̿�𝑇𝑆|

1
2

 𝑒𝑥𝑝 [−
1

2
(�̿�𝑇𝑆 ∙ �̅�𝑒 − �̅�𝑇𝑆)

𝑇
 �̿�𝑇𝑆

 −1 (�̿�𝑇𝑆 ∙ �̅�𝑒 − �̅�𝑇𝑆)] 

∙
1

(2𝜋)
𝑚
2 |�̿�𝐸𝐶𝐸|

1
2

 𝑒𝑥𝑝 [−
1

2
(�̿�𝐸𝐶𝐸 ∙ 𝑇�̅� − �̅�𝐸𝐶𝐸)

𝑇
 �̿�𝐸𝐶𝐸

 −1  (�̿�𝐸𝐶𝐸 ∙ 𝑇�̅� − �̅�𝐸𝐶𝐸)] 

∙
1

(2𝜋)
𝑚
2 |�̿�𝑆𝑋𝑅|

1
2

 𝑒𝑥𝑝 [−
1

2
[�̿�𝑆𝑋𝑅 ∙ (�̅�𝑒 . �̅�𝑤. 𝐿𝑤

𝜂 (�̅�𝑒 , �̅�, �̅� ) + �̅�𝑒 . �̅�𝑒 . 𝐿𝐻
𝜂 (�̅�𝑒)) − �̅�𝑆𝑋𝑅]

𝑇
 �̿�𝑆𝑋𝑅

 −1  [�̿�𝑆𝑋𝑅 ∙

                              (�̅�𝑒 . �̅�𝑤 . 𝐿𝑤
𝜂 (�̅�𝑒 , �̅�, �̅� ) + �̅�𝑒 . �̅�𝑒 . 𝐿𝐻

𝜂 (�̅�𝑒)) − �̅�𝑆𝑋𝑅]]                                                       (6.40) 

Log Posterior (up to a constant): 

𝑙𝑜𝑔 𝑝(�̅�𝑤, �̅�𝑒 , �̅�𝑒|�̅�𝑆𝑋𝑅 �̅�𝐸𝐶𝐸 , �̅�𝑇𝑆) 

 =  𝑙𝑜𝑔 𝑝(�̅�𝑆𝑋𝑅|�̅�𝑤, �̅�𝑒 , �̅�𝑒) + 𝑙𝑜𝑔 𝑝( �̅�𝐸𝐶𝐸|�̅�𝑒) + 𝑙𝑜𝑔 𝑝(�̅�𝑇𝑆|�̅�𝑒) 

                                                        +𝑙𝑜𝑔 𝑝(�̅�𝑤) + 𝑙𝑜𝑔 𝑝(�̅�𝑒) + 𝑙𝑜𝑔 𝑝(�̅�𝑒) + 𝑐𝑡.                                      (6.41) 

 

= −
𝑛

2
log (2𝜋) − 𝑙𝑜𝑔|�̿�𝑤| −

1

2
(�̅�𝑤 − �̅�𝑤)

𝑇 �̿�𝑤
 −1 (�̅�𝑤 − �̅�𝑤)  

−
𝑛

2
log (2𝜋) − 𝑙𝑜𝑔|�̿�𝑒| −

1

2
(�̅�𝑒 − �̅�𝑛)

𝑇 �̿�𝑒
 −1 (�̅�𝑒 − �̅�𝑛) 

−
𝑛

2
log (2𝜋) − 𝑙𝑜𝑔|�̿�𝑇| −

1

2
(�̅�𝑒 − �̅�𝑇)

𝑇 �̿�𝑇
 −1 (�̅�𝑒 − �̅�𝑇) 

−
𝑚

2
log (2𝜋) − 𝑙𝑜𝑔|�̿�𝑇𝑆| −

1

2
(�̿�𝑇𝑆 ∙ �̅�𝑒 − �̅�𝑇𝑆)

𝑇
 �̿�𝑇𝑆

 −1 (�̿�𝑇𝑆 ∙ �̅�𝑒 − �̅�𝑇𝑆) 

−
𝑚

2
log (2𝜋) − 𝑙𝑜𝑔|�̿�𝐸𝐶𝐸| −

1

2
(�̿�𝐸𝐶𝐸 ∙ 𝑇�̅� − �̅�𝐸𝐶𝐸)

𝑇
 �̿�𝐸𝐶𝐸

 −1  (�̿�𝐸𝐶𝐸 ∙ 𝑇�̅� − �̅�𝐸𝐶𝐸) 
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−
𝑚

2
log(2𝜋) − 𝑙𝑜𝑔|�̿�𝑆𝑋𝑅| −

1

2
[�̿�𝑆𝑋𝑅 ∙ (�̅�𝑒 . �̅�𝑤 . 𝐿𝑤

𝜂 (�̅�𝑒 , �̅�, �̅� ) + �̅�𝑒 . �̅�𝑒 . 𝐿𝐻
𝜂 (�̅�𝑒)) − �̅�𝑆𝑋𝑅]

𝑇
 �̿�𝑆𝑋𝑅

 −1  [�̿�𝑆𝑋𝑅 ∙

(�̅�𝑒 . �̅�𝑤. 𝐿𝑤
𝜂 (�̅�𝑒 , �̅�, �̅� ) + �̅�𝑒 . �̅�𝑒 . 𝐿𝐻

𝜂 (�̅�𝑒)) − �̅�𝑆𝑋𝑅] + 𝑐𝑡.                               (6.42) 

 

~ − 𝑙𝑜𝑔|�̿�𝑤| −
1

2
(�̅�𝑤 − �̅�𝑤)

𝑇 �̿�𝑤
 −1 (�̅�𝑤 − �̅�𝑤)  

−𝑙𝑜𝑔|�̿�𝑒| −
1

2
(�̅�𝑒 − �̅�𝑛)

𝑇 �̿�𝑒
 −1 (�̅�𝑒 − �̅�𝑛) 

−𝑙𝑜𝑔|�̿�𝑇| −
1

2
(�̅�𝑒 − �̅�𝑇)

𝑇 �̿�𝑇
 −1 (�̅�𝑒 − �̅�𝑇) 

−𝑙𝑜𝑔|�̿�𝑇𝑆| −
1

2
(�̿�𝑇𝑆 ∙ �̅�𝑒 − �̅�𝑇𝑆)

𝑇
 �̿�𝑇𝑆

 −1 (�̿�𝑇𝑆 ∙ �̅�𝑒 − �̅�𝑇𝑆) 

−𝑙𝑜𝑔|�̿�𝐸𝐶𝐸| −
1

2
(�̿�𝐸𝐶𝐸 ∙ 𝑇�̅� − �̅�𝐸𝐶𝐸)

𝑇
 �̿�𝐸𝐶𝐸

 −1  (�̿�𝐸𝐶𝐸 ∙ 𝑇�̅� − �̅�𝐸𝐶𝐸) 

−𝑙𝑜𝑔|�̿�𝑆𝑋𝑅| −
1

2
[�̿�𝑆𝑋𝑅 ∙ (�̅�𝑒 . �̅�𝑤. 𝐿𝑤

𝜂 (�̅�𝑒 , �̅�, �̅� ) + �̅�𝑒 . �̅�𝑒 . 𝐿𝐻
𝜂 (�̅�𝑒)) − �̅�𝑆𝑋𝑅]

𝑇
 �̿�𝑆𝑋𝑅

 −1  [�̿�𝑆𝑋𝑅 ∙

(�̅�𝑒 . �̅�𝑤. 𝐿𝑊
𝜂 (�̅�𝑒 , �̅�, �̅� ) + �̅�𝑒 . �̅�𝑒 . 𝐿𝐻

𝜂 (�̅�𝑒)) − �̅�𝑆𝑋𝑅]                                          (6.43) 
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6.4. Conclusion 

In this chapter, the reconstruction of tungsten impurity distributions from SXR tomography has been 

investigated and tested on synthetic data in a WEST scenario. The impurity reconstruction method 

considers calculation of the cooling factor, which is affected by uncertainty on transport, electron 

temperature �̅�𝑒 and electron density �̅�𝑒. Three different stages of complexity have been proposed:  

 without consideration of transport effects, �̅�𝑒 and �̅�𝑒 profiles exactly known;  

 without consideration of transport effects, �̅�𝑒 and �̅�𝑒 profiles given by ECE and TS with Gaussian 

uncertainty;  

 with consideration of transport effects, �̅�𝑒  and �̅�𝑒  profiles given by ECE and TS with Gaussian 

uncertainty. 

In the first case, the impurity density can be calculated directly from the SXR profile, as demonstrated in 

section 6.2, and in principle the calculation can still be done in real time. However, outside the plasma core 

the model quickly gives erroneous results. On the other hand, this model still holds its value for avoiding 

core impurity accumulation in real time.  

In the second case, the uncertainty on the radial profiles from ECE and TS is considered. However, this 

leads to a nonlinear forward model, necessitating posterior sampling using MCMC. As a result, the 

computational cost increases considerably. 

In the last case, transport is taken into account, as well as uncertainties on the transport coefficients. This 

is the most complete model, but again its solution would require posterior sampling, increasing the 

computational cost. One way out of this would be to perform a large number of reconstructions and train 

a surrogate model to perform the mapping from the raw data to the reconstructed profiles. This possibility 

has been explored with a neural network model in the Appendix.  
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Chapter 7 Conclusion 

The aim of this thesis was to develop a real-time tomography tool for a soft X-ray diagnostic at WEST, 

equipped with GEM detectors, with a view to real-time reconstruction of high-Z impurity concentration 

profiles, such as tungsten, and studies of MHD activity. The real-time monitoring of impurity distributions 

could be a first step in the direction of impurity control. In the following, we discuss the conclusions of our 

work, focusing on the aspects of Bayesian inference of SXR emissivity profiles using Gaussian processes, 

and the reconstruction of tungsten concentration profiles in a WEST scenario. 

 

Real-time Gaussian process tomography 

The most common successful tomography methods are based on iterative algorithms, and as a result they 

are not well suited for real-time applications. This includes real-time feedback control, which should be 

adapted to MHD and impurity transport time scales (≤ 10ms). This is because tomography is a challenging 

task, due to the limited number of detectors and the large number of parameters to be inferred to achieve 

sufficient resolution. It is an ill-posed inverse problem.  

In this doctoral work, a new method has been adopted, validated and extended for reconstruction of SXR 

emissivity fields, based on the foundational work of [Svensson 2011]. The method, called Gaussian process 

tomography (GPT), is based on Gaussian process modeling of the emissivity field, providing a posterior 

distribution in the context of Bayesian inference. The regularization of the emissivity field is governed by 

the covariance matrix of the Gaussian process, with hyperparameters learned from the data. As the 

forward model is linear, the posterior is also a Gaussian process. As a result, the mean emissivity field and 

its covariance are available in closed form. Hence, the method has the advantage of being both non-

iterative and nonparametric. The calculation is very fast, taking around 40 ms for a 100 × 100 pixels grid 

and 8 ms  for 50 × 50  pixels grid on a recent PC with MATLAB. By comparison, the presently used 

algorithm (minimum Fisher information) easily reaches execution times up to seconds.  

Moreover, the GPT method was extended so that it could account for the magnetic equilibrium 

information provided by EFIT or EQUINOX. This technique, called Equi-GPT, resulted in a significant 

improvement of the reconstructed SXR emissivity field. The equilibrium information was implemented by 

introducing anisotropy in the GP covariance matrix, through a length scale along the magnetic flux surfaces 

and another one in the perpendicular direction.  

An additional advantage of GPT is that it offers uncertainties on the inferred profiles in terms of the 

posterior covariance. Not only does this give a measure of reconstruction accuracy, but it can also be 

exploited to improve the line-of-sight geometry of the diagnostic. 

Finally, during this doctoral work, the GPT algorithm has been successfully implemented on four different 

line-of-sight type diagnostic systems: SXR on WEST with synthetic data, bolometry on HL-2A, SXR and XUV 
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on EAST. Thus, the Equi-GPT method was validated on real data from experimental tokamak discharges 

and delivered a contribution to ongoing physics studies. 

In summary, the first goal of the thesis has been achieved, to deliver and validate a reliable and fast 

tomographic inversion method, showing good potential for real-time application in the new GEM SXR 

diagnostic at WEST.  

 

Reconstruction of impurity density profiles 

Our work towards reconstruction of tungsten concentration profiles was based on previous efforts from 

[Jardin 2017, Vezinet 2013, Odstrcil 2017]. As a result, a forward model for determining tungsten 

concentrations could be established, using calculations of the tungsten cooling factor in the case of WEST 

scenario. 

Hence, in the last part of this doctoral work, first steps were taken toward Bayesian inference of impurity 

density profiles from measurements of the line-integrated SXR emissivity, as well as temperature and 

density profiles. This was tested on synthetic data in the WEST scenario and it was shown that the Bayesian 

approach is far superior to a direct calculation from the SXR emissivity that does not consider the error 

propagation properly, due to uncertainty amplification. Nevertheless, in the core area of the plasma (𝑇𝑒 ≥

2keV), a direct calculation from the SXR emissivity could still provide useful results in real time. 

Moreover, in off-line approach, a full Bayesian analysis using Markov Chain Monte Carlo is feasible, 

providing a consistent estimate of the profiles of 𝑇𝑒 , 𝑛𝑒  and 𝑛𝑤 , and also incorporating the magnetic 

equilibrium information as prior knowledge. Future work could concentrate on posterior approximations, 

which would allow inferring the tungsten concentration at a lower computational cost. 

An additional perspective comes from the possibility of surrogate modeling of the entire inference process. 

This would include modeling of the cooling factor and the impurity transport. One of the most promising 

class of surrogate models in this respect are provided by neural networks, well known from the field of 

artificial intelligence and successfully applied in a host of different applications outside fusion. A 

preliminary test with neural networks has been given in the Appendix, indicating good potential for our 

purposes. 
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Appendix A: Learn deeper 
Neural Network Tomography 

With a view to developing a real-time tomographic method that can be used as an ingredient for an 

impurity monitoring system, another very promising technique comes into reach, i.e. the convolutional 

neural network (CNN). Particularly for modeling the complex non-linear parts of the calculation, e.g. the 

cooling factor varying with transport coefficients, convolutional neural networks have attractive qualities 

for providing impurity concentrations in real time.  

The inference chain of  tungsten monitoring problem has been demonstrated in Figure A.1. In the forward 

model we start from the transport coefficients, the tungsten density, the electron density, the electron 

temperature. With the assumption of transport and ionization equilibrium, we can get the radiation 

contribution from each species in plasma, described by cooling factor. Then the sum over of individual 

contributions gives a global radiation distribution, and the diagnostic forward models gives the final 

diagnostic measurements in the end. The final purpose of this problem is to infer the original basic 

parameters, which is the inverse problem. However, due to its nonlinearity it cannot be solved in real time. 

Therefore we propose to use a surrogate model to approximate the inference, fast enough for real-time 

application. One of the most promising types of surrogate models are neural networks. 

 

Figure A.1.  The inference chain of tungsten monitoring method. 
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Figure A.2.  A typical schematic layout of a convolutional neural network. [Deshpande 2019] 

A CNN is a kind of artificial neural network (ANN), i.e. a computing system based on connectionist 

principles and vaguely inspired by the biological neural networks that constitute animal brains. The neural 

network itself is not an algorithm, but rather a framework for many different machine learning algorithms 

to work together and process complex data inputs. Such systems ‘learn’ to perform tasks by considering 

examples, generally without being programmed with any task-specific rules. An ANN is based on a 

collection of connected units or nodes called artificial neurons, which loosely model the neurons in a 

biological brain. Each connection, like the synapses in a biological brain, can transmit a signal from one 

artificial neuron to another. An artificial neuron that receives a signal can process it and then signal 

additional artificial neurons connected to it. In common ANN implementations, the signal at a connection 

between artificial neurons is a real number, and the output of each artificial neuron is computed by some 

nonlinear function of the sum of its inputs. The connections between artificial neurons are called ‘edges’. 

Artificial neurons and edges typically have a weight that adjusts as learning proceeds. The weight increases 

or decreases the strength of the signal at a connection. Artificial neurons may have a threshold such that 

the signal is only sent if the aggregate signal crosses that threshold. Typically, artificial neurons are 

aggregated into layers. Different layers may perform different kinds of transformations on their inputs. 

Signals travel from the first layer (the input layer), to the last layer (the output layer), possibly after 

traversing the layers multiple times. 

Back to our topic, we have worked on a preliminary approach to apply such a powerful technique to the 

SXR tomographic problem. The idea is that, since inference of SXR emissivity profiles using GPT can be 

done very fast, a database of inference results can be created with relatively limited computational 

resources. This database can then be used to train a CNN to learn the tomographic inference process. If 

this proves successful, the approach could be extended to a database of reconstruction results of impurity 

density profiles, which may pave the road to a real-time impurity monitor. 

As a first test, a database has been established of GPT tomographic reconstruction of SXR emissivity 

profiles in the EAST geometry. In particular, 30,000 time-slices of SXR data in EAST discharge #70750 shot 

were selected, in the presence of the kink mode activity, see Figure A.3. Likewise, a test set for evaluating 

the performance of the network was selected from another discharge (#70754), also showing similar kink 

mode activity. This test set was used only in the last experiment described in this work. The SXR emissivity 
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fields were inferred using Equi-GPT and then used as phantoms, line-integrated according to the EAST SXR 

geometry, leading to 30,000 sets of SXR synthetic measurements with 5% random noise added. This 

procedure is illustrated in Figure A.4. 

Two complementary CNN approaches have been implemented to learn the tomographic reconstruction 

(standard and fully connected designs), each using a different architecture involving such details as the 

network depth, layer design, activation function.   

 

Figure A.3.  (A) Time trace of one channel in the training data set obtained from SXR data in EAST discharge #70750. 

(B) Test data set from EAST discharge #70754. The red arrows indicate the selected range of data. 

 

 

Figure A.4.  Illustration of the procedure used to obtain the line-integrated SXR input data in the training set, 

originating from 30,000 time slices of GPT results in EAST discharge #70750. 
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Standard CNN 

Here follows the standard CNN network structure designed for EAST SXR tomography. The network 

contains in total 6 layers, including 1 dimension expansion input layer, 4 convolutional hidden layers and 

1 activation layer. The activation layer is equipped with the rectified linear unit function (ReLU). 

 

Figure A.5.  Layout of the 6 layer standard CNN network. 

The dimension expansion layer is given by 

𝐼𝑛𝑝𝑢𝑡 𝑑𝑎𝑡𝑎 = {𝑑1, 𝑑2, 𝑑3, 𝑑4… , 𝑑1 ∗ 𝑑1, 𝑑1 ∗ 𝑑2, 𝑑1 ∗ 𝑑3…}                     (A. 1) 

Thus the input data, which for the EAST SXR case originally contains 92 channels, becomes of dimension 

92 + 92 × 92, as shown in the table above. The convolutional layer involves a dimensionality reduction 

process, so after the final layer the dimension of the data becomes 50 × 50, corresponding to the final 

dimension of the emissivity grid in this test. 

Furthermore, the loss function during the training process is the mean squared deviation function, while 

the optimization was carried out by means of the ADAM technique [Diederik 2014]. The phantoms and 

reconstruction results using data from the training set are shown in Figure A.6 for three randomly selected 

time slices. The averaged maximum error reaches 6.7% and the average RMSD is 3.0 × 10−4, which can 

be compared to the RSMD of 0.0034 using Equi-GPT (based on the original SXR line integrals). Furthermore, 

execution of a single time took only 3 ms on an NVidia GPU with Python.  
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Figure A.6.  From top to bottom, reconstruction results for three randomly selected time slices using a CNN, with the 

original phantoms in the first column, CNN results in the second column and reconstruction error maps in the third 

column. In the error map, the maximum error refers to 5%. 
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Fully connected CNN (FCNN) 

 

Figure A.7.  Layout of the 11 layer FCNN network. 

Apart from a standard CNN design, a fully connected CNN (FCNN) has also been implemented for SXR 

tomography using data from EAST. This network contains 11 layers in total, including 1 dimension 

expansion input layer with the same structure as described in Eq. (P.1), 1 ReLU activation output layer, and 

9 hidden layers, as shown in Figure A.7. Again, the loss function during the training process was a mean 

squared deviation function, and the optimization function was ADAM. The phantoms and reconstruction 

results using data from the training set are shown in Figure A.8. The averaged maximum error reaches 

2.4%, the average RMSD is 1.1 × 10−4  and one time slice executes in 1.6 ms on the NVidia GPU. Thus, the 

FCNN performs better than the standard CNN, which is probably caused by the higher number of layers.  
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Figure A.8. From top to bottom, reconstruction results for three randomly selected time slices using an FCNN, with 

the original phantoms in the first column, FCNN results in the second column and reconstruction error maps in the 

third column. In the error map, the maximum error refers to 5%. 
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Test of FCNN on #70754 and benchmark with Equi-GPT  

Due to the superior performance of the FCNN, it was selected for another experiment using test data from 

a different discharge than the one the network was trained on, i.e. EAST discharge #70754. A comparison 

was made with Equi-GPT. 

 

Figure A.9.  Illustration for a single time slice of the validation of the FCNN reconstruction by using test SXR data from 

EAST discharge #70754. The recalculated line integrals are compared in the top right panel: FCNN (blue curve), Equi-

GPT (green curve), and original data (red dots). 

 

Figure A.10.  SVD analysis results using the first three topos obtained by FCNN and Equi-GPT, showing the (1, 1) kink 

mode structure in both cases. 
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Conclusion 

Based on a database of GPT tomography results, a complementary neural network approach has been 

implemented, using both fully connected and standard convolutional neural network architectures. This 

decreases the computational load significantly (order 1 ms GPU time with Python). This is a very first 

attempt to use a neural network technique to speed up tomography of SXR data, showing promising 

results both regarding reconstruction accuracy and computational speed. Nevertheless, the true value of 

a neural network technique would become clear in the context of a nonlinear forward model, e.g. for 

inferring impurity concentrations in real time. The approach might also be extended to multiple 

diagnostics and could also learn aspects of the control system in a tokamak. These will be very interesting 

topics for future research. 
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