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HOMOMORPHISMS BETWEEN DIFFERENT QUANTUM TOROIDAL

AND AFFINE YANGIAN ALGEBRAS

MIKHAIL BERSHTEIN AND ALEXANDER TSYMBALIUK

Abstract. This paper concerns the relation between the quantum toroidal algebras and

the affine Yangians of sln, denoted by U
(n)
q1,q2,q3 and Y

(n)
h1,h2,h3

, respectively. Our motivation

arises from the milestone work [GTL], where a similar relation between the quantum loop
algebra Uq(Lg) and the Yangian Yh(g) has been established by constructing an isomorphism

of C[[~]]-algebras Φ: Ûexp(~)(Lg)
∼

−→Ŷ~(g) (with ̂ standing for the appropriate completions).
These two completions model the behavior of the algebras in the formal neighborhood of
h = 0. The same construction can be applied to the toroidal setting with qi = exp(~i)
for i = 1, 2, 3 (see [GTL, T1]). In the current paper, we are interested in the more general

relation: q1 = ωmne
h1/m, q2 = eh2/m, q3 = ω−1

mne
h3/m, where m,n ≥ 1 and ωmn is an mn-

th root of 1. Assuming ωm
mn is a primitive n-th root of unity, we construct a homomorphism

Φωmn
m,n between the completions of the formal versions of U

(m)
q1,q2,q3 and Y

(mn)
h1/mn,h2/mn,h3/mn

.

Introduction

Given a simple Lie algebra g, one can associate to it two interesting Hopf algebras: the
quantum loop algebra Uq(Lg) and the Yangian Yh(g). Their classical limits, corresponding to
the limits q → 1 or h→ 0, recover the universal enveloping algebras U(g[z, z−1]) and U(g[w]),
respectively. The representation theories of Uq(Lg) and Yh(g) have a lot of common features:

-the descriptions of finite dimensional simple representations involve Drinfeld polynomials,
-these algebras act on the equivariant K-theories/cohomologies of Nakajima quiver varieties.

However, there was no explicit justification for that until the recent construction from [GTL]
(also cf. [G, Section 5]). In [GTL], the authors construct a C[[~]]-algebra isomorphism

Φ: Ûe~(Lg)
∼−→Ŷ~(g)

of the appropriately completed formal versions of these algebras. Taking the limit h→ 0 corre-
sponds to factoring by (~) in the formal setting. The classical limit of the above isomorphism

is induced by lim
←−

C[z, z−1]/(z − 1)r
∼−→lim
←−

C[w]/(w)r ≃ C[[w]] with z±1 7→ e±w.

In the current paper, we generalize this construction to the case of the quantum toroidal

algebras and the affine Yangians of sln and gl1. To make our notations uniform, we use U
(n)
q1,q2,q3

to denote the quantum toroidal algebra of sln (if n ≥ 2) and of gl1 (if n = 1). This algebra

depends on three nonzero parameters q1, q2, q3 such that q1q2q3 = 1. We also use Y
(n)
h1,h2,h3

to

denote the affine Yangian of sln (if n ≥ 2) and of gl1 (if n = 1). This algebra depends on three
parameters h1, h2, h3 such that h1 + h2 + h3 = 0. For n ≥ 2, these algebras were introduced
long time ago by [GKV, G]1. However, the quantum toroidal algebra and the affine Yangian of
gl1 appeared only recently in the works of different people, see [M, FT1, SV1, MO, SV2, T1].

The main result of this paper, Theorem 3.1, provides a homomorphism

Φωmn
m,n : Û

(m),ωmn

~1,~2
−→ Ŷ

(mn)
~1,~2

1 Actually, we will need to modify slightly their construction in the n = 2 case.
1
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from the completion of the formal version of U
(m)
q1,q2,q3 to the completion of the formal version

of Y
(mn)
h1,h2,h3

. Formal versions mean that we consider these algebras over the ring C[[~1, ~2]] with

h1 = ~1/mn, h2 = ~2/mn, h3 = ~3/mn and q1 = ωmne
~1
m , q2 = e

~2
m , q3 = ω−1mne

~3
m ,

where ~3 = −~1−~2 and ωN ∈ C× is anN -th root of unity. For n = 1 = ωmn, we recover an ana-
logue of the homomorphism Φ applied in the toroidal setting (see [T1] for m = n = ωmn = 1).
In contrast to [GTL, T1], our new feature is that we construct homomorphisms between formal
versions of quantum and Yangian algebras corresponding to different Lie algebras. Another
difference is that q1 is in the formal neighborhood of a root of unity, not necessarily equal to 1.

The structures of formulas for Φωmn
m,n are similar to those in [GTL]. Let {ei,k, fi,k, hi,k}k∈Z0≤i≤m−1

be the generators of U
(m),ωmn

~1,~2
and {x±i′,r, ξi′,r}r∈N0≤i′≤mn−1 be the generators of Y

(mn)
~1,~2

. Let

Y
(mn),0
h1,h2,h3

⊂ Y
(mn)
h1,h2,h3

be the subalgebra generated by ξi′,r. Then, we have:

Φωmn
m,n (hi,k) ∈ Ŷ

(mn),0
~1,~2

, Φωmn
m,n (ei,k) =

0≤i′<mn∑

i′≡
m
i

∞∑

r=0

g
(k)
i′,rx

+
i′,r, Φ

ωmn
m,n (fi,k) =

0≤i′<mn∑

i′≡
m
i

∞∑

r=0

g
(k)
i′,rx

−
i′,r

for certain g
(k)
i′,r ∈ Ŷ

(mn),0
~1,~2

– the completion of Y
(mn),0
~1,~2

with respect to the natural N-grading.

These formulas as well as explicit formulas for g
(k)
i′,r were found following the arguments of [GTL]

as well as understanding the classical limit first (see Theorem 2.2 and Proposition 3.2). However,
in contrast to [GTL], we are not aware of the direct proof of the compatibility of this assignment
with the Serre relations. Instead, we propose two indirect proofs. In the first one, we construct
an isomorphism between faithful representations of the algebras in the question, compatible
with the defining formulas for Φωmn

m,n . In the second one, we utilize the shuffle approach.
Our motivation partially comes from [BBT], where a 4d AGT relation on the ALE space

Xn (minimal resolution of An−1 singularity C2/Zn) was studied. The main tool in [BBT] was
the limit of K-theoretic (5 dimensional) AGT relation on C2, where q1 → ωn, q2 → 1. Recall

that the quantum toroidal algebra U
(1)
q1,q2,q3 acts on the equivariant K-theory of the moduli

spaces of torsion free sheaves on C2, while the affine Yangian Y
(n)
h1,h2,h3

acts on the equivariant
cohomologies of the moduli spaces of torsion free sheaves on Xn. Therefore, it was conjectured

in [BBT] that the limit of U
(1)
q1,q2,q3 as q1 → ωn, q2 → 1 should be related to the affine Yangian

of sln. The m = 1 case of our Theorem 3.1 can be viewed as a precise formulation of this idea.
We also refer an interested reader to [K] for the related work.

This paper is organized as follows:

• In Section 1, we recall the definition of the quantum toroidal algebra U
(n)
q1,q2,q3 and the affine

Yangian Y
(n)
h1,h2,h3

of sln (if n ≥ 2) and gl1 (if n = 1). They depend on n ∈ Z>0 and continuous

parameters q1, q2, q3 ∈ C× or h1, h2, h3 ∈ C satisfying q1q2q3 = 1 and h1 + h2 + h3 = 0. We

also explain the way one can view the algebras Y
(n)
h1,h2,h3

as additivizations of U
(n)
q1,q2,q3 .

We recall a family of Fock U
(n)
q1,q2,q3 -representations F

p(u) (p ∈ Z/nZ, u ∈ C×) from [FJMM1]

and introduce a similar class of Fock Y
(n)
h1,h2,h3

-representations aF p(v) (p ∈ Z/nZ, v ∈ C).
• In Section 2, we introduce the formal versions of these algebras and study their classical

limits. Let Y
(n)
~1,~2

be an associative algebra over C[[~1, ~2]] with the same collections of the

generators and the defining relations as for Y
(n)
h1,h2,−h1−h2

with h1  ~1/n and h2  ~2/n.

One can similarly define the formal versions of U
(m)
q1,q2,q3 , but this heavily depends on the

presentation of q1, q2, q3 ∈ C[[~1, ~2]]. In this paper, we are interested in the behavior of the
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algebras U
(m)
q1,q2,q3 and Y

(n)
h1,h2,h3

as q1 → ωN , q2 → 1, q3 → ω−1N and h1, h2, h3 → 0, respectively.

Therefore, we will be mainly concerned with the following relation between {hs} and {qs}:

q1 = ωN · exp(h1/m), q2 = exp(h2/m), q3 = ω−1N exp(h3/m).

The formal version of the corresponding U
(m)
q1,q2,q3 will be denoted by U

(m),ωN

~1,~2
.

Taking the limit h2 → 0 corresponds to factoring by (~2) in the formal setting. According

to [T2], the classical limits U
(m),ωN

~1
= U

(m),ωN

~1,~2
/(~2) and Y

(n)
~1

= Y
(n)
~1,~2

/(~2) are closely related

to the matrix algebras with values in the rings of difference or differential operators on C×,

respectively. In Theorem 2.14, we show that the algebras Y
(n)
~1,~2

and U
(m),ωN

~1,~2
are flat C[[~2]]-

deformations of the corresponding limit algebras Y
(n)
~1

and U
(m),ωN

~1
. We also prove that the

direct sum of all finite tensor products of Fock modules (which are not in resonance) for either

Y
(n)
~1,~2

or U
(m),ωN

~1,~2
form a faithful representation of the corresponding algebra.

• In Section 3, we present the main result of this paper. We construct the homomorphism

Φωmn
m,n : Û

(m),ωmn

~1,~2
−→ Ŷ

(mn)
~1,~2

for any m,n ≥ 1 and an mn-th root of unity ωmn = exp(2πki/mn) with k ∈ Z, gcd(k, n) = 1.

We compute the classical limit of Φωmn
m,n using the above identification of U

(m),ωmn

~1
and Y

(mn)
~1

with matrix algebras over the rings of difference or differential operators on C×, see Theorem 2.2.
In Section 3.3, following [GTL], we provide a straightforward verification of the compatibility
of Φωmn

m,n with all the defining relations, except the most complicated Serre relations, for which
the argument of [GTL] fails. We propose two alternatives proofs in Sections 4, 5.

• In Section 4, we construct isomorphisms between tensor products of the Fock modules for

U
(m),ωmn

~1,~2
and Y

(mn)
~1,~2

, which are compatible with the defining formulas for Φωmn
m,n . Combining

this result with the faithfulness statement from Section 2, we obtain a proof of Theorem 3.1. In
Section 4.3, we recall the geometric realization of tensor products of the Fock modules for the
quantum toroidal algebra and the affine Yangian of sln, and provide a geometric interpretation
of the aforementioned isomorphism of tensor products of the Fock modules.

• In Section 5, we recall the shuffle realization of the positive halves U
(m),ωmn,>
~1,~2

and Y
(mn),≥
~1,~2

due to [Neg1, Neg2, Neg3], see Theorems 5.2, 5.4. In Theorem 5.5, we construct the homo-
morphism between the completions of the corresponding shuffle algebras and show that it is
compatible with the restriction of Φωmn

m,n . This implies the compatibility of the latter with the
Serre relations, and therefore completes our direct proof of Theorem 3.1 initiated in Section 3.3.

Acknowledgments.

The authors are grateful to B. Feigin, M. Finkelberg, A. Negut, N. Nekrasov for their com-
ments and encouragement, and to the anonymous referee for many useful suggestions. The
authors would also like to thank the organizers of 2015 PCMI research program on the Geom-
etry of Moduli Spaces and Representation Theory, where part of the project was performed.

A.T. thanks the Max Planck Institute for Mathematics in Bonn for support and great working
conditions, in which the project was started. A.T. also gratefully acknowledges support from
the Simons Center for Geometry and Physics, Stony Brook University, at which most of the
research for this paper was performed, as well as Yale University, where the final version of this
paper was completed.

The work of A.T. was partially supported by the NSF Grants DMS–1502497, DMS–1821185.
M.B. acknowledges the financial support from Russian Academic Excellence Project 5-100,
Young Russian Math Contest, Simons-IUM fellowship and RFBR grant mol a ved 15-32-20974.



4 MIKHAIL BERSHTEIN AND ALEXANDER TSYMBALIUK

1. Basic definitions and constructions

In this section, we introduce the key actors of this paper: the quantum toroidal algebra and
the affine Yangian of sln. We also recall the Fock representations of these algebras.

1.1. Quantum toroidal algebras of sln (n ≥ 2) and gl1.

The quantum toroidal algebras of sln (n > 2), depending on q, d ∈ C×, were first introduced
in [GKV]. The quantum toroidal algebra of gl1 was introduced much later in the works of
different people, see [M, FT1, SV1]. Finally, a similar definition of the quantum toroidal algebra
of sl2 was proposed in [FJMM2]. To make our exposition shorter, we use the uniform notation

U
(n)
q1,q2,q3 for such algebras, where n ∈ Z>0 and q1 = d/q, q2 = q2, q3 = 1/dq, so that q1q2q3 = 1.

This algebra coincides with the quotient of the algebra En from [FJMM2] by qc = 1. Since the

former was called the quantum toroidal algebra of gln in loc. cit., we will refer to U
(n)
q1,q2,q3 as

the quantum toroidal algebra of sln (see the above explanation for the cases of n = 1, 2).
For n ∈ Z>0, we set [n] := {0, 1, . . . , n− 1} which will be viewed as a set of mod n residues.

Let A = (ai,j)
j∈[n]
i∈[n] be the Cartan matrix of type A

(1)
n−1 for n ≥ 2 and a zero matrix for n = 1.

Consider two more matrices (di,j)
j∈[n]
i∈[n] and (mi,j)

j∈[n]
i∈[n] defined by

di,j :=





d∓1 if j = i± 1 and n > 2,

−1 if j 6= i and n = 2,

1 otherwise,

mi,j :=





1 if j = i− 1 and n > 2,

−1 if j = i+ 1 and n > 2,

0 otherwise.

Finally, we define a collection of polynomials {gi,j(z, w)}j∈[n]i∈[n] as follows:

gi,j(z, w) :=





z − qai,jd−mi,jw if n > 2,

z − q2w if n = 2 and i = j,

(z − q1w)(z − q3w) if n = 2 and i 6= j,

(z − q1w)(z − q2w)(z − q3w) if n = 1.

The algebra U
(n)
q1,q2,q3 is the unital associative C-algebra generated by {ei,k, fi,k, ψi,k, ψ−1i,0 }k∈Zi∈[n]

with the defining relations (T0–T6) to be given below:

(T0) ψi,0 · ψ−1i,0 = ψ−1i,0 · ψi,0 = 1, [ψ±i (z), ψ
±
j (w)] = 0, [ψ+

i (z), ψ
−
j (w)] = 0,

(T1) [ei(z), fj(w)] =
δi,j

q − q−1
· δ(w/z)(ψ+

i (w) − ψ−i (z)),

(T2) di,jgi,j(z, w)ei(z)ej(w) = −gj,i(w, z)ej(w)ei(z),

(T3) dj,igj,i(w, z)fi(z)fj(w) = −gi,j(z, w)fj(w)fi(z),

(T4) di,jgi,j(z, w)ψ
±
i (z)ej(w) = −gj,i(w, z)ej(w)ψ±i (z),

(T5) dj,igj,i(w, z)ψ
±
i (z)fj(w) = −gi,j(z, w)fj(w)ψ±i (z),

where these generating series are defined as follows:

ei(z) :=

∞∑

k=−∞

ei,kz
−k, fi(z) :=

∞∑

k=−∞

fi,kz
−k, ψ±i (z) := ψ±1i,0 +

∑

r>0

ψi,±rz
∓r, δ(z) :=

∞∑

k=−∞

zk.

Let us now specify the Serre relations (T6) in each of the cases: n > 2, n = 2, n = 1. Set
[a, b]x := ab− x · ba, while Sym

z1,...,zr

will stand for the symmetrization in z1, . . . , zr.



HOMOMORPHISMS BETWEEN QUANTUM TOROIDAL AND AFFINE YANGIAN ALGEBRAS 5

• Case n > 2. Then, we impose:

[ei(z), ej(w)] = 0, [fi(z), fj(w)] = 0 if ai,j = 0,

Sym
z1,z2

[ei(z1), [ei(z2), ei±1(w)]q ]q−1 = 0, Sym
z1,z2

[fi(z1), [fi(z2), fi±1(w)]q ]q−1 = 0.(T6)

• Case n = 2. Then, we impose

Sym
z1,z2,z3

[ei(z1), [ei(z2), [ei(z3), ei+1(w)]q2 ]]q−2 = 0,

Sym
z1,z2,z3

[fi(z1), [fi(z2), [fi(z3), fi+1(w)]q2 ]]q−2 = 0.
(T6)

• Case n = 1. Then, we impose

(T6) Sym
z1,z2,z3

z2
z3

[e0(z1), [e0(z2), e0(z3)]] = 0, Sym
z1,z2,z3

z2
z3

[f0(z1), [f0(z2), f0(z3)]] = 0.

Remark 1.1. For any n > 1 and ωn = n
√
1 ∈ C×, there exists an algebra isomorphism

U
(n)
q1,q2,q3

∼−→U
(n)

ωn·q1,q2,ω
−1
n ·q3

given by ei(z) 7→ ei(ω
−i
n z), fi(z) 7→ fi(ω

−i
n z), ψ±i (z) 7→ ψ±i (ω

−i
n z).

It will be convenient to use the generators {hi,k}k∈Z\{0}i∈[n] instead of {ψi,k}k∈Z\{0}i∈[n] , defined by

exp

(
±(q − q−1)

∑

r>0

hi,±rz
∓r

)
= ψ̄±i (z) := ψ∓1i,0 ψ

±
i (z), hi,±r ∈ C[ψ∓1i,0 , ψi,±1, ψi,±2, . . .].

Then, the relations (T4,T5) are equivalent to the following (we use notation [m]q :=
qm−q−m

q−q−1 ):

(T4′) ψi,0ej,l = qai,jej,lψi,0, [hi,k, ej,l] = bn(i, j; k) · ej,l+k for k 6= 0,

(T5′) ψi,0fj,l = q−ai,jfj,lψi,0, [hi,k, fj,l] = −bn(i, j; k) · fj,l+k for k 6= 0,

where the constants bn(i, j; k) are given explicitly by:

(1) bn(i, j; k) =





[kai,j ]q
k · d−kmi,j if n > 2,

[2k]q
k δj,i − [k]q

k · (dk + d−k)δj,i+1 if n = 2,
[k]q
k · (qk + q−k − dk − d−k) if n = 1.

We equip the algebra U
(n)
q1,q2,q3 with the principal Z-grading by assigning

deg(ei,k) = 1, deg(fi,k) = −1, deg(ψi,k) = 0 for all i ∈ [n], k ∈ Z.

Following [DI, Theorem 2.1], we endow U
(n)
q1,q2,q3 with a formal coproduct by assigning

∆(ei(z)) = ei(z)⊗ 1 + ψ−i (z)⊗ ei(z), ∆(fi(z)) = fi(z)⊗ ψ+
i (z) + 1⊗ fi(z),

∆(ψ±i (z)) = ψ±i (z)⊗ ψ±i (z).
(2)

1.2. Affine Yangians of sln (n ≥ 2) and gl1.

The affine Yangians of sln (n > 2), denoted by Ŷλ̄,β̄ (λ̄, β̄ ∈ C), were first introduced in [G].
Their counterpart for n = 2 is introduced below. Finally, the affine Yangian of gl1 has recently
appeared in the works of Maulik-Okounkov [MO] and Schiffmann-Vasserot [SV2]. In the present
paper, we will need the loop presentation of the latter algebra from [T1].

To make our exposition shorter, we call such algebras the affine Yangians of sln and use

the uniform notation Y
(n)
h1,h2,h3

for them, where n ∈ Z>0 and h1 = β − h, h2 = 2h, h3 =

−β − h with β, h ∈ C, so that h1 + h2 + h3 = 0. The algebra Y
(n)
h1,h2,h3

is the unital associative

C-algebra generated by {x±i,r, ξi,r}r∈Ni∈[n] with the defining relations (Y0–Y5) to be given below.
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The first two relations are independent of n ∈ Z>0:

(Y0) [ξi,r, ξj,s] = 0,

(Y1) [x+i,r, x
−
j,s] = δi,j · ξi,r+s.

Let us now specify (Y2–Y5) in each of the cases: n > 2, n = 2, n = 1. Set {a, b} := ab+ ba.

• Case n > 2. Then, we impose

(Y2) [x±i,r+1, x
±
j,s]− [x±i,r, x

±
j,s+1] = −mi,jβ[x

±
i,r , x

±
j,s]± ai,jh{x±i,r, x±j,s},

(Y3) [ξi,r+1, x
±
j,s]− [ξi,r, x

±
j,s+1] = −mi,jβ[ξi,r , x

±
j,s]± ai,jh{ξi,r, x±j,s},

(Y4) [ξi,0, x
±
j,s] = ±ai,jx±j,s,

(Y5) Sym
r1,r2

[x±i,r1 , [x
±
i,r2

, x±i±1,s]] = 0 and [x±i,r , x
±
j,s] = 0 if ai,j = 0.

• Case n = 2. Then, we impose

(Y2.1) [x±i,r+1, x
±
i,s]− [x±i,r , x

±
i,s+1] = ±h2{x±i,r, x±i,s},

[x±i,r+2, x
±
j,s]− 2[x±i,r+1, x

±
j,s+1] + [x±i,r, x

±
j,s+2] =

− h1h3[x
±
i,r, x

±
j,s]∓ h2({x±i,r+1, x

±
j,s} − {x±i,r, x±j,s+1}) for j 6= i,

(Y2.2)

(Y3.1) [ξi,r+1, x
±
i,s]− [ξ±i,r, x

±
i,s+1] = ±h2{ξi,r, x±i,s},

[ξi,r+2, x
±
j,s]− 2[ξi,r+1, x

±
j,s+1] + [ξi,r, x

±
j,s+2] =

− h1h3[ξi,r, x
±
j,s]∓ h2({ξi,r+1, x

±
j,s} − {ξi,r, x±j,s+1}) for j 6= i,

(Y3.2)

(Y4) [ξi,0, x
±
j,s] = ±ai,jx±j,s, [ξi,1, x

±
i+1,s] = ∓(2x±i+1,s+1 + h2{ξi,0, x±i+1,s}),

(Y5) Sym
r1,r2,r3

[x±i,r1 , [x
±
i,r2

, [x±i,r3 , x
±
i+1,s]]] = 0.

• Case n = 1. Then, we impose

[x±0,r+3, x
±
0,s]− 3[x±0,r+2, x

±
0,s+1] + 3[x±0,r+1, x

±
0,s+2]− [x±0,r, x

±
0,s+3] =

− σ2([x
±
0,r+1, x

±
0,s]− [x±0,r, x

±
0,s+1])± σ3{x±0,r, x±0,s},

(Y2)

[ξ0,r+3, x
±
0,s]− 3[ξ0,r+2, x

±
0,s+1] + 3[ξ0,r+1, x

±
0,s+2]− [ξ0,r, x

±
0,s+3] =

− σ2([ξ0,r+1, x
±
0,s]− [ξ0,r, x

±
0,s+1])± σ3{ξ0,r, x±0,s},

(Y3)

(Y4) [ξ0,0, x
±
0,s] = 0, [ξ0,1, x

±
0,s] = 0, [ξ0,2, x

±
0,s] = ±2h1h3x

±
0,s,

(Y5) Sym
r1,r2,r3

[x±0,r1 , [x
±
0,r2

, x±0,r3+1]] = 0,

where we set σ2 := h1h2 + h1h3 + h2h3, σ3 := h1h2h3.

Remark 1.2. (a) For n > 2, the algebras Y
(n)
h1,h2,h3

coincide with those of [G]. Explicitly, we

have an isomorphism Y
(n)
h1,h2,−h1−h2

≃ Ŷh2,
1
2h2−

n
4 (2h1+h2).

(b) Our definition of Y
(2)
h1,h2,h3

coincides with the corrected version of Y−h3,−h1(ŝl2) from [K].

(c) Our definition of Y
(1)
h1,h2,h3

first appeared in [T1] under the name “the affine Yangian of gl1”.
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1.3. Affine Yangians as additivizations of quantum toroidal algebras.

The algebras Y
(n)
h1,h2,h3

can be considered as natural additivizations of the algebras U
(n)
q1,q2,q3

in the same way as Yh(g) is an additivization of Uq(Lg). We explain this by rewriting (Y0–Y5)

in a form similar to the defining relations (T0–T6). We also define an algebra DY
(n)
h1,h2,h3

.
Let us introduce the generating series:

x±i (z) :=
∑

r≥0

x±i,rz
−r−1, ξi(z) := 1 + h2

∑

r≥0

ξi,rz
−r−1.

We also define a collection of polynomials {pi,j(z, w)}j∈[n]i∈[n] as follows:

pi,j(z, w) :=





z − w +mi,jβ − ai,jh if n > 2,

z − w − h2 if n = 2 and i = j,

(−1)δj,1(z − w − h1)(z − w − h3) if n = 2 and i 6= j,

(z − w − h1)(z − w − h2)(z − w − h3) if n = 1.

Let Y(n),<,Y(n),0,Y(n),> be the subalgebras of Y
(n)
h1,h2,h3

generated by {x−i,r}r∈Ni∈[n], {ξi,r}r∈Ni∈[n],

and {x+i,r}r∈Ni∈[n], respectively. Let Y
(n),≥ and Y(n),≤ be the subalgebras of Y

(n)
h1,h2,h3

generated by

Y(n),0,Y(n),> and Y(n),0,Y(n),<, respectively. The following result is standard:

Proposition 1.3. (a) Y(n),0 is isomorphic to a polynomial algebra in the generators {ξi,r}r∈Ni∈[n].

(b) Y(n),≷ are isomorphic to the algebras generated by {x±i,r}r∈Ni∈[n] subject to (Y2,Y5).

(c) Y
(n),T

are isomorphic to the algebras generated by {ξi,r, x±i,r}r∈Ni∈[n] subject to (Y0,Y2–Y5).

Consider the homomorphisms σ±i : Y
(n),T → Y

(n),T
defined by ξj,r 7→ ξj,r, x

±
j,r 7→ x±j,r+δi,j .

These are well-defined due to Proposition 1.3(c). Let µ : Y
(n)
h1,h2,h3

⊗Y
(n)
h1,h2,h3

→ Y
(n)
h1,h2,h3

be the
multiplication map. The following is straightforward:

Proposition 1.4. (a) The relation (Y0) is equivalent to [ξi(z), ξj(w)] = 0.
(b) The relation (Y1) is equivalent to h2 · (w − z)[x+i (z), x

−
j (w)] = δi,j(ξi(z)− ξi(w)).

(c) The relations (Y3,Y4) are equivalent to

pi,j(z, σ
+
j )ξi(z)x

+
j,s = −pj,i(σ+

j , z)x
+
j,sξi(z), pj,i(σ

−
j , z)ξi(z)x

−
j,s = −pi,j(z, σ−j )x−j,sξi(z).

(d) The relation (Y2) is equivalent to

∂
degi,j;n
z µ

(
pi,j(z, σ

+,(2)
j )x+i (z)⊗ x+j,s + pj,i(σ

+,(1)
j , z)x+j,s ⊗ x+i (z)

)
= 0,

∂
degi,j;n
z µ

(
pj,i(σ

−,(2)
j , z)x−i (z)⊗ x−j,s + pi,j(z, σ

−,(1)
j )x−j,s ⊗ x−i (z)

)
= 0,

where we set degi,j;n := deg(pi,j(z, w)), σ
±,(1)
j (a⊗ b) := σ±j (a)⊗ b, σ

±,(2)
j (a⊗ b) := a⊗ σ±j (b).

Remark 1.5. Let DY
(n)
h1,h2,h3

be the unital associative C-algebra generated by {x±i,k, ξi,k}k∈Zi∈[n]

with the defining relations (Y0–Y5). A similar construction for Yh(g) was first introduced in [D]

(see also [KT]). We equip DY
(n)
h1,h2,h3

with a formal coproduct by assigning

∆(x̃+i (z)) = x̃+i (z)⊗ 1 + ξ̃−i (z)⊗ x̃+i (z), ∆(x̃−i (z)) = x̃−i (z)⊗ ξ̃+i (z) + 1⊗ x̃−i (z),

∆(ξ̃±i (z)) = ξ̃±i (z)⊗ ξ̃±i (z),
(3)

where x̃±i (z) :=
∑
k∈Z x

±
i,kz
−k−1, ξ̃+i (z) := 1 +

∑
r≥0 ξi,rz

−r−1, ξ̃−i (z) := 1−∑s<0 ξi,sz
−s−1.
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1.4. Fock representations.

For p ∈ [n] and u ∈ C×, let F p(u) be a C-vector space with the basis {|λ〉} labeled by
all partitions λ. Given such λ = (λ1, λ2, . . .) and s ∈ Z>0, let λ ± 1s := (λ1, . . . , λs ± 1, . . .)
and define cs(λ) := p + s − λs ∈ Z. We also write a ≡ b if a − b is divisible by n and set
δ̄a,b := δa≡b. We write g(z)± for the expansion of a rational function g(z) in z∓1, respectively.
Set ψ(z) := (q − q−1z)/(1− z). The following result is due to [FJMM2, Section 2.5].

Proposition 1.6. (a) For n > 1, the following formulas define an action of U
(n)
q1,q2,q3 on F p(u) :

〈λ+ 1l|ej(z)|λ〉 = δ̄cl(λ),j+1

cs(λ)≡j∏

1≤s<l

ψ(qλs−λl−1
1 qs−l3 )

cs(λ)≡j+1∏

1≤s<l

ψ(qλl−λs

1 ql−s3 ) · δ(qλl

1 q
l−1
3 u/z),

〈λ|fj(z)|λ+ 1l〉 = δ̄cl(λ),j+1

cs(λ)≡j∏

s>l

ψ(qλs−λl−1
1 qs−l3 )

cs(λ)≡j+1∏

s>l

ψ(qλl−λs

1 ql−s3 ) · δ(qλl

1 q
l−1
3 u/z),

〈λ|ψ±j (z)|λ〉 =
cs(λ)≡j∏

s≥1

ψ(qλs−1
1 qs−13 u/z)±

cs(λ)≡j+1∏

s≥1

ψ(z/qλs

1 qs−13 u)±,

while all other matrix coefficients are set to be zero.

(b) For n = 1, the same formulas with the matrix coefficient of f0(z) multiplied by q(1−q3)

1−q−1
1

define

an action of U
(1)
q1,q2,q3 on F 0(u).

Remark 1.7. (a) If λ+1l (resp. λ) is not a partition, while λ (resp. λ+1l) is a partition, then
the right-hand side of the first (resp. second) formula is zero, hence, the equality is vacuous.
(b) The above infinite products can be simplified to finite products, due to ψ(1/z)ψ(q2z) = 1.
(c) The Fock representations F p(u) were originally constructed from the “vector representa-

tions” by using the semi-infinite wedge construction and the formal coproduct (2) on U
(n)
q1,q2,q3 .

Let us define analogous Fock representations of Y
(n)
h1,h2,h3

. For p ∈ [n] and v ∈ C, let aF p(v)

be a C-vector space with the basis {|λ〉}. We also set φ(z) := z−h2

z and δ+(z) :=
∑∞

r=0 z
r.

Proposition 1.8. (a) For n > 1, the following formulas define an action of Y
(n)
h1,h2,h3

on aF p(v) :

〈λ+1l|x+j (z)|λ〉 =
δ̄cl(λ),j+1

z

cs(λ)≡j∏

1≤s<l

φ((λs−λl−1)h1+(s−l)h3)
cs(λ)≡j+1∏

1≤s<l

φ((λl−λs)h1+(l−s)h3)

×δ+((λlh1 + (l − 1)h3 + v)/z),

〈λ|x−j (z)|λ+1l〉 =
δ̄cl(λ),j+1

z

cs(λ)≡j∏

s>l

φ((λs−λl−1)h1+(s−l)h3)
cs(λ)≡j+1∏

s>l

φ((λl−λs)h1+(l−s)h3)

×δ+((λlh1 + (l − 1)h3 + v)/z),

〈λ|ξj(z)|λ〉 =
cs(λ)≡j∏

s≥1

φ((λs − 1)h1 +(s− 1)h3 + v− z)+
cs(λ)≡j+1∏

s≥1

φ(z− (λsh1 +(s− 1)h3 + v))+,

while all other matrix coefficients are set to be zero.
(b) For n = 1, the same formulas with the matrix coefficient of x−0 (z) multiplied by −h3/h1
define an action of Y

(1)
h1,h2,h3

on aF 0(v), cf. [T1, Proposition 4.4].

Remark 1.9. For v /∈ {−ah1−bh3|a, b ∈ N}, we get an action of DY
(n)
h1,h2,h3

(from Remark 1.5)

on aF p(v) by changing δ+(· · · ) δ(· · · ) and φ(· · · )+  φ(· · · )± in the above formulas.
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1.5. Tensor products of Fock representations.

In addition to the Fock modules, we will also need their tensor products. Given r ∈ Z>0 and
p = (p1, . . . , pr) ∈ [n]r,u = (u1, . . . , ur) ∈ (C×)r, consider the Fock modules {F pk(uk)}rk=1.

Using the formal coproduct (2) on the algebra U
(n)
q1,q2,q3 , one can define an action of U

(n)
q1,q2,q3

on Fp(u) := F p1(u1)⊗ · · · ⊗ F pr (ur), but only if {uk}rk=1 are not in resonance, see [FJMM1].

This module has the basis {|λ〉} labeled by r-tuples of partitions λ = (λ(1), . . . , λ(r)). Define

c
(a)
s (λ) := cs(λ

(a)) and let λ + 1
(a)
s denote (λ(1), . . . , λ(a) + 1s, . . . , λ

(r)). For 1 ≤ a, b ≤ r and

s, l ∈ Z>0, we say (a, s) ≺ (b, l) if either a < b or a = b, s < l. We also set χ
(a)
s := q

λ(a)
s

1 qs−13 ua.

Proposition 1.10. (a) For n > 1, the following formulas define an action of U
(n)
q1,q2,q3 on Fp(u)

〈λ + 1
(b)
l |ej(z)|λ〉 = δ̄

c
(b)
l

(λ),j+1

c(a)
s (λ)≡j∏

(a,s)≺(b,l)

ψ
(
χ(a)
s /q1χ

(b)
l

) c(a)
s (λ)≡j+1∏

(a,s)≺(b,l)

ψ
(
χ
(b)
l /χ(a)

s

)
· δ(χ(b)

l /z),

〈λ|fj(z)|λ+ 1
(b)
l 〉 = δ̄

c
(b)
l

(λ),j+1

c(a)
s (λ)≡j∏

(a,s)≻(b,l)

ψ
(
χ(a)
s /q1χ

(b)
l

) c(a)
s (λ)≡j+1∏

(a,s)≻(b,l)

ψ
(
χ
(b)
l /χ(a)

s

)
· δ(χ(b)

l /z),

〈λ|ψ±j (z)|λ〉 =
r∏

a=1

c(a)
s (λ)≡j∏

s≥1

ψ(χ(a)
s /q1z)

±
r∏

a=1

c(a)
s (λ)≡j+1∏

s≥1

ψ(z/χ(a)
s )±,

while all other matrix coefficients are set to be zero.

(b) For n = 1, the same formulas with the matrix coefficient of f0(z) multiplied by q(1−q3)

1−q−1
1

define

an action of U
(1)
q1,q2,q3 on F 0(u).

Remark 1.11. The parameters {uk} are not in resonance exactly when the first two formulas

are well-defined (do not have zeroes in denominators) for any r-tuples of partitions λ,λ+1
(b)
l .

Let r ∈ Z>0,p ∈ [n]r,v ∈ Cr, and assume that {vk}rk=1 are not in resonance. Considering

the additivization of the above proposition, we get an action of Y
(n)
h1,h2,h3

on the vector space
aFp(v) with the basis {|λ〉} labeled by r-tuples of partitions. Set x

(a)
s := λ

(a)
s h1+(s−1)h3+va.

Proposition 1.12. (a) For n > 1, the following formulas define an action of Y
(n)
h1,h2,h3

on aFp(v)

〈λ+ 1
(b)
l |x+j (z)|λ〉 = δ̄

c
(b)
l

(λ),j+1

c(a)
s (λ)≡j∏

(a,s)≺(b,l)

x
(a)
s − x

(b)
l + h3

x
(a)
s − x

(b)
l − h1

c(a)
s (λ)≡j+1∏

(a,s)≺(b,l)

x
(b)
l − x

(a)
s − h2

x
(b)
l − x

(a)
s

· δ
+(

x
(b)
l

z )

z
,

〈λ|x−j (z)|λ+ 1
(b)
l 〉 = δ̄

c
(b)
l

(λ),j+1

c(a)
s (λ)≡j∏

(a,s)≻(b,l)

x
(a)
s − x

(b)
l + h3

x
(a)
s − x

(b)
l − h1

c(a)
s (λ)≡j+1∏

(a,s)≻(b,l)

x
(b)
l − x

(a)
s − h2

x
(b)
l − x

(a)
s

· δ
+(

x
(b)
l

z )

z
,

〈λ|ξj(z)|λ〉 =




r∏

a=1

c(a)
s (λ)≡j∏

s≥1

x
(a)
s − z + h3

x
(a)
s − z − h1

r∏

a=1

c(a)
s (λ)≡j+1∏

s≥1

z − x
(a)
s − h2

z − x
(a)
s




+

,

while all other matrix coefficients are set to be zero.
(b) For n = 1, the same formulas with the matrix coefficient of x−0 (z) multiplied by −h3/h1
define an action of Y

(1)
h1,h2,h3

on aF0(v).

Remark 1.13. A short proof of Proposition 1.12 is based on the identification aFp(v) ≃
aF p1(v1)⊗· · ·⊗aF pr (vr), where aF pk(vk) are viewed as DY

(n)
h1,h2,h3

-modules, see Remarks 1.5, 1.9.
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2. Formal algebras and their classical limits

In this section, we introduce the formal versions of our algebras of interest and relate their
classical limits to the well-known algebras of difference and differential operators on C×. We
work in the formal setting, that is, over C[[~]] or C[[~1, ~2]] where ~, ~1, ~2 are formal variables
(here C[[~1, ~2]] is the completion of C[~1, ~2] with respect to the N-grading with deg(~1) =
deg(~2) = 1). Our notations follow [T2].

2.1. Algebras d
(n)
q and d̄

(n)
q .

For q ∈ C[[~]]×, define the algebra of q-difference operators on C×, denoted by dq, to be the
unital associativeC[[~]]-algebra topologically generated by Z±1, D±1 with the defining relations:

Z±1Z∓1 = 1, D±1D∓1 = 1, DZ = q · ZD.

Define the associative algebra d
(n)
q := Mn ⊗ dq, where Mn stands for the algebra of n × n

matrices (so that d
(n)
q is the algebra of n× n matrices with values in dq). We will view d

(n)
q as

a Lie algebra with the natural Lie bracket – the commutator [·, ·]. It is easy to check that the

following formula defines a 2-cocycle φ
d
(n)
q

∈ C2(d
(n)
q ,C[[~]]):

φ
d
(n)
q

(M1 ⊗Dk1Z l1 ,M2 ⊗Dk2Z−l2) =

{
tr(M1M2) · q−l1k2 1−ql1(k1+k2)

1−qk1+k2
if l1 = l2,

0 otherwise,

for any M1,M2 ∈ Mn and k1, k2, l1, l2 ∈ Z. Here 1−ql1(k1+k2)

1−qk1+k2
∈ C[[~]] is understood in the sense

of evaluating 1−xl1

1−x ∈ C[x±1] at x = qk1+k2 . In particular, 1−ql1(k1+k2)

1−qk1+k2
= l1 if k1 + k2 = 0.

This endows d̄
(n)
q := d

(n)
q ⊕C[[~]] · cd with the Lie algebra structure via [X +λcd, Y + µcd] =

XY − Y X + φ
d
(n)
q

(X,Y )cd for any X,Y ∈ d
(n)
q and λ, µ ∈ C[[~]], so that cd is central.

2.2. Algebras D
(n)
~

and D̄
(n)
~

.

Define the algebra of ~-differential operators on C×, denoted by D~, to be the unital asso-
ciative C[[~]]-algebra topologically generated by ∂, x±1 with following defining relations:

x±1x∓1 = 1, ∂x = x(∂ + ~).

Define the associative algebraD
(n)
~

:= Mn⊗D~ (so thatD
(n)
~

is the algebra of n×nmatrices with

values in D~). We will view D
(n)
~

as a Lie algebra with the natural Lie bracket – the commutator

[·, ·]. Following [BKLY, Formula (2.3)], consider a 2-cocycle φ
D

(n)
~

∈ C2(D
(n)
~
,C[[~]]):

φ
D

(n)
~

(M1⊗f1(∂)xk,M2⊗f2(∂)xl) =





tr(M1M2)
∑k−1
a=0 f1(a~)f2((a− k)~) if k = −l > 0,

−tr(M1M2)
∑−k−1

a=0 f2(a~)f1((a+ k)~) if k = −l < 0,
0 otherwise,

for arbitrary polynomials f1, f2 and any M1,M2 ∈ Mn, k, l ∈ Z.

This endows D̄
(n)
~

:= D
(n)
~

⊕C[[~]]·cD with the Lie algebra structure via [X+λcD, Y +µcD] =

XY − Y X + φ
D

(n)
~

(X,Y )cD for any X,Y ∈ D
(n)
~

and λ, µ ∈ C[[~]], so that cD is central.

2.3. Homomorphism Ῡωn
m,n.

In this section, we assume that q − ωN ∈ ~C[[~]]× for a certain N -th root of unity ωN =
N
√
1 ∈ C×. Let us consider the completions of d

(n)
q , d̄

(n)
q and D

(n)
~
, D̄

(n)
~

with respect to the
ideals J

d
(n)
q

= Mn ⊗ (DN − 1, q − ωN ) and J
D

(n)
~

= Mn ⊗ (∂, ~):
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• d̂
(n)
q := lim

←−
d
(n)
q /d

(n)
q · (DN − 1, q − ωN)

r and ̂̄d
(n)

q := lim
←−

d̄
(n)
q /d̄

(n)
q · (DN − 1, q − ωN)

r ;

• D̂
(n)
~

:= lim
←−

D
(n)
~
/D

(n)
~

· (∂, ~)r and ̂̄D
(n)

~ := lim
←−

D̄
(n)
~
/D̄

(n)
~

· (∂, ~)r.

Remark 2.1. (a) Taking completions of d
(n)
q and D

(n)
~

with respect to the ideals J
d
(n)
q

and J
D

(n)
~

commutes with taking central extensions with respect to the 2-cocycles φ
d
(n)
q

and φ
D

(n)
~

.

(b) Specializing ~ or q to complex parameters h0 ∈ C or q0 ∈ C×, we get the matrix algebras

d
(n)
q0 and D

(n)
h0

with values in the classical C-algebras of difference/differential operators on C×

as well as their one-dimensional central extensions. The latter are the C-algebras given by the
same collections of the generators and the defining relations. However, one can not define their
completions as above. This is one of the key reasons we choose to work in the formal setting.

For m,n ∈ Z>0, we identify Mm⊗Mn ≃ Mmn via Ea,b⊗Ek,l 7→ Em(k−1)+a,m(l−1)+b for any
1 ≤ a, b ≤ m, 1 ≤ k, l ≤ n. Our next result relates the above different families of completions.

Theorem 2.2. (a) Fix an n-th root of unity ωn and set q := ωn exp(~). The assignment

D 7→




qn−1en∂ 0 0 · · · 0 0
0 qn−2en∂ 0 · · · 0 0
0 0 qn−3en∂ · · · 0 0
...

...
...

. . .
...

...
0 0 0 · · · qen∂ 0
0 0 0 · · · 0 en∂



, Z 7→




0 1 0 · · · 0 0
0 0 1 · · · 0 0
...

...
...

. . .
...

...
0 0 0 · · · 1 0
0 0 0 · · · 0 1
x 0 0 · · · 0 0




gives rise to a C[[~]]-algebra homomorphism Υωn

1,n : d̂
(1)
ωn exp(~) → D̂

(n)
~
.

(b) Combining Υωn

1,n from part (a) with the above identification Mm ⊗ Mn ≃ Mmn, we get a

C[[~]]-algebra homomorphism Υωn
m,n : d̂

(m)
ωn exp(~) → D̂

(mn)
~

for any m,n ∈ Z>0.

(c) The assignment cd 7→ cD, A 7→ Υωn
m,n(A) for A ∈ d

(m)
ωn exp(~) gives rise to a C[[~]]-algebra

homomorphism Ῡωn
m,n :

̂̄d
(m)

ωn exp(~) → ̂̄D
(mn)

~ .

(d) If ωn is a primitive n-th root of unity, then Υωn
m,n and Ῡωn

m,n are isomorphisms.

Proof of Theorem 2.2.
(a) Let us denote the above n×n matrices by X and Y , respectively. They are invertible and

satisfy the identity XY = qY X (which follows from en∂xe−n∂ = en~x = qnx). Hence, there

exists a C[[~]]-algebra homomorphism Υωn

1,n : d
(1)
ωn exp(~) → D̂

(n)
~

such that Υωn

1,n(D
±1) = X±1

and Υωn

1,n(Z
±1) = Y ±1. Since q − ωn ∈ ~C[[~]] and Υωn

1,n(D
n − 1) ∈ D̂

(n)
~

· (∂, ~), the above

homomorphism induces the homomorphism d̂
(1)
ωn exp(~) → D̂

(n)
~

also denoted by Υωn

1,n.

(b) Follows immediately from (a).
(c) It suffices to check the following equality:

φ
d
(m)

ωn exp(~)

(M1 ⊗Dk1Z l1 ,M2 ⊗Dk2Z l2) = φ
D̂

(mn)
~

(Υωn
m,n(M1 ⊗Dk1Z l1),Υωn

m,n(M2 ⊗Dk2Z l2))

for any M1,M2 ∈ Mm and k1, k2, l1, l2 ∈ Z. This is a straightforward verification.
(d) Let us now assume that ωn is a primitive n-th root of unity. To prove Υωn

m,n is an

isomorphism, it suffices to show that the induced linear map Υωn;r
m,n : d

(m)
ωn exp(~)/(D

n − 1, ~)r →
D

(mn)
~

/(∂, ~)r is an isomorphism for any r ∈ Z>0. For the latter, it suffices to prove that Υωn;r
1,n

is an isomorphism, due to our definition of Υωn
m,n.
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For any r ∈ Z>0, the following holds:

• {~s1Ds2Zk|k ∈ Z, s1, s2 ∈ N, ns1 + s2 < nr} is a C-basis of d
(1)
ωn exp(~)/(D

n − 1, ~)r,

• {Ea,b ⊗ ~s1∂s2xk|1 ≤ a, b ≤ n, k ∈ Z, s1, s2 ∈ N, s1 + s2 < r} is a C-basis of D
(n)
~
/(∂, ~)r,

• the linear map Υωn;r
1,n induces a linear map Υωn;r,0

1,n : Vr,0 →Wr,0, where

Vr,0 := spanC{~s1Ds2 |s1, s2 ∈ N, ns1 + s2 < nr} − subspace of d
(1)
ωn exp(~)/(D

n − 1, ~)r,

Wr,0 := spanC{Ea,a ⊗ ~s1∂s2 |1 ≤ a ≤ n, s1, s2 ∈ N, s1 + s2 < r} − subspace of D
(n)
~
/(∂, ~)r.

Explicit formulas for powers of the matrix Y imply that Υωn;r
1,n is an isomorphism if and only

if Υωn;r,0
1,n is an isomorphism. The latter is equivalent to Υωn;r,0

1,n being surjective as

dim(Vr,0) =
nr(r + 1)

2
= dim(Wr,0).

For any 0 ≤ s ≤ r− 1, the restriction of Υωn;r,0
1,n to spanC{~s · (Dn− 1)r−s−1 ·Di|0 ≤ i ≤ n− 1}

maps it isomorphically onto spanC{Ek,k ⊗ ~s(n∂ + (n− k)~)r−s−1|1 ≤ k ≤ n}. It is here that
we use the fact that ωn is a primitive n-th root of unity. Therefore:

{Ek,k ⊗ ~s∂r−s−1|1 ≤ k ≤ n, 0 ≤ s ≤ r − 1} ⊂ Im(Υωn;r,0
1,n ).

Considering now the restriction of Υωn;r,0
1,n to spanC{~s · (Dn − 1)r−s−2 ·Di}0≤i≤n−10≤s≤r−2 and com-

bining this with the aforementioned inclusion, we get

{Ek,k ⊗ ~s∂r−s−2|1 ≤ k ≤ n, 0 ≤ s ≤ r − 2} ⊂ Im(Υωn;r,0
1,n ).

Proceeding further by induction, we see that Υωn;r,0
1,n is surjective. Therefore:

Υωn;r,0
1,n − isomorphism ⇒ Υωn;r

1,n − isomorphism ⇒ Υωn;r
m,n − isomorphism ⇒ Υωn

m,n− isomorphism.

Combining this with part (c), we also see that Ῡωn
m,n is a C[[~]]-algebra isomorphism. �

2.4. Algebras U
(m),ω
~1,~2

and U
(m),ω
~1

.

Throughout this section, we fix a root of unity ω ∈ C× and let ~1, ~2 be formal variables,
while we set ~3 := −~1 − ~2. First, we introduce the formal version of the quantum toroidal

algebra U
(m)
q1,q2,q3 with q1 = ωeh1/m, q2 = eh2/m, q3 = ω−1e−(h1+h2)/m. Define

q1 := ω exp(~1/m), q2 := exp(~2/m), q3 := ω−1 exp(~3/m) ∈ C[[~1, ~2]]
×.

Note that replacing qi by qi, the relations (T0,T2–T6) are defined over C[[~1, ~2]], while (T1)
is not well-defined as we have q − q−1 in the denominator. To fix this, we will rather use the
generators hi,k, where we present ψ±1i,0 in the form ψ±1i,0 = exp

(
± ~2

2mhi,0
)
, so that

ψ±i (z) = exp

(
± ~2

2m
hi,0

)
· exp

(
±(q− q−1)

∑

r>0

hi,±rz
∓r

)
with q =

√
q2 = exp

(
~2

2m

)
.

Switching from {ψi,k, ψ−1i,0 }k∈Zi∈[m] to {hi,k}k∈Zi∈[m], the relations (T4,T5) get modified to

(H) [hi,k, ej,l] = bm(i, j; k) · ej,l+k, [hi,k, fj,l] = −bm(i, j; k) · fj,l+k for i, j ∈ [m], k, l ∈ Z,

where bm(i, j; 0) := ai,j , while bm(i, j; k) is given by the formula (1) from Section 1.1 for k 6= 0.
These relations are well-defined in the formal setting as [k]q ∈ C[[~1, ~2]]. We also note that the

right-hand side of (T1) is now a series in z±1, w±1 with coefficients in C[[~1, ~2]][{hi,k}k∈Zi∈[m]].

Definition 2.3. U
(m),ω
~1,~2

is the unital associative C[[~1, ~2]]-algebra topologically generated by

{ei,k, fi,k, hi,k}k∈Zi∈[m] with the defining relations (T0–T3,H,T6) whereas qi  qi, n m.
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Its classical limit U
(m),ω
~1

is defined by

U
(m),ω
~1

:= U
(m),ω
~1,~2

/(~2).

It is the unital associative C[[~1]]-algebra topologically generated by {ei,k, fi,k, hi,k}k∈Zi∈[m] subject

to the relations (T2,T3,T6) (whereas q1  q1, q2  1, q3  q−11 , q  1, d q1, n m) and

(T0L) [hi,k, hj,l] = 0,

(T1L) [ei,k, fj,l] = δi,j · hi,l+k,

(T4L) [hi,k, ej,l] = b′m(i, j; k) · ej,l+k,

(T5L) [hi,k, fj,l] = −b′m(i, j; k) · fj,l+k,
for all i, j ∈ [m] and k, l ∈ Z. Here b′m(i, j; k) ∈ C[[~1]] is the image of bm(i, j; k) ∈ C[[~1, ~2]]:

b′m(i, j; k) = −qk1δj,i+1 + 2δj,i − q−k1 δj,i−1 =





ai,j · q−kmi,j

1 if m > 2,

2δi,j − (qk1 + q−k1 )δi+1,j if m = 2,

2− qk1 − q−k1 if m = 1.

Remark 2.4. Specializing ~1 to a complex parameter h1 ∈ C, we obtain a C-algebra U
(m),ω
h1

gen-

erated by {ei,k, fi,k, hi,k}k∈Zi∈[m] with the same defining relations (T0L,T1L,T2,T3,T4L,T5L,T6)

whereas q1  q1 := ωe
h1
m ∈ C×.

The following result is straightforward:

Proposition 2.5. The assignment

e0,k 7→ Em,1 ⊗DkZ, f0,k 7→ E1,m ⊗ Z−1Dk, h0,k 7→ Em,m ⊗Dk − E1,1 ⊗ (qm1 D)k + cd,

ei,k 7→ Ei,i+1 ⊗ (qm−i1 D)k, fi,k 7→ Ei+1,i ⊗ (qm−i1 D)k, hi,k 7→ (Ei,i − Ei+1,i+1)⊗ (qm−i1 D)k

for i ∈ [m]\{0}, k ∈ Z, gives rise to a C[[~1]]-algebra homomorphism θ(m) : U
(m),ω
~1

→ U(d̄
(m)
qm
1
).

Define a free C[[~1]]-submodule d̄
(m),0
qm
1

⊂ d̄
(m)
qm
1

as follows:

• For m ≥ 2, d̄
(m),0
qm
1

is spanned by

{C[[~1]]cd, Ak,l ⊗DkZ l|k, l ∈ Z, Ak,l ∈ Mm ⊗ C[[~1]], tr(Ak,l) ∈ ~1C[[~1]], tr(A0,0) = 0};
• For m = 1, d̄

(m),0
qm
1

is spanned by {C[[~1]]cd, ~1C[[~1]]D±s, ~s−11 C[[~1]]D
kZ±s|k ∈ Z, s ∈ Z>0}.

Lemma 2.6. d̄
(m),0
qm
1

is a Lie subalgebra of d̄
(m)
qm
1

and Im(θ(m)) ⊂ U(d̄
(m),0
qm
1

).

In fact, we have the following result:

Theorem 2.7. θ(m) gives rise to an isomorphism θ(m) : U
(m),ω
~1

∼−→U(d̄
(m),0
qm
1

).

Actually, a more general result is proved in [T2, Theorem 2.1]:

Theorem 2.8. For h1 ∈ C\{Q · π
√
−1}, let U(m),ω

h1
be as in Remark 2.4 and d̄

(m),0
qm1

⊂ d̄
(m)
qm1

be

the Lie subalgebra spanned by {cd, Ak,l ⊗ DkZ l|k, l ∈ Z, Ak,l ∈ Mm, tr(A0,0) = 0}. Then, the

same formulas define a C-algebra isomorphism θ(m) : U
(m),ω
h1

∼−→U(d̄
(m),0
qm1

).

Since all the defining relations of U
(m),ω
~1

are of Lie type, it is isomorphic to an enveloping

algebra of the Lie algebra generated by {ei,k, fi,k, hi,k}k∈Zi∈[m] with the same defining relations.

Thus, Theorem 2.7 provides a presentation of the Lie algebra d̄
(m),0
qm
1

by generators and relations.
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2.5. Algebras Y
(n)
~1,~2

and Y
(n)
~1

.

Analogously to the previous section, let ~1, ~2 be formal variables and set ~3 := −~1 − ~2.

Definition 2.9. Y
(n)
~1,~2

is the unital associative C[[~1, ~2]]-algebra topologically generated by

{x±i,r, ξi,r}r∈Ni∈[n] with the defining relations (Y0–Y5) whereas hi  ~i/n.

We equip the algebra Y
(n)
~1,~2

with the N-grading via deg(x±i,r) = deg(ξi,r) = r, deg(~s) = 1

for all i ∈ [n], r ∈ N, s ∈ {1, 2, 3}. Its classical limit Y
(n)
~1

(a formal version of the C-algebra

Y
(n)
h1

:= Y
(n)
h1/n,0,−h1/n

with h1 ∈ C) is defined by

Y
(n)
~1

:= Y
(n)
~1,~2

/(~2).

It is a unital associative C[[~1]]-algebra. The following result is straightforward:

Proposition 2.10. The assignment

x+0,r 7→ En,1 ⊗ ∂rx, x+i,r 7→ Ei,i+1 ⊗ (∂ + (1− i/n)~1)
r,

x−0,r 7→ E1,n ⊗ x−1∂r, x−i,r 7→ Ei+1,i ⊗ (∂ + (1− i/n)~1)
r,

ξ0,r 7→ En,n ⊗ ∂r − E1,1 ⊗ (∂ + ~1)
r + δ0,rcD, ξi,r 7→ (Ei,i − Ei+1,i+1)⊗ (∂ + (1− i/n)~1)

r

for i ∈ [n]\{0}, r ∈ N, gives rise to a C[[~1]]-algebra homomorphism ϑ(n) : Y
(n)
~1

→ U(D̄
(n)
~1

).

Define a free C[[~1]]-submodule D̄
(n),0
~1

⊂ D̄
(n)
~1

as follows:

• For n ≥ 2, D̄
(n),0
~1

is spanned by

{C[[~1]]cD, Ar,l ⊗ ∂rxl|r ∈ N, l ∈ Z, Ar,l ∈ Mn ⊗ C[[~1]], tr(Ar,l) ∈ ~1C[[~1]]};
• For n = 1, D̄

(n),0
~1

is spanned by {C[[~1]]cD, ~1C[[~1]]∂r, ~s−11 C[[~1]]∂
rx±s|r ∈ N, s ∈ Z>0}.

Lemma 2.11. D̄
(n),0
~1

is a Lie subalgebra of D̄
(n)
~1

and Im(ϑ(n)) ⊂ U(D̄
(n),0
~1

).

In fact, we have the following result:

Theorem 2.12. ϑ(n) gives rise to an isomorphism ϑ(n) : Y
(n)
~1

∼−→U(D̄
(n),0
~1

).

Actually, a more general result is proved in [T2, Theorem 2.2]:

Theorem 2.13. For h1 ∈ C×, the same formulas define an isomorphism ϑ(n) : Y
(n)
h1

∼−→U(D̄
(n)
h1

).

Since all the defining relations of Y
(n)
~1

are of Lie type, it is isomorphic to an enveloping

algebra of the Lie algebra generated by {x±i,r, ξi,r}r∈Ni∈[n] with the same defining relations. Thus,

Theorem 2.12 provides a presentation of the Lie algebra D̄
(n),0
~1

by generators and relations.

2.6. Flatness and faithfulness.

The main result of this section is:

Theorem 2.14. (a) The algebra U
(m),ω
~1,~2

is a flat C[[~2]]-deformation of U
(m),ω
~1

≃ U(d̄
(m),0
qm
1

).

(b) The algebra Y
(n)
~1,~2

is a flat C[[~2]]-deformation of Y
(n)
~1

≃ U(D̄
(n),0
~1

).

Proof of Theorem 2.14.

To prove Theorem 2.14, it suffices to provide a faithful U(d̄
(m),0
qm
1

)-representation (resp.

U(D̄
(n),0
~1

)-representation) which admits a flat deformation to a representation of U
(m),ω
~1,~2

(resp.

Y
(n)
~1,~2

). To make use of the representations from Sections 1.4, 1.5, we will need to work not over
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C[[~1, ~2]], but rather over the ring R, defined as a localization of C[[~1, ~2]] by the multiplicative

set {(~1 − ν1~2) · · · (~1 − νs~2)}νr∈Cs∈Z>0
. Note that R̄ := R/(~2) ≃ C((~1)). We define

U
(m),ω
R := U

(m),ω
~1,~2

⊗C[[~1,~2]] R, Y
(n)
R := Y

(n)
~1,~2

⊗C[[~1,~2]] R.

Consider the Lie algebra gl∞ := {∑k,l∈Z ak,lEk,l|ak,l ∈ C[[~1]] and ak,l = 0 for |k − l| ≫ 0}.
Let ḡl∞ := gl∞ ⊕ C[[~1]] · κ be the central extension of this Lie algebra via the 2-cocycle

φgl∞

(∑
ak,lEk,l,

∑
bk,lEk,l

)
=
∑

k<0≤l

ak,lbl,k −
∑

l<0≤k

ak,lbl,k.

For any u,Q ∈ C[[~1]]
×, consider the homomorphism τu : UR̄(d̄

(m),0
Q ) → UR̄(ḡl∞) such that

Eα,β ⊗ ZkDl 7→
∑

a∈Z

ulQalEm(a+k)−α,ma−β + δk,0δα,β
1− ulQl

1−Ql
κ, cd 7→ −κ,

where we set 1−ulQl

1−Ql := 0 if Ql = 1. In what follows, we choose Q := qm1 = ωm exp(~1).

Let ̟u : U
(m),ω

R̄
→ UR̄(ḡl∞) be the composition of θ(m) and τu. For any i ∈ [m], we get

̟u(ei(z)) =
∑

a∈Z

δ(qma+m−i1 u/z)Ema−i,ma−i−1, ̟u(fi(z)) =
∑

a∈Z

δ(qma+m−i1 u/z)Ema−i−1,ma−i.

For any 0 ≤ p ≤ m − 1, let F p∞ be the (−p − 1)-th fundamental representation of ḡl∞.
It is realized on ∧−p−1+∞/2C∞ with the highest weight vector w−p−1 ∧ w−p−2 ∧ w−p−3 ∧ · · ·
(here C∞ is a C-vector spaces with the basis {wk}k∈Z). Comparing the formulas for the Fock

U
(m),ω
R -module F pR(u) with those for the ḡl∞-action on F p∞, we see that F pR(u) degenerates

to ̟∗
q
p−m
1 u

(F p∞) (the intertwining linear map is given by |λ〉 7→ w−p+λ1−1 ∧ w−p+λ2−2 ∧ · · · ).
Moreover, it is easy to see that any finite tensor product F p1R (u1)⊗· · ·⊗F prR (ur) (with u1, . . . , ur
not in resonance) degenerates to ̟∗

q
p1−m

1 u1
(F p1∞ ) ⊗ · · · ⊗ ̟∗

q
pr−m
1 ur

(F pr∞ ). It remains to prove

that
⊕

r≥1

⊕p1,...,pr∈[m]
u1,...,ur∈C[[~1]]×

τ∗u1
(F p1∞ )⊗ · · · ⊗ τ∗ur

(F pr∞ ) is a faithful representation of U(d̄
(m),0
Q ).

This follows from the corresponding statement after factoring by (~1), where it is obvious.

In the case of Y
(n)

R̄
, we use the homomorphism ςv : UR̄(D̄

(n),0
~1

) → UR̄(ḡl∞) defined by

Eα,β ⊗ xk∂r 7→
∑

a∈Z

(v + a~1)
rEn(a+k)−α,na−β − δk,0δα,βcrκ, cD 7→ −κ,

with the constants cN ∈ R̄ determined recursively from
∑N

a=1

(
N
a

)
~a1cN−a = (v + ~1)

N for
N ≥ 1. The rest of the arguments are the same. This completes our proof of Theorem 2.14. �

The above proof also implies the following result:

Corollary 2.15. (a) The following is a faithful U
(m),ω
R -representation:

FR :=
⊕

r≥1

p1,...,pr∈[m]⊕

u1,...,ur∈C[[~1]]×−not in resonance

F p1R (u1)⊗ · · · ⊗ F prR (ur).

(b) The following is a faithful Y
(n)
R -representation:

aFR :=
⊕

r≥1

p1,...,pr∈[n]⊕

v1,...,vr∈~1C[[~1]]−not in resonance

aF p1R (v1)⊗ · · · ⊗ aF prR (vr).
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3. Main Result

Fix m,n ≥ 1 and an mn-th root of unity ωmn = exp(2πki/mn) with k ∈ Z, gcd(k, n) = 1,
whereas i denotes i =

√
−1. Following [GTL], we construct a C[[~1, ~2]]-algebra homomorphism

Φωmn
m,n : Û

(m),ωmn

~1,~2
−→ Ŷ

(mn)
~1,~2

between the appropriate completions of the two algebras of interest.

3.1. Homomorphism Φωmn
m,n .

To state our main result, we introduce the following notations (compare to [GTL]):

• Let Ŷ
(mn)
~1,~2

be the completion of Y
(mn)
~1,~2

with respect to the N-grading from Section 2.5.

• Let J ⊂ U
(m),ωmn

~1,~2
be the kernel of the composition

U
(m),ωmn

~1,~2

~2→0−→ U
(m),ωmn

~1
→֒ U(d̄

(m)
qm
1
) −→ U(d̄

(m)
qm
1
/Mm ⊗ (Dn − 1, ~1)),

where the latter quotient is as in Section 2.3. We define

Û
(m),ωmn

~1,~2
:= lim
←−

U
(m),ωmn

~1,~2
/Jr

to be the completion of U
(m),ωmn

~1,~2
with respect to the ideal J.

• For i′, j′ ∈ [mn], we write i′ ≡ j′ if i′ − j′ is divisible by m.
• For i ∈ [m], i′ ∈ [mn], we write i′ ≡ i if i = i′ mod m.
• For i′ ∈ [mn], we define ξi′ (z) as in Section 1.3:

ξi′ (z) := 1 +
~2

mn

∑

r≥0

ξi′,rz
−r−1 ∈ Y

(mn)
~1,~2

[[z−1]].

• For i′ ∈ [mn], r ∈ N, we define ti′,r ∈ Y
(mn)
~1,~2

via
∑

r≥0

ti′,rz
−r−1 = ti′(z) := log(ξi′(z)).

• Consider the inverse Borel transform

B : z−1C[[z−1]] −→ C[[w]] defined by

∞∑

r=0

ar
zr+1

7→
∞∑

r=0

ar
r!
wr .

• For i′ ∈ [mn], we define Bi′(w) := B(ti′ (z)) ∈ ~2Y
(mn)
~1,~2

[[w]].

• For i′, j′ ∈ [mn] such that i′ ≡ j′, we define Hi′,j′(v) ∈ 1 + vC[[v]] by

Hi′,j′(v) :=





nv

e
nv
2 −e−

nv
2

if i′ = j′,

ω−i′

mn−ω
−j′

mn

ω−i′

mne
nv
2 −ω−j′

mn e
−nv

2
if i′ 6= j′.

• For i′, j′ ∈ [mn] such that i′ ≡ j′, we define Gi′,j′ (v) := log(Hi′,j′(v)) ∈ vC[[v]].
• For i′, j′ ∈ [mn] such that i′ ≡ j′, we define

γi′,j′ (v) := −Bj′(−∂v)∂vGi′,j′(v) ∈ Ŷ
(mn)
~1,~2

[[v]].

• For i′ ∈ [mn], we define gi′(v) :=
∑
r≥0 gi′,rv

r ∈ Ŷ
(mn)
~1,~2

[[v]] by

gi′(v) :=

(
~2

m(q− q−1)

)1/2

· exp


1

2

j′∈[mn]∑

j′≡i′

γi′,j′(v)


 .

Now we are ready to state our main result:
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Theorem 3.1. Fix m,n ≥ 1 and ωmn = exp(2πki/mn) with gcd(k, n) = 1. The assignment

(Φ0) hi,0 7→
i′∈[mn]∑

i′≡i

ξi′,0,

(Φ1) hi,l 7→
n

q− q−1

i′∈[mn]∑

i′≡i

ω−li
′

mn Bi′(ln),

(Φ2) ei,k 7→
i′∈[mn]∑

i′≡i

ω−ki
′

mn eknσ
+

i′ gi′(σ
+
i′ )x

+
i′,0,

(Φ3) fi,k 7→
i′∈[mn]∑

i′≡i

ω−ki
′

mn eknσ
−

i′ gi′(σ
−
i′ )x

−
i′,0,

for i ∈ [m], k ∈ Z, l ∈ Z\{0}, gives rise to a C[[~1, ~2]]-algebra homomorphism

Φωmn
m,n : Û

(m),ωmn

~1,~2
−→ Ŷ

(mn)
~1,~2

.

We present two different proofs of this result in Sections 4, 5, see also Section 3.3 below.

3.2. Classical limit of Φωmn
m,n .

Recall the isomorphisms

θ(m) : U
(m),ωmn

~1,~2
/(~2)

∼−→U(d̄
(m),0
qm
1

) and ϑ(mn) : Y
(mn)
~1,~2

/(~2)
∼−→U(D̄

(mn),0
~1

)

of Theorems 2.7 and 2.12, where q1 = ωmn exp(~1/m) ⇒ qm1 = ωn exp(~1) with ωn := ωmmn.
Considering factors by (~2), we get the classical limit of Φωmn

m,n which will be viewed as

Φ̄ωmn
m,n : U

(
̂̄d
(m),0

ωn exp(~1)

)
−→ U

(
̂̄D
(mn),0

~1

)
.

On the other hand, recall the homomorphism Ῡωn
m,n :

̂̄d
(m)

ωn exp(~1) → ̂̄D
(mn)

~1
from Theorem 2.2.

Proposition 3.2. The limit homomorphism Φ̄ωmn
m,n is induced by Ῡωn

m,n.

Proof of Proposition 3.2.
Note that ~2

m(q−q−1) ≡ 1 (mod ~2),
mn
~2
Bi′(v) ≡

∑∞
r=0

vr

r! ξi′,r (mod ~2) ⇒ gi′(v) ≡ 1 (mod ~2).

Combining this with the identity
∑∞

r=0
(kn)r

r! (∂ + s
mn~1)

r = (ω−1mnq1)
ksekn∂ , we get:

Φωmn
m,n (hi,k) ≡

∑

i′≡i

ω−ki
′

mn

∞∑

r=0

(kn)r

r!
ξi′,r ≡

n∑

a=1

∞∑

r=0

ω−k(m(a−1)+i)
mn

(kn)r

r!
ξm(a−1)+i,r (mod ~2),

Φωmn
m,n (ei,k) ≡

∑

i′≡i

ω−ki
′

mn

∞∑

r=0

(kn)r

r!
x+i′,r ≡

n∑

a=1

∞∑

r=0

ω−k(m(a−1)+i)
mn

(kn)r

r!
x+m(a−1)+i,r (mod ~2),

Φωmn
m,n (fi,k) ≡

∑

i′≡i

ω−ki
′

mn

∞∑

r=0

(kn)r

r!
x−i′,r ≡

n∑

a=1

∞∑

r=0

ω−k(m(a−1)+i)
mn

(kn)r

r!
x−m(a−1)+i,r (mod ~2).

Recalling the formulas of Propositions 2.5 and 2.10 for the images of {ei,k, fi,k, hi,k}k∈Zi∈[m] and

{x±i′,r, ξi′,r}r∈Ni′∈[mn] under θ
(m) and ϑ(mn), respectively, we get the result. �

Combining this result with Theorems 2.2(d), 2.14, and the condition gcd(k, n) = 1, we get:

Corollary 3.3. The homomorphism Φωmn
m,n is injective.
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3.3. Partial compatibility of Φωmn
m,n .

Note that Theorem 3.1 is equivalent to the assignment Φωmn
m,n given by (Φ0–Φ3) to be com-

patible with the defining relations (T0–T3,H,T6). In this section, we provide a straightforward
verification of the compatibility with (T0–T3,H) in spirit of [GTL]. However, we are not aware
of any direct verification of the Serre relations (T6) (the arguments in [GTL] heavily rely on
the existence of subalgebras Uq(Lsl2) ⊂ Uq(Lg) for which there are no Serre relations).

• Compatibility of Φωmn
m,n and (T0).

The equality [Φωmn
m,n (hi,k),Φ

ωmn
m,n (hj,l)] = 0 follows from (Φ0–Φ1) and the relation (Y0).

• Compatibility of Φωmn
m,n and (H).

If k = 0, then applying formulas (Φ0,Φ2,Φ3) and the relation (Y0), we get

[Φωmn
m,n (hi,0),Φ

ωmn
m,n (ej,l)] =

j′∈[mn]∑

j′≡j

i′∈[mn]∑

i′≡i

a
(mn)
i′,j′ ω

−lj′

mn e
lnσ+

j′ gj′(σ
+
j′ )x

+
j′,0,

[Φωmn
m,n (hi,0),Φ

ωmn
m,n (fj,l)] =

j′∈[mn]∑

j′≡j

i′∈[mn]∑

i′≡i

(−a(mn)i′,j′ )ω−lj
′

mn e
lnσ−

j′ gj′(σ
−
j′ )x

−
j′ ,0.

It remains to note that
∑i′∈[mn]
i′≡i a

(mn)
i′,j′ = a

(m)
i,j for any i, j ∈ [m], j′ ∈ [mn] such that j′ ≡ j,

where the superscripts (m), (mn) are used to distinguish between the two matrices A involved.

To treat the k 6= 0 case, we note first that the identity B
(
log
(
1− ν

z

))
= 1−eνw

w implies:

Lemma 3.4. The equalities of Proposition 1.4(c) applied to Y
(mn)
~1,~2

are equivalent to

[Bi′ (v), x
±
j′,s] = ±cmn(i

′, j′; v)

v
· eσ

±

j′
v
x±j′,s for any i′, j′ ∈ [mn], s ∈ N,

where cmn(i
′, j′; v) := δj′,i′+1(e

~1v

mn − e−
~3v

mn ) + δj′,i′(e
~2v

mn − e−
~2v

mn ) + δj′,i′−1(e
~3v

mn − e−
~1v

mn ).

Therefore, applying formulas (Φ0,Φ2) and Lemma 3.4, we get

[Φωmn
m,n (hi,k),Φ

ωmn
m,n (ej,l)] =

j′∈[mn]∑

j′≡j

i′∈[mn]∑

i′≡i

ω
k(j′−i′)
mn cmn(i

′, j′; kn)

k(q− q−1)
ω−(k+l)j

′

mn e
(k+l)nσ+

j′ gj′(σ
+
j′ )x

+
j′,0,

[Φωmn
m,n (hi,k),Φ

ωmn
m,n (fj,l)] =

j′∈[mn]∑

j′≡j

i′∈[mn]∑

i′≡i

−ωk(j
′−i′)

mn cmn(i
′, j′; kn)

k(q− q−1)
ω−(k+l)j

′

mn e
(k+l)nσ−

j′ gj′(σ
−
j′ )x

−
j′,0.

To complete the verification of compatibility with (H), it remains to prove:

Lemma 3.5. If i, j ∈ [m], j′ ∈ [mn] and j′ ≡ j, then
∑i′∈[mn]

i′≡i
ωk(j′−i′)

mn cmn(i
′,j′;kn)

k(q−q−1) = bm(i, j; k).

Proof of Lemma 3.5.

Follows directly from the identity bm(i, j; k) =
δj,i+1(q

k
1−q

−k
3 )+δj,i(q

k
2−q

−k
2 )+δj,i−1(q

k
3−q

−k
1 )

k(q−q−1) . �

• Compatibility of Φωmn
m,n and (T2).

First, let us note that the first equality of Proposition 1.4(d) for Y
(mn)
~1,~2

is equivalent to

(4) A(σ+
i′ , σ

+
j′ )(p

(mn)
i′,j′ (σ+

i′ , σ
+
j′ )x

+
i′,0x

+
j′,0 + p

(mn)
j′,i′ (σ+

j′ , σ
+
i′ )x

+
j′,0x

+
i′,0) = 0,

(5) µ
(
B(σ

+,(1)
i′ , σ

+,(2)
i′ )p

(mn)
i′,i′ (σ

+,(1)
i′ , σ

+,(2)
i′ )x+i′,0 ⊗ x+i′,0

)
= 0

for any i′, j′ ∈ [mn] and A(x, y), B(x, y) ∈ C[[x, y]], such that i′ 6= j′, B(x, y) = B(y, x).
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To rewrite Φωmn
m,n (ei(z))Φ

ωmn
m,n (ej(w)) and Φωmn

m,n (ej(w))Φ
ωmn
m,n (ei(z)) in the form with all Cartan

terms taken to the left, we will need the following counterpart of [GTL, Proposition 2.10]:

Lemma 3.6. (a) There are linear operators {λ±i′,s}s∈Ni′∈[mn] on Y
(mn),0
~1,~2

(cf. Section 1.3) such

that for any r ∈ N and ξ ∈ Y
(mn),0
~1,~2

, we have x±i′,rξ =
∑
s≥0 λ

±
i′,s(ξ)x

±
i′,r+s.

(b) Let λ±i′ (v) : Y
(mn),0
~1,~2

→ Y
(mn),0
~1,~2

[v] be given by λ±i′ (v)(ξ) =
∑
s≥0 λ

±
i′,s(ξ)v

s. Then, λ±i′ (v) is an
algebra homomorphism.

(c) We have λ±i′ (u)(Bj′ (v)) = Bj′(v)∓ cmn(j
′,i′;v)
v euv.

Using these operators, we obtain:

(6) Φωmn
m,n (ei(z))Φ

ωmn
m,n (ej(w)) =

i′,j′∈[mn],i′ 6=j′∑

i′≡i,j′≡j

δ

(
ω−i

′

mne
nσ+

i′

z

)
δ

(
ω−j

′

mn e
nσ+

j′

w

)
gi′(σ

+
i′ )λ

+
i′ (σ

+
i′ )(gj′ (σ

+
j′ ))x

+
i′,0x

+
j′,0+

i′∈[mn]∑

i≡i′≡j

µ

(
δ

(
ω−i

′

mne
nσ

+,(1)

i′

z

)
δ

(
ω−i

′

mne
nσ

+,(2)

i′

w

)
gi′(σ

+,(1)
i′ )λ+i′ (σ

+,(1)
i′ )(gi′(σ

+,(2)
i′ ))x+i′,0 ⊗ x+i′,0

)
,

(7) Φωmn
m,n (ej(w))Φ

ωmn
m,n (ei(z)) =

i′,j′∈[mn],i′ 6=j′∑

i′≡i,j′≡j

δ

(
ω−j

′

mn e
nσ+

j′

w

)
δ

(
ω−i

′

mne
nσ+

i′

z

)
gj′(σ

+
j′ )λ

+
j′ (σ

+
j′ )(gi′(σ

+
i′ ))x

+
j′,0x

+
i′,0+

i′∈[mn]∑

i≡i′≡j

µ

(
δ

(
ω−i

′

mne
nσ

+,(1)

i′

w

)
δ

(
ω−i

′

mne
nσ

+,(2)

i′

z

)
gi′(σ

+,(1)
i′ )λ+i′ (σ

+,(1)
i′ )(gi′(σ

+,(2)
i′ ))x+i′,0 ⊗ x+i′,0

)
.

Combining (4,5) with (6,7), the compatibility of Φωmn
m,n with (T2) follows from the next result:

Proposition 3.7. For any i, j ∈ [m] and i′, j′ ∈ [mn] such that i′ ≡ i, j′ ≡ j, we have

d
(m)
i,j g

(m)
i,j (ω−i

′

mne
nu, ω−j

′

mn e
nv)

p
(mn)
i′,j′ (u, v)

gi′(u)λ
+
i′ (u)(gj′(v)) =

g
(m)
j,i (ω−j

′

mn e
nv, ω−i

′

mne
nu)

p
(mn)
j′,i′ (v, u)

gj′(v)λ
+
j′ (v)(gi′ (u)).

Proof of Proposition 3.7.
Due to Lemma 3.6(c), for a ∈ [mn] such that a ≡ j′, we have

(8) λ±i′ (u)(exp(γj′,a(v)/2)) = F±i′,j′,a(u, v)
1/2 · exp(γj′,a(v)/2), where F±i′,j′,a(u, v) :=

(
Hj′,a(v − u+ ~1

mn )

Hj′,a(v − u− ~3

mn )

)±δa,i′+1
(
Hj′,a(v − u+ ~2

mn)

Hj′,a(v − u− ~2

mn)

)±δa,i′
(
Hj′,a(v − u+ ~3

mn )

Hj′,a(v − u− ~1

mn )

)±δa,i′−1

.

Recalling the formulas for gi′(u) and gj′ (v), we immediately obtain

(9) λ+i′ (u)(gj′ (v)) = gj′(v)

a∈[mn]∏

a≡j′

F+
i′,j′,a(u, v)

1/2, λ+j′ (v)(gi′ (u)) = gi′(u)

b∈[mn]∏

b≡i′

F+
j′,i′,b(v, u)

1/2.

On the other hand, we have the equalities

(10)
p
(mn)
i′,j′ (u, v)

p
(mn)
j′,i′ (v, u)

= −
(
u− v − ~1

mn

u− v + ~3

mn

)δj′ ,i′+1
(
u− v − ~2

mn

u− v + ~2

mn

)δj′ ,i′ (
u− v − ~3

mn

u− v + ~1

mn

)δj′ ,i′−1

,



20 MIKHAIL BERSHTEIN AND ALEXANDER TSYMBALIUK

(11)
d
(m)
i,j g

(m)
i,j (z, w)

g
(m)
j,i (w, z)

= −q−a
(m)
i,j

(
z − q1w

z − q−13 w

)δj,i+1
(
z − q2w

z − q−12 w

)δj,i ( z − q3w

z − q−11 w

)δj,i−1

.

It remains to combine the above formulas (8–11) together. �

• Compatibility of Φωmn
m,n and (T3).

Analogously to the previous verification, this compatibility follows from the following result:

Proposition 3.8. For any i, j ∈ [m] and i′, j′ ∈ [mn] such that i′ ≡ i, j′ ≡ j, we have

d
(m)
j,i g

(m)
j,i (ω−j

′

mn e
nv, ω−i

′

mne
nu)

p
(mn)
j′,i′ (v, u)

gi′(u)λ
−
i′ (u)(gj′(v)) =

g
(m)
i,j (ω−i

′

mne
nu, ω−j

′

mn e
nv)

p
(mn)
i′,j′ (u, v)

gj′(v)λ
−
j′ (v)(gi′(u)).

The proof is analogous to that of Proposition 3.7 and is based on the above formulas (8–9).

• Compatibility of Φωmn
m,n and (T1).

Define g
(k)
i′ (v) :=

∑
r≥0 g

(k)
i′,rv

r ∈ Ŷ
(mn)
~1,~2

[[v]] via g
(k)
i′ (v) := eknvgi′(v). Then

Φωmn
m,n (ei,k)Φ

ωmn
m,n (fj,l) =

i′,j′∈[mn]∑

i′≡i,j′≡j

ω−ki
′−lj′

mn

∑

r1,r2,s≥0

g
(k)
i′,r1

λ+i′,s(g
(l)
j′,r2

)x+i′,r1+sx
−
j′,r2

,

Φωmn
m,n (fj,l)Φ

ωmn
m,n (ei,k) =

i′,j′∈[mn]∑

i′≡i,j′≡j

ω−ki
′−lj′

mn

∑

r1,r2,s≥0

g
(l)
j′,r1

λ−j′,s(g
(k)
i′,r2

)x−j′,r1+sx
+
i′,r2

.

Combining this with x+i′,r1+sx
−
j′,r2

= x−j′,r2x
+
i′,r1+s

+ δi′,j′ξi′,r1+r2+s, we see that compatibility

of Φωmn
m,n with (T1) follows from the following result (compare to [GTL, Lemma 3.5]):

Proposition 3.9. (a) For any i′, j′ ∈ [mn], we have

gi′(u)λ
+
i′ (u)(gj′ (v)) = gj′(v)λ

−
j′ (v)(gi′ (u)).

(b) For any i ∈ [m], N ∈ Z, we have

i′∈[mn]∑

i′≡i

ω−Ni
′

mn

{
eNnugi′(u)λ

+
i′ (u)(gi′(u))

}
|ur 7→ξi′,r

= Φωmn
m,n

(
ψ+
i,N − ψ−i,N
q− q−1

)
.

Proof of Proposition 3.9.
Part (a) is due to the formulas (8–9) and the equality

∏
a≡j′ F

+
i′,j′,a(u, v) =

∏
b≡i′ F

−
j′,i′,b(v, u).

Consider a homomorphism Φωmn,0
m,n : U

(m),ωmn,0
~1,~2

→ Ŷ
(mn),0
~1,~2

defined by (Φ0,Φ1). Our proof of

part (b) is based on the following result (compare to [GTL, Proposition 4.2]).

Proposition 3.10. For any i ∈ [m], N ∈ Z, we have

Φωmn,0
m,n

(
ψ+
i,N − ψ−i,N
q− q−1

)
=
∑

i′≡i

Q
(N)
i′ (u)|ur 7→ξi′,r

, Q
(N)
i′ (u) :=

~2ω
−Ni′

mn eNnu

m(q− q−1)

∏

j′≡i′

exp(γi′,j′(u)).

Combining Proposition 3.10 with Q
(N)
i′ (u) = ω−Ni

′

mn eNnu · gi′(u)2 and the equality

λ+i′ (u)(gi′(u)) = gi′(u)

a∈[mn]∏

a≡i′

F+
i′,i′,a(u, u) = gi′(u)

completes our proof of Proposition 3.9(b). �

For completeness of our exposition, we conclude this section with a proof of Proposition 3.10.
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Proof of Proposition 3.10.

Fix s̄ = (s0, . . . , smn−1) ∈ Nmn and set Ss̄ :=
∏mn−1
i′=0 Ssi′ . Consider the rings

R(s̄) := (C[[~1, ~2]][{a(i
′)

k }]1≤k≤si′i′∈[mn] )
Ss̄ and S(s̄) := (C[[~1, ~2]][{(A(i′)

k )±1}]1≤k≤si′i′∈[mn] )
Ss̄ .

Define homomorphisms DY : Y
(mn),0
~1,~2

→ R(s̄) and DU : U
(m),ωmn,0
~1,~2

→ S(s̄) via

DY (ξi′(u)) =

si′∏

k=1

(
u+ ~2

mn − a
(i′)
k

u− a
(i′)
k

)+

, DU (ψ±i (z)) =

i′∈[mn]∏

i′≡i

si′∏

k=1

(
qz − q−1A

(i′)
k

z −A
(i′)
k

)±
.

The following is straightforward (cf. the proof of [GTL, Proposition 4.4]):

Lemma 3.11. (a) For any i′ ∈ [mn], r ∈ N, we have

DY (ξi′,r) =

si′∑

k=1

(a
(i′)
k )r

k′ 6=k∏

1≤k′≤si′

a
(i′)
k − a

(i′)
k′ + ~2

mn

a
(i′)
k − a

(i′)
k′

, DY (Bi′(v)) =
1− e−

~2
mn

v

v

si′∑

k=1

ea
(i′)
k

v.

(b) For any i ∈ [m], r ∈ Z>0, we have

DU (ψi,±r) = ±(q− q−1)
∑

i′≡i

si′∑

k=1

(A
(i′)
k )±r

(j′,k′) 6=(i′,k)∏

j′≡i,1≤k′≤sj′

qA
(i′)
k − q−1A

(j′)
k′

A
(i′)
k −A

(j′)
k′

,

DU (hi,0) =
∑

i′≡i

si′ , DU (hi,±r) =
1− q∓2r

±r(q − q−1)

∑

i′≡i

si′∑

k=1

(A
(i′)
k )±r.

Let R̂(s̄) be the completion of R(s̄) with respect to the N-grading defined by deg(~s) =

deg(a
(i′)
k ) = 1. AsDY preserves the grading, it extends to a homomorphism Ŷ

(mn),0
~1,~2

→ R̂(s̄) also

denoted by DY . Consider the homomorphism ch: S(s̄) → R̂(s̄) defined by A
(i′)
k 7→ ω−i

′

mne
na

(i′)
k .

Our proof of Proposition 3.10 is crucially based on the following result:

Lemma 3.12. (a) We have ch ◦DU = DY ◦ Φωmn,0
m,n .

(b) For N ∈ Z, we have ch ◦DU

(
ψ+

i,N
−ψ−

i,N

q−q−1

)
= DY (

∑
i′≡iQ

(N)
i′ (u)|ur 7→ξi′,r

).

Proof of Lemma 3.12.
Part (a) follows by comparing the images of hi,k via Lemma 3.11.
Let us now verify part (b). Using Lemma 3.11(b), the left-hand side can be written as

ch ◦DU

(
ψ+
i,N − ψ−i,N
q− q−1

)
=
∑

i′≡i

si′∑

k=1

ω−Ni
′

mn eNna
(i′)
k

(j′,k′) 6=(i′,k)∏

j′≡i,1≤k′≤sj′

qω−i
′

mne
na

(i′)
k − q−1ω−j

′

mn e
na

(j′)

k′

ω−i
′

mnena
(i′)
k − ω−j

′

mn e
na

(j′)

k′

.

On the other hand, due to Lemma 3.11(a), we also have

DY

(∑

i′≡i

Q
(N)
i′ (u)|ur 7→ξi′,r

)
=
∑

i′≡i

si′∑

k=1

DY (Q
(N)
i′ (u))

|u7→a
(i′)
k

k′ 6=k∏

1≤k′≤si′

a
(i′)
k − a

(i′)
k′ + ~2

mn

a
(i′)
k − a

(i′)
k′

.

To evaluate DY (Q
(N)
i′ (u)), we note that the second equality of Lemma 3.11(a) implies

DY (γi′,j′(u)) =
∑sj′

k′=1

(
Gi′,j′(u− a

(j′)
k′ )−Gi′,j′ (u− a

(j′)
k′ + ~2

mn )
)
. The result follows. �

Lemma 3.12 and an injectivity of ⊕DY : Ŷ
(mn),0
~1,~2

→ ⊕s̄∈NmnR̂(s̄) imply Proposition 3.10. �
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4. Compatible isomorphisms of representations

In this section, we construct isomorphisms of representations compatible with Φωmn
m,n . Com-

bining this with Corollary 2.15 yields a short proof of Theorem 3.1.

4.1. Isomorphisms Ir;p,vm,n;ωmn
.

Given m,n ≥ 1 and ωmn = exp(2πki/mn) with gcd(k, n) = 1, we consider the two algebras

of interest: U
(m),ωmn

~1,~2
and Y

(mn)
~1,~2

. To proceed further, choose r ≥ 1 and the following r-tuples:

p = (p1, . . . , pr) ∈ [mn]r, v = (v1, . . . , vr) ∈ ((~1, ~2)C[[~1, ~2]])
r,

p′ = (p′1, . . . , p
′
r) ∈ [m]r, u′ = (u′1, . . . , u

′
r) ∈ (C[[~1, ~2]]

×)r.

Associated to this data, we have a collection of Fock U
(m),ωmn

R -representations {F p
′
k

R (u′k)}rk=1

and Fock Y
(mn)
R -representations {aF pkR (vk)}rk=1. Following Section 1.5, we consider

Fp
′

R (u′) := F
p′1
R (u′1)⊗ F

p′2
R (u′2)⊗ · · · ⊗ F

p′r
R (u′r)− a representation of U

(m),ωmn

R ,

aFp

R(v) :=
aF p1R (v1)⊗ aF p2R (v2)⊗ · · · ⊗ aF prR (vr)− a representation of Y

(mn)
R ,

whenever these representations are well-defined, i.e., {u′k}rk=1 and {vk}rk=1 are not in resonance.
Both of these tensor products have natural bases {|λ〉} labeled by r-tuples of partitions

λ = (λ(1), . . . , λ(r)) with λ(k) − a partition (1 ≤ k ≤ r).

The action of the generators {hi,k, ei,k, fi,k}k∈Zi∈[m] and {ξi′,r, x±i′,r}r∈Ni′∈[mn] in these bases is given

by the explicit formulas of Propositions 1.10 and 1.12 whereas {hs} and {qs} are replaced by

hs  
~s

mn
, q1  q1 := ωmne

~1
m , q  q := e

~2
2m , q2  q2 := q2, q3  q3 := ω−1mne

~3
m .

Our next result establishes an isomorphism of these tensor products, compatible with Φωmn
m,n .

Theorem 4.1. For any r,p,v as above, define p′k, u
′
k via p′k := pk mod m and u′k := ω−pkmn e

nvk .
There exists a unique collection of constants cλ(m,n;ωmn) ∈ R such that c∅(m,n;ωmn) = 1
and the corresponding R-linear isomorphism of vector spaces

Ir;p,vm,n;ωmn
: Fp

′

R (u′)
∼−→aFp

R(v) given by |λ〉 7→ cλ(m,n;ωmn) · |λ〉
satisfies the property

(12) Ir;p,vm,n;ωmn
(X(w)) = Φωmn

m,n (X)(Ir;p,vm,n;ωmn
(w)) ∀ w ∈ Fp

′

R (u′), X ∈ {hi,k, ei,k, fi,k}k∈Zi∈[m].

We say that Ir;p,vm,n;ωmn
is compatible with Φωmn

m,n if (12) holds.

Proof of Theorem 4.1.
First, we claim that (12) holds for any w = |λ〉, X = hi,k, and an arbitrary choice of

cλ(m,n;ωmn). This follows from the following result:

Lemma 4.2. We have 〈λ|hi,k|λ〉 = 〈λ|Φ(hi,k)|λ〉 for any i ∈ [m], k ∈ Z, and λ, where Φ(hi,k)
is defined by (Φ0–Φ1).

Proof of Lemma 4.2.

Define χ
(a)
s := q

λ(a)
s

1 qs−13 u′a and x
(a)
s := λ

(a)
s

~1

mn + (s− 1) ~3

mn + va.
• For k = 0, we have

〈λ|hi,0|λ〉 = #{(a, s)|c(a)s (λ) ≡
m
i} −#{(a, s)|c(a)s (λ) ≡

m
i+ 1},

〈λ|ξi′,0|λ〉 = #{(a, s)|c(a)s (λ) ≡
mn

i′} −#{(a, s)|c(a)s (λ) ≡
mn

i′ + 1}.
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Hence, the equality 〈λ|hi,0|λ〉 = 〈λ|∑i′∈[mn]
i′≡i ξi′,0|λ〉.

• For k 6= 0, we have

(13) 〈λ|hi,k|λ〉 =
c(a)
s (λ)≡

m
i∑

(a,s)

q−k1 − qk3
k(q− q−1)

(
χ(a)
s

)k
+

c(a)
s (λ)≡

m
i+1∑

(a,s)

1− qk2
k(q− q−1)

(
χ(a)
s

)k
.

Meanwhile, using the equality B
(
log
(
1− ν

z

))
= 1−eνw

w , we also get

(14) 〈λ|Bi′(w)|λ〉 =
c(a)
s (λ) ≡

mn
i′∑

(a,s)

ew(x(a)
s −

~1
mn

) − ew(x(a)
s +

~3
mn

)

w
+

c(a)
s (λ) ≡

mn
i′+1∑

(a,s)

ewx
(a)
s − ew(x(a)

s +
~2
mn

)

w
.

Recalling the explicit formulas for qs and u′k, the above formulas (13–14) immediately imply

the claimed equality 〈λ|hi,k|λ〉 =
〈
λ| n

q−q−1

∑i′∈[mn]
i′≡i ω−ki

′

mn Bi′(kn)|λ
〉
. �

Next, we will see under which conditions (12) holds for all w = |λ〉 and X = ei,k or fi,k. To
state the result, we introduce the following constants:

d
λ,1

(b)
l

(m,n;ωmn) := (q(1− q3)/(1− q−11 ))δm,1/2 · (−~1/~3)
δmn,1/2×

c(a)
s (λ)≡

m
c
(b)
l

(λ)−1∏

(a,s) 6=(b,l)

ψ
(
q−11 χ(a)

s /χ
(b)
l

)ǫ(a,s)

(b,l) ·
c(a)
s (λ)≡

m
c
(b)
l

(λ)∏

(a,s) 6=(b,l)

ψ
(
χ
(b)
l /χ(a)

s

)ǫ(a,s)

(b,l) ×

c(a)
s (λ) ≡

mn
c
(b)
l

(λ)−1∏

(a,s) 6=(b,l)

(
x
(a)
s − x

(b)
l + ~3

mn

x
(a)
s − x

(b)
l − ~1

mn

)−ǫ(a,s)

(b,l)

·
c(a)
s (λ) ≡

mn
c
(b)
l

(λ)∏

(a,s) 6=(b,l)

(
x
(b)
l − x

(a)
s − ~2

mn

x
(b)
l − x

(a)
s

)−ǫ(a,s)

(b,l)

,

(15)

where we set ǫ
(a,s)
(b,l) :=

{
1/2 if (a, s) ≻ (b, l),

−1/2 if (a, s) ≺ (b, l).

Lemma 4.3. Both equalities

Ir;p,vm,n;ωmn
(ei,k(|λ〉)) = Φωmn

m,n (ei,k)(I
r;p,v
m,n;ωmn

(|λ〉)) for all λ, i ∈ [m], k ∈ Z

and
Ir;p,vm,n;ωmn

(fi,k(|λ〉)) = Φωmn
m,n (fi,k)(I

r;p,v
m,n;ωmn

(|λ〉)) for all λ, i ∈ [m], k ∈ Z

with Φωmn
m,n (ei,k),Φ

ωmn
m,n (fi,k) defined by (Φ2–Φ3) are equivalent to

(16)
c
λ+1

(b)
l

(m,n;ωmn)

cλ(m,n;ωmn)
= d

λ,1
(b)
l

(m,n;ωmn).

Proof of Lemma 4.3.
This is a straightforward verification. The matrix coefficients of ei,k and fi,k are given by

Proposition 1.10. To compute the matrix coefficients of Φωmn
m,n (ei,k) and Φωmn

m,n (fi,k), one needs
to combine the formulas of Proposition 1.12 with the identity (14) and the general formula
eν∂vG(v) = G(v + ν). The details are left to the interested reader. �

The uniqueness of cλ(m,n;ωmn) ∈ R satisfying the relation (16) with the initial condition
c∅(m,n;ωmn) = 1 is obvious. The existence of such cλ(m,n;ωmn) is equivalent to

d
λ+1

(b)
l
,1

(a)
s

(m,n;ωmn) · d
λ,1

(b)
l

(m,n;ωmn) = d
λ+1

(a)
s ,1

(b)
l

(m,n;ωmn) · d
λ,1

(a)
s

(m,n;ωmn)

for all possible λ, 1
(b)
l , 1

(a)
s . The verification of this identity is straightforward. �
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4.2. First proof of Theorem 3.1.

Recall the faithful Y
(mn)
R -representation aFR :=

⊕
r

⊕p

v
aFp

R(v) from Corollary 2.15(b). Let

F0
R ⊂ FR :=

⊕
r

⊕p
′

u′ F
p

′

R (u′) be the subspace corresponding to u′k, p
′
k as in Theorem 4.1.

According to Theorem 4.1, we have an R-linear isomorphism I : F0
R
∼−→aFR compatible with

Φωmn
m,n in the following sense:

I(X(w)) = Φωm,n
m,n (X)(I(w)) for any w ∈ F0

R, X ∈ {hi,k, ei,k, fi,k}k∈Zi∈[m].

For any X ∈ {hi,k, ei,k, fi,k}k∈Zi∈[m], consider the assignment X 7→ Φωmn
m,n (X) defined by (Φ0–Φ3).

As mentioned in Section 3.3, Theorem 3.1 is equivalent to this assignment being compatible

with all the defining relations of U
(m),ωmn

R . The latter follows immediately from the faithfulness
of aFR combined with an existence of the compatible isomorphism I.

4.3. Geometric interpretation.

The goal of this section is to provide geometric realization for
• the Fock modules F p(u) and aF p(v) of Section 1.4,
• the tensor products of Fock modules Fp(u) and aFp(v) of Section 1.5,
• the intertwining isomorphisms Ir;p,vm,n;ωmn

of Section 4.1.

Given a quiver Q and dimension vectors v,w ∈ Nvert(Q) (vert(Q) is the set of vertices of Q),
one can define the associated Nakajima quiver variety MQ(v,w). These varieties play a crucial
role in the geometric representation theory of quantum and Yangian algebras. For the purposes
of our paper, we will be interested only in the following set of quivers Q (labeled by n ∈ Z>0):
• Q1 is the Jordan quiver with one vertex (vert(Q) = [1]) and one loop,
• Qn (with n > 1) is the cyclic quiver with vert(Q) = [n].

For any Qn as above and v,w ∈ N[n], consider [n]-graded vectors spaces V =
⊕

i∈[n] Vi and

W =
⊕

i∈[n]Wi such that dim(Vi) = vi and dim(Wi) = wi. Define

M(v,w) :=
⊕

i∈[n]

Hom(Vi, Vi+1)⊕
⊕

i∈[n]

Hom(Vi, Vi−1)⊕
⊕

i∈[n]

Hom(Wi, Vi)⊕
⊕

i∈[n]

Hom(Vi,Wi).

Elements of M(v,w) can be written as
(
B = {Bi}, B̄ = {B̄i}, a = {ai},b = {bi}

)
i∈[n]

. Con-

sider the moment map µ : M(v,w) →⊕
i∈[n] End(Vi) defined by

µ(B, B̄, a,b) =
∑

i∈[n]

(Bi−1B̄i − B̄i+1Bi + aibi).

A point (B, B̄, a,b) ∈ µ−1(0) is said to be stable if there is no non-zero (B, B̄)-invariant
subspace of V contained in Ker(b). Let us denote by µ−1(0)s the set of stable points. An
important property of µ−1(0)s is that the group Gv =

∏
i∈[n] GL(Vi) acts freely on µ−1(0)s.

The Nakajima quiver variety M(v,w) is defined as a geometric quotient

M(v,w) = MQn(v,w) = µ−1(0)s/Gv.

There is a natural action of the torus Tw := C××C××∏i∈[n](C
×)wi on M(v,w) for any v.

Moreover, it is known that the set of Tw-fixed points is parametrized by the tuples of Young

diagrams λ = {λ(i,k)}1≤k≤wi

i∈[n] satisfying the following requirement. For any i, k as above, let

us color the boxes of λ(i,k) into n colors [n], so that the box staying in the a-th row and b-th
column has color i+ a− b. Our requirement is that the total number of color ι boxes equals vι
for every ι ∈ [n].

Forw ∈ N[n], consider the direct sum of equivariant cohomologyH(w) =
⊕

vH
•
Tw

(M(v,w)).

It is a module over H•
Tw

(pt) = C[tw] = C

[
s1, s2, {xi,k}1≤k≤wi

i∈[n]

]
, where tw := Lie(Tw). Define
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H(w)loc := H(w)⊗H•
Tw

(pt)Frac(H
•
Tw

(pt)). Let [λ] be the direct image of the fundamental cycle

of the Tw-fixed point, corresponding to λ. The set {[λ]} forms a basis of H(w)loc.
Let us consider an analogous direct sum of equivariant K-groupsK(w) =

⊕
v
KTw(M(v,w)).

It is a module over KTw(pt) = C[Tw] = C

[
t±11 , t±12 , {χ±1i,k}

1≤k≤wi

i∈[n]

]
. Define the localized version

K(w)loc := K(w) ⊗KTw (pt) Frac(K
Tw(pt)). Let [λ] be the direct image of the structure sheaf

of the Tw-fixed point, corresponding to λ. The set {[λ]} forms a basis of K(w)loc.
The following result goes back to [Nak, V] for n > 1 and [SV1, SV2, T1] for n = 1 (cf. [K]):

Theorem 4.4. (a) For any w ∈ N[n], there is a natural action of Y
(n)
s1,−s1−s2,s2 on H(w)loc.

(b) For any w ∈ N[n], there is a natural action of U
(n)

t1,t
−1
1 t−1

2 ,t2
on K(w)loc.

In what follows, we set h1 = s1, h2 = −s1 − s2, h3 = s2 and q1 = t1, q2 = t−11 t−12 , q3 = t2.

Proposition 4.5. For p ∈ [n], define w(p) = (0, . . . , 1, . . . , 0) ∈ N[n] with 1 at the p-th place.

(a) There is an isomorphism of U
(n)
q1,q2,q3-representations α : F

p(χp,1)
∼−→K(w(p))loc.

(b) There is an isomorphism of Y
(n)
h1,h2,h3

-representations aα : aF p(xp,1)
∼−→H(w(p))loc.

(c) Both isomorphisms α and aα are given by diagonal matrices in the bases {|λ〉} and {[λ]}.
Proof of Proposition 4.5.

The n = 1 case of this result was treated in [T1, Section 4], while the general case can be
deduced from the former by the standard procedure of “taking a Z/nZ-invariant part”. �

The higher-rank generalization of this result is straightforward:

Proposition 4.6. For any n ∈ Z>0 and w = (w0, . . . , wn−1) ∈ N[n], the following holds:

(a) There is an isomorphism of U
(n)
q1,q2,q3-representations α :

⊗n−1
i=0

⊗wi

k=1 F
i(χi,k)

∼−→K(w)loc.

(b) There is an isomorphism of Y
(n)
h1,h2,h3

-representations aα :
⊗n−1

i=0

⊗wi

k=1
aF i(xi,k)

∼−→H(w)loc.

(c) Both isomorphisms α and aα are given by diagonal matrices in the bases {|λ〉} and {[λ]}.
(d) Parts (a,b) hold for an arbitrary reordering of the tensor products from the left-hand sides.

There exists a well-known relation between the Nakajima quiver varieties associated to the
quivers Qm and Qmn. Let w =

∑r
k=1 w

(pk) and w′ =
∑r

k=1 w
(p′k) with pk ∈ [mn] and p′k ∈ [m],

where p′k := pk mod m (compare to Theorem 4.1). Then, there is an action of the group Z/mnZ
(which factors through its quotient (Z/mnZ)/(Z/mZ) ≃ Z/nZ) on

⊔
v′ MQm(v′,w′), such that

the variety of fixed points is isomorphic to
⊔

v
MQmn(v,w). Therefore, we have an inclusion⊔

v
MQmn(v,w) →֒ ⊔

v′ M
Qm(v′,w′). Let Im,n : K(w′)loc → H(w)loc be a composition of an

equivariant Chern character map and a pull-back in localized equivariant cohomology. This
map is diagonal in the fixed point bases, hence, it is an isomorphism.

Our main result of this subsection reveals a geometric realization of Ir;p,vm,n;ωmn
.

Theorem 4.7. The following diagram is commutative:

Fp
′

(u′) aFp(v)

K(w′)loc H(w)loc

✲

❄

✲

❄

Ir;p,vm,n;ωmn

α aα

Im,n

Proof of Theorem 4.7.
This tedious verification is straightforward and is left to the interested reader. �
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5. Shuffle interpretation

In this section, following [Neg1]–[Neg3] we recall the shuffle realizations of positive halves

U
(n),>
q1,q2,q3 and Y

(n),>
h1,h2,h3

and provide a shuffle interpretation of Φωmn
m,n . This implies the compati-

bility of Φωmn
m,n with (T6), completing our straightforward proof of Theorem 3.1 from Section 3.3.

5.1. Multiplicative shuffle algebras S(n).

Consider an N[n]-graded C-vector space S(n) = ⊕
k∈N[n]

S
(n)

k
, where S

(n)
(k0,...,kn−1)

consists of

∏
Ski -symmetric rational functions in the variables {xi,r}1≤r≤kii∈[n] . Following [FT2], we also fix

an n× n matrix of rational functions (ωi,j(z, w))i,j∈[n] ∈ Matn×n(C(z, w)) by setting

(17) ωi,j(z, w) = d−δj,i+1δn>2

(
z − q−13 w

z − w

)δj,i+1 (
z − q−12 w

z − w

)δj,i (
z − q−11 w

z − w

)δj,i−1

.

Let us introduce the bilinear ⋆ product on S(n): for F ∈ S
(n)

k
, G ∈ S

(n)

l
, define F ⋆ G ∈ S

(n)

k+l
by

(F ⋆ G)(x0,1, . . . , x0,k0+l0 ; . . . ;xn−1,1, . . . , xn−1,kn−1+ln−1) :=

Sym


F

(
{xi,r}1≤r≤kii∈[n]

)
G
(
{xj,s}kj<s≤kj+ljj∈[n]

)
·
j∈[n]∏

i∈[n]

s>kj∏

r≤ki

ωi,j(xi,r , xj,s)


 .

(18)

Here and afterwards, given a function f ∈ C({xi,1, . . . , xi,mi
}i∈[n]), we define its symmetrization

as follows: Sym(f) :=
∏
i∈[n]

1
mi!

·
∑

(σ0,...,σn−1)∈Sm0×...×Smn−1
f({xi,σi(1), . . . , xi,σi(mi)}i∈[n]).

This endows S(n) with a structure of an associative unital algebra with the unit 1 ∈ S
(n)
(0,...,0).

We will be interested only in a certain subspace of S(n), defined by the pole and wheel conditions :

• We say that F ∈ S
(n)

k
satisfies the pole conditions if and only if

F =
f(x0,1, . . . , xn−1,kn−1)∏

i∈[n]

∏(i,r) 6=(i+1,s)
r≤ki,s≤ki+1

(xi,r − xi+1,s)
, where f ∈ (C[x±1i,r ]

1≤r≤ki
i∈[n] )

∏
Ski .

• We say that F ∈ S
(n)

k
satisfies the wheel conditions if and only if

F ({xi,r}) = 0 once xi,r1/xi+ǫ,l = qdǫ and xi+ǫ,l/xi,r2 = qd−ǫ for some ǫ, i, r1, r2, l,

where ǫ ∈ {±1}, i ∈ [n], 1 ≤ r1, r2 ≤ ki, 1 ≤ l ≤ ki+ǫ and we use the cyclic notation as before.

Let S
(n),>

k
⊂ S

(n)

k
be the subspace of all elements F satisfying the above two conditions. Set

S(n),> := ⊕
k∈N[n]

S
(n),>

k
. Further S

(n),>

k
= ⊕r∈ZS(n),>

k,r
, S

(n),>

k,r
:= {F ∈ S

(n),>

k
|tot.deg(F ) = r}.

It is straightforward to see that the subspace S(n),> ⊂ S(n) is ⋆-closed.

Definition 5.1. The algebra (S(n),>, ⋆) is called the multiplicative shuffle algebra (of ŝln-type).

Let U(n),> be the subalgebra of U
(n)
q1,q2,q3 generated by {ei,k}k∈Zi∈[n]. The former is known to be

generated by {ei,k}k∈Zi∈[n] with the defining relations (T2,T6). We equip U(n),> with the N[n]×Z–

grading by assigning deg(ei,k) = (1i; k) for all i ∈ [n], k ∈ Z, where 1i ∈ N[n] is the vector with
the i-th coordinate 1 and all other coordinates being zero.

The following beautiful result is due to A. Negut:

Theorem 5.2. [Neg1, Neg2] The assignment ei,k 7→ xki,1 for i ∈ [n], k ∈ Z, gives rise to an

N[n] × Z–graded C-algebra isomorphism Θn : U
(n),> ∼−→S(n),>.
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5.2. Additive shuffle algebras W (n).

Consider an N[n]-graded C-vector space W(n) = ⊕
k∈N[n]

W
(n)

k
, where W

(n)
(k0,...,kn−1)

consists of

∏
Ski -symmetric rational functions in the variables {xi,r}1≤r≤kii∈[n] . We also fix an n× n matrix

of rational functions (̟i,j(z, w))i,j∈[n] ∈ Matn×n(C(z, w)) by setting

(19) ̟i,j(z, w) =

(
z − w + h3
z − w

)δj,i+1
(
z − w + h2
z − w

)δj,i (z − w + h1
z − w

)δj,i−1

.

We endow W(n) with a structure of an associative unital algebra via the bilinear ⋆ product

defined by the formula (18) with ωi,j(z, w)  ̟i,j(z, w) and with the unit 1 ∈ W
(n)
(0,...,0). We

will be interested only in a certain subspace of W(n), defined by the pole and wheel conditions :

• We say that F ∈ W
(n)

k
satisfies the pole conditions if and only if

F =
f(x0,1, . . . , xn−1,kn−1)∏

i∈[n]

∏(i,r) 6=(i+1,s)
r≤ki,s≤ki+1

(xi,r − xi+1,s)
, where f ∈ (C[xi,r ]

1≤r≤ki
i∈[n] )

∏
Ski .

• We say that F ∈ W
(n)

k
satisfies the wheel conditions if and only if

F ({xi,r}) = 0 once xi,r1 − xi+ǫ,l = h+ ǫβ and xi+ǫ,l − xi,r2 = h− ǫβ for some ǫ, i, r1, r2, l,

where ǫ ∈ {±1}, i ∈ [n], 1 ≤ r1, r2 ≤ ki, 1 ≤ l ≤ ki+ǫ, and h = h2/2, β = (h1 − h3)/2 as before.

Let W
(n),>

k
⊂ W

(n)

k
be the subspace of all elements F satisfying the above two conditions.

Set W (n),> := ⊕
k∈N[n]

W
(n),>

k
. It is easy to see that the subspace W (n),> ⊂ W(n) is ⋆-closed.

Definition 5.3. The algebra (W (n),>, ⋆) is called the additive shuffle algebra (of ŝln-type).

Recall the subalgebra Y(n),> of Y
(n)
h1,h2,h3

generated by {x+i,r}r∈Ni∈[n]. We equip Y(n),> with the

N[n]–grading by assigning deg(x+i,r) = 1i. The following beautiful result is due to A. Negut:

Theorem 5.4. [Neg3] The assignment x+i,r 7→ xri,1 for i ∈ [n], r ∈ N, gives rise to an N[n]–

graded C-algebra isomorphism Ξn : Y
(n),> ∼−→W (n),>.

We extend W (n),> to a larger algebra W (n),≥ by adjoining commuting elements {ξi,r}r∈Ni∈[n]

so that Ξn extends to the homonymous isomorphism Ξn : Y
(n),≥ ∼−→W (n),≥ with Ξn(ξi,r) = ξi,r.

5.3. Shuffle realization of Φωmn
m,n .

Fix m,n ≥ 1 and anmn-th root of unity ωmn = exp(2πki/mn) with k ∈ Z and gcd(k, n) = 1.
First, let us introduce the corresponding formal versions of the above shuffle algebras:

• The algebra S
(m),ωmn,>
~1,~2

is a C[[~1, ~2]]-counterpart of S
(m),> with the following modifications

q1  q1 = ωmn exp(~1/m), q2  q2 = exp(~2/m), q3  q3 = ω−1mn exp(−(~1 + ~2)/m).

• The algebra W̃
(mn),>
~1,~2

is a C[[~1, ~2]]-counterpart ofW
(mn),> with hs  

~s

mn , s ∈ {1, 2, 3}. Un-
likeW (mn),>, the algebra W̃

(mn),>
~1,~2

is Z-graded by the total degree with deg(xi,r) = deg(~s) = 1.

Let W
(mn),>
~1,~2

⊂ W̃
(mn),>
~1,~2

be the subspace of all elements of non-negative degree. Adjoining

commuting elements {ξi,r}r∈Ni∈[mn] with deg(ξi,r) = r, we obtain an extended version W
(mn),≥
~1,~2

.

Due to Theorems 5.2 and 5.4, we have C[[~1, ~2]]-algebra isomorphisms

Θm : U
(m),ωmn,>
~1,~2

∼−→S
(m),ωmn,>
~1,~2

, Ξmn : Y
(mn),>
~1,~2

∼−→W
(mn),>
~1,~2

, Ξmn : Y
(mn),≥
~1,~2

∼−→W
(mn),≥
~1,~2

.
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We note that the former isomorphism is N[n]×Z-graded, while the latter two are N[n]×N-graded.

Let Ŵ
(mn),≥
~1,~2

be the completion of W
(mn),≥
~1,~2

with respect to the above N-grading. In what

follows,
(
ω
(m)
i,j (z, w)

)
i,j∈[m]

and
(
̟

(mn)
i′,j′ (z, w)

)
i′,j′∈[mn]

denote the matrices (17) and (19) cor-

responding to the algebras S
(m),ωmn,>
~1,~2

andW
(mn),>
~1,~2

, respectively. Finally, we will use shorthand

notations F (xi1 , . . . , xik ) and F (xi′1 , . . . , xi′k ) for shuffle elements (skipping double indices).
The following is the key result of this section:

Theorem 5.5. (a) The assignment

F
(
{xia}ka=1

)
7→

i′1,...,i
′
k∈[mn]∑

i′1≡i1,...,i
′
k
≡ik

gi′1(xi′1 ) · · · gi′k(xi′k ) · B
(
{xi′a}

k
a=1

)
· F
(
{ω−i

′
a

mn e
nxi′a}ka=1

)

with B(xi′1 , . . . , xi′k) :=


 ∏

1≤a 6=b≤k

̟
(mn)
i′a,i

′
b

(xi′a , xi′b)

ω
(m)
ia,ib

(ω
−i′a
mn e

nxi′a , ω
−i′

b
mn e

nxi′
b )



1/2(20)

gives rise to a C[[~1, ~2]]-algebra homomorphism Γωmn
m,n : S

(m),ωmn,>
~1,~2

→ Ŵ
(mn),≥
~1,~2

.

(b) The following diagram is commutative:

U
(m),ωmn,>
~1,~2

Φωmn
m,n−−−−→ Ŷ

(mn),≥
~1,~2

Θm

y≀ ≀

yΞmn

S
(m),ωmn,>
~1,~2

−−−−→
Γωmn
m,n

Ŵ
(mn),≥
~1,~2

Proof of Theorem 5.5.
(a) First, we note that in the above product gi′1(xi′1) · · · gi′k(xi′k) our convention is to take all

the variables {xi′a} to the right of all the Cartan terms. For F ∈ S
(m),ωmn,>
~1,~2

, we denote its image

under the assignment (20) by Γωmn
m,n (F ). The verification of the wheel conditions for Γωmn

m,n (F ) is
straightforward (they follow from the wheel conditions for F ). Likewise, the verification of the
pole conditions for Γωmn

m,n (F ) is straightforward and follows from the explicit formulas (17,19).
Our key computation is based on the following result:

Lemma 5.6. For any i, j ∈ [m] and i′, j′ ∈ [mn] such that i′ ≡ i, j′ ≡ j, we have

λ+i′ (u)(gj′ (v)) = gj′(v) ·
(
̟

(mn)
j′,i′ (v, u)

̟
(mn)
i′,j′ (u, v)

·
ω
(m)
i,j (ω−i

′

mne
nu, ω−j

′

mn e
nv)

ω
(m)
j,i (ω−j

′

mn env, ω
−i′
mnenu)

)1/2

.

Proof of Lemma 5.6.
According to our proof of Proposition 3.7 and the formulas (9,10,11), we have

λ+i′ (u)(gj′ (v)) = gj′(v) · qa
(m)
i,j /2×

(
u− v − ~1

mn

u− v + ~3

mn

) δ
j′ ,i′+1

2
(
u− v − ~2

mn

u− v + ~2

mn

) δ
j′ ,i′

2
(
u− v − ~3

mn

u− v + ~1

mn

) δ
j′ ,i′−1

2

×

(
ω−i

′

mne
nu − q−13 ω−j

′

mn e
nv

ω−i
′

mnenu − q1ω
−j′
mn env

) δj,i+1
2
(
ω−i

′

mne
nu − q−12 ω−j

′

mn e
nv

ω−i
′

mnenu − q2ω
−j′
mn env

) δj,i

2
(
ω−i

′

mne
nu − q−11 ω−j

′

mn e
nv

ω−i
′

mnenu − q3ω
−j′
mn env

) δj,i−1
2

.

The result now follows by recalling the explicit formulas (17) and (19). �
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Using Lemma 5.6, we can finally verify that the assignment F 7→ Γωmn
m,n (F ) is an algebra

homomorphism. For F ({xia}ka=1), G({xib}k+lb=k+1) ∈ S
(m),ωmn,>
~1,~2

, the following holds:

Γωmn
m,n (F ) ⋆ Γ

ωmn
m,n (G) =


i′1,...,i

′
k∈[mn]∑

i′1≡i1,...,i
′
k
≡ik

gi′1(xi′1 ) · · · gi′k(xi′k) ·B({xi′a}
k
a=1) · F

(
{ω−i

′
a

mn e
nxi′a}ka=1

)

 ⋆




i′k+1,...,i
′
k+l∈[mn]∑

i′
k+1≡ik+1,...,i′k+l

≡ik+l

gi′
k+1

(xi′
k+1

) · · · gi′
k+l

(xi′
k+l

) ·B({xi′
b
}k+lb=k+1) ·G

(
{ω−i

′
b

mn e
nxi′

b}k+lb=k+1

)

 =

i′1,...,i
′
k+l∈[mn]∑

i′1≡i1,...,i
′
k+l
≡ik+l

(
gi′1(xi′1) · · · gi′k(xi′k)gi′k+1

(xi′
k+1

) · · · gi′
k+l

(xi′
k+l

)×

Sym
(
F
(
{ω−i

′
a

mn e
nxi′a }ka=1

)
G
(
{ω−i

′
b

mn e
nxi′

b }k+lb=k+1

)
B({xi′a}

k
a=1)B({xi′

b
}k+lb=k+1)×

k<b≤k+l∏

1≤a≤k

̟
(mn)
i′a,i

′
b

(xi′a , xi′b) ·
k<b≤k+l∏

1≤a≤k


̟

(mn)
i′
b
,i′a

(xi′
b
, xi′a )

̟
(mn)
i′a,i

′
b

(xi′a , xi′b )
·
ω
(m)
ia,ib

(ω
−i′a
mn e

nxi′a , ω
−i′b
mn e

nxi′
b )

ω
(m)
ib,ia

(ω
−i′

b
mn e

nxi′
b , ω
−i′a
mn e

nxi′a )




1/2




 =

i′1,...,i
′
k+l∈[mn]∑

i′1≡i1,...,i
′
k+l
≡ik+l

(
gi′1(xi′1) · · · gi′k+l

(xi′
k+l

)Sym
(
F
(
{ω−i

′
a

mn e
nxi′a}ka=1

)
G
(
{ω−i

′
b

mn e
nxi′

b}k+lb=k+1

)
×

a 6=b∏

1≤a,b≤k+l


 ̟

(mn)
i′a,i

′
b

(xi′a , xi′b)

ω
(m)
ia,ib

(ω
−i′a
mn e

nxi′a , ω
−i′

b
mn e

nxi′
b )




1/2

·
k<b≤k+l∏

1≤a≤k

ω
(m)
ia,ib

(ω
−i′a
mn e

nxi′a , ω
−i′b
mn e

nxi′
b )





 =

Γωmn
m,n (F ⋆ G).

This completes our proof of Theorem 5.5(a).
(b) For any i ∈ [m] and k ∈ Z, we have

Γωmn
m,n (Θm(ei,k)) = Γωmn

m,n (x
k
i,1) =

i′∈[mn]∑

i′≡i

gi′(xi′ )ω
−ki′

mn eknxi′ =

Ξmn



i′∈[mn]∑

i′≡i

ω−ki
′

mn eknσ
+

i′ gi′(σ
+
i′ )x

+
i′,0


 = Ξmn(Φ

ωmn
m,n (ei,k)).

This implies part (b), since U
(m),ωmn,>
~1,~2

is generated by {ei,k}k∈Zi∈[m]. �

5.4. Second proof of Theorem 3.1.

As an immediate corollary of Theorem 5.5, we see that the assignment ei,k 7→ Φωmn
m,n (ei,k)

defined by (Φ2) is compatible with the relations (T2,T6). Similar arguments also prove the
compatibility of the assignment fi,k 7→ Φωmn

m,n (fi,k) defined by (Φ3) with the relations (T3,T6).
Combining this with the verifications of Section 3.3 completes our direct proof of Theorem 3.1.

Remark 5.7. Informally speaking, the most complicated (Serre) defining relations (T6,Y5) are
getting replaced by rather simple wheel conditions in the corresponding shuffle algebras.
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