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 18 
Dense liquid metallic hydrogen occupies the interiors of Jupiter, Saturn and many 19 
extra-solar planets, where pressures reach millions of atmospheres.  Planetary 20 
structure models must describe accurately the transition from the outer molecular 21 
envelopes to the interior metallic regions.  We report optical measurements of 22 
dynamically compressed fluid deuterium to 600 GPa that reveal an increasing 23 
refractive index, the onset of absorption of visible light near 150 GPa and a 24 
transition to metal-like reflectivity (exceeding 30%) near 200 GPa, all at 25 
temperatures below 2000 K.  Our measurements and analysis address existing 26 
discrepancies between static and dynamic experiments for the insulator-metal 27 
transition in dense fluid hydrogen isotopes.  They also provide new benchmarks for 28 
the theoretical calculations used to construct planetary models. 29 
 30 
The transformation of hydrogen from a molecular insulator to an atomic metal at high 31 
densities has been a longstanding focus in physics and planetary science (1). The unique 32 
quantum metallic properties of the low-temperature solid (e.g., below 300 K) have been 33 
of sustained interest (2–4), and characterizing the transformation in the hot, dense fluid is 34 
crucial for understanding the internal structure and dynamics of giant planets (5), 35 
including the origin of their large magnetic fields (6).  Numerous studies of the insulator-36 
metal (IM) transition in dense fluid hydrogen beginning with theoretical work five 37 
decades ago predicted a first order transition in the fluid (7–9) with a critical point at very 38 
high temperatures (~13,000-15,000 K) and 60-90 GPa.  However, the first experimental 39 
works on the IM transition in the fluid carried out using dynamic compression techniques 40 
provided evidence for a continuous transition with metallic states reached in the pressure 41 
range 50–140 GPa and temperatures of 3000-8000 (10–12).  More recent predictions 42 
(13–16) placed the critical point at much lower temperature (~ 2000 K).  This motivated 43 
several experimental studies using static diamond-anvil-cell techniques (17–21) and 44 
dynamic compression (22) to probe the fluid properties below 2000 K and up to several 45 
hundred GPa pressure. 46 
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 47 
Dynamic compression can explore a broad range of thermodynamic paths with time-48 
varying manipulations of the applied pressure and controlled reverberation of pressure 49 
waves through the sample. This includes probing the dense fluid at temperatures below 50 
2000 K, for example, by combining an initial jump in pressure delivered by a shock wave 51 
followed by shock reverberation or gradual ramp compression. The demonstration of this 52 
strategy was carried out on deuterium with a magnetic compression technique at the Z 53 
facility (22). The results showed strong optical absorption beginning in the range 100 < P 54 
< 130 GPa, followed by weak fluctuating reflectance in the range 130 < P < 300 GPa, 55 
and culminated in abrupt jumps to high reflectance near 300 GPa. They attributed the 56 
absorption to band gap closure and determined the reflectance jumps were associated 57 
with the first-order IM transition.  The reflectance jumps occurred at higher pressures on 58 
compression than on decompression, plausibly due to thermal conduction.  Meanwhile, 59 
improvements in static compression methods have allowed the exploration of the 60 
behavior of the fluid over part of this pressure-temperature (P-T) range (up to 170 GPa 61 
and over 1800 K) (17–21, 23–25).  Changes in optical properties from 120-170 GPa 62 
depending on temperature were attributed to the IM transition (17–19, 21), whereas other 63 
experiments suggest the persistence of a finite (~1 eV) band gap at similar conditions 64 
(20). 65 
 66 
The IM transition is the subject of a number of continuing theoretical studies (13–16, 26–67 
28), which consistently predict a discontinuous transition below a critical point near 68 
~2000 K, but over a broad range of pressures. Density functional theory-based (DFT) 69 
calculations show a spread in the transition pressure spanning 150 GPa, arising from the 70 
sensitivity of the boundary to the choice of exchange-correlation functional used, and 71 
whether zero-point energy is accounted for (1, 15).  Quantum Monte Carlo (QMC) 72 
calculations should provide improved bounds on the transition pressures (15, 16), 73 
although they disagree with a recent benchmarking experiment (29).  Transition pressures 74 
for hydrogen and deuterium are expected to be different because of isotope effects, but 75 
with a small relative magnitude. The transition in deuterium from QMC simulations is 30 76 
GPa higher than in hydrogen at 600 K and decreases to 10 GPa at 1200 K (15). Despite 77 
experimental support for a first-order IM transition (18, 19, 21, 22), the critical point has 78 
not been experimentally identified. Furthermore, the broad discrepancies in the measured 79 
transition pressure (19, 21, 22) and character (19–22) have made resolving the differences 80 
between the theoretical models challenging. 81 
 82 
We completed a series of five dynamic compression experiments at the National Ignition 83 
Facility (NIF) to probe the IM transition up to 600 GPa and at temperatures ranging from 84 
900 K to 1600 K. The experiments were carried out using 168 laser beams to deliver up 85 
to 300 kJ of UV light that drove a near-isentropic reverberation compression of a 86 
cryogenic liquid deuterium sample.  Adjustment of the time dependence of the laser 87 
delivery (pulse shape) controls the compression sequence imposed on the sample as a 88 
function of time.  Line-imaging Doppler velocimetry recorded both the compression 89 
history and the evolution of the optical properties of the D2 sample during the nanosecond 90 
compression process, using a probe laser operating at 660 nm. 91 
 92 
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Our fluid deuterium sample is sandwiched between a copper piston and a LiF window 93 
and is viewed through the window by the diagnostic (Fig. 1). The upper half of the view 94 
shows signal from the light reflected at the D2-LiF interface where a 100 nm thick 95 
aluminum film was deposited (position > 0 µm in top panel of Fig. 1B,C). The lower half 96 
shows the signal from light reflected initially at the piston surface (double-passed through 97 
the transparent sample layer).  Because the two reflecting interfaces move differently the 98 
two halves of the field of view display different apparent velocities (different fringe 99 
phases) until the time when the light intensity on the sample side reaches a minimum. At 100 
later times the apparent velocity on the sample side matches that of the Al-LiF interface 101 
(common fringe phase) indicating that the optical reflection has shifted from the piston 102 
surface to the D2-LiF interface. 103 
 104 
The copper piston (lower half) started moving near t = 10 ns when an initial weak shock 105 
was transmitted into the sample layer.  We controlled the first shock strength for each 106 
experiment in order to follow different isentropic compression paths.  The first shock 107 
strengths varied from 1.8 GPa to 3.4 GPa (Table S1).  After the first shock crossed the 108 
sample layer it reverberated against the LiF window (upper half, 16 ns), and continued to 109 
reverberate between the piston and the window while the sample layer was compressed. 110 
After several reverberations both the piston and window interface approached a common 111 
apparent velocity by 27 ns. At this point the sample was compressed to conditions 112 
estimated to be near r » 0.8 g/cm3, P » 20-30 GPa, T » 600-900 K and observed to be 113 
fully transparent.  A second pressure wave arrived at the sample layer at 30 ns and 114 
initiated a second set of reverberations, further pressurizing the sample to nearly 600 GPa 115 
in four experiments and to 215 GPa in one experiment. The duration of this second set of 116 
reverberations was shorter than the first, accomplishing much of the pressure increase in 117 
less than 3 ns. The transition from optically transparent to strongly reflecting occured 118 
during the second set of reverberations and is attributed to the insulator-metal (IM) 119 
transition in deuterium. 120 
 121 
The thermodynamic path of the sample was inferred from hydrodynamic simulations 122 
constrained by the measured interface velocities (30), similar to previous work (22).  123 
Different equation of state (EOS) models for deuterium (31–33) resulted in calculated 124 
pressures that are nearly the same to within 1% percent independent of the EOS model.  125 
We estimate the pressure along the compression path is accurate to ±3 GPa (measurement 126 
error of the velocities), enabling determination of the metallization pressure to <3% 127 
accuracy (after accounting for measurement error in the reflectance).  The EOS models 128 
compare well with recent benchmarking experiments (12, 29, 34).  However, none of the 129 
current EOS models include a representation of the IM transition as a first-order phase 130 
transition and the range of temperature predictions among EOS models is large leading to 131 
uncertainties as much as ±260 K near the IM transition.  Density is known to within ±6% 132 
among the models. 133 
 134 
Several optical signatures are associated with the transition from transparent to reflecting 135 
(Fig. 2). While the sample layer remained partially transparent we determined the 136 
absorption coefficient up to a magnitude of about 1 µm-1 (Fig. 2B), when the optical 137 
depth of the sample layer exceeded ≈ 2 and the layer became opaque.  When the sample 138 
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was opaque light continued to be returned from the target because of the reflection from 139 
the D2-LiF interface, with reflectance near 10%. While the sample was still partially 140 
transparent we observed changes in the real part of the index of refraction that are 141 
consistent with band-gap closure. We extracted the real part of the index of refraction 142 
(Fig. 2C) by fitting to the apparent velocity of the piston (observed through the deuterium 143 
sample) self-consistently with our hydrodynamic simulation (30) (Fig. 1). The real part of 144 
the index agrees closely with that of insulating hydrogen at lower pressure (35) but 145 
deviates from the low-pressure linear density dependence as the band gap decreases. 146 
 147 
The gap energy, which we estimated from the refractive index (30), approaches ~2 eV 148 
when the sample layer becomes opaque, consistent with the wavelength 1.9 eV probe. 149 
Extrapolation (linear in density) suggests that, for the fluid deuterium states achieved in 150 
our study, the band gap closes in the range 200 < P < 250 GPa (30) depending on the 151 
experiment (Fig. S22B).  The ≈10% reflectance we observed when the sample becomes 152 
opaque (Fig. 2A) is consistent with the expected reflectivity of the pressurized D2-LiF 153 
interface with nD2 » 2.8 and nLiF » 1.5 and represents a minimum reflectivity of insulating 154 
deuterium in this experiment.  Further pressurization reveals a rapid increase in 155 
reflectivity at the D2-LiF interface eventually reaching a saturation level near 55%. 156 
Reflectivity of  ≈30% at the D2-LiF interface corresponds to the minimum metallic 157 
electrical conductivity sDC ≈ 2000 S/cm (10, 36); values exceeding this indicate metallic 158 
behavior (30). From this measurement we inferred that the IM transition occurs in the 159 
pressure range between approximately 150 GPa and 250 GPa. While we did not observe 160 
a discontinuous change in reflectivity through this range for three of our experiments 161 
finite temporal resolution in the measurements may have obscured a sharp transition; one 162 
experiment (magenta dashed curves and Fig. 2A inset) recorded at higher time resolution 163 
revealed a sharp reflectivity increase.  In all cases the reflectivity increase steepened 164 
noticeably near 200 GPa.  Of the four experiments reaching 600 GPa peak pressure, we 165 
recorded some of the reflectivity data during pressure relaxation; unlike prior 166 
experiments (22) there is no evidence for different reflectivity signals during increasing 167 
(dP/dt > 0) and decreasing (dP/dt < 0) pressurization. 168 
 169 
We can fit our results to simple models of the evolution of the optical properties through 170 
the transparent, optically absorbing, and optically reflecting regimes. The absorption has 171 
a steep pressure dependence and increases with temperature (Fig. 2B), most likely due to 172 
disorder in the material.  In the partially transparent regime we extracted the optical 173 
conductivity (Fig. 2D, symbols) directly from our data using the expression 𝜎(𝜔) = 𝑛𝛼𝑐 174 
(Gaussian units) where n is the real part of the index of refraction (Fig. 2B), a is the 175 
absorption coefficient (Fig. 2C), and c the speed of light.  A Lorentz optical model 176 
incorporating a density-dependent oscillator frequency matches these data (Fig. 2D, 177 
curves below 150 GPa).  We estimated the DC conductivity above the transition (Fig. 2D, 178 
P >150 GPa) with the Smith-Drude model (20, 37) evaluated with a fixed relaxation time 179 
t=0.075 fs and variable backscatter parameter matched to the optical reflectivity (Fig. 2A 180 
and Fig. S25). The conductivities determined here exhibit similar trends to those 181 
calculated theoretically (13). 182 
 183 
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We plotted the optical absorption and reflectivity signatures along the calculated 184 
temperature versus pressure (T-P) paths extracted from the simulation models (Fig. 3), 185 
referred to by their T near 200 GPa (Table S1).  Our observations of the onset of optical 186 
absorption (open circles in Fig. 3) are in good agreement with the results of McWilliams 187 
et al. (20) and Knudson et al. (22) black dashed line in Fig. 3).  These observations along 188 
with the extrapolated band gap energy as a function of P (Fig. S22B) imply that the band 189 
gap remains finite leading up to the IM transition.  These conclusions differ from those of 190 
several diamond anvil cell (DAC) measurements performed at similar conditions (17–19, 191 
21).  The DAC measurements using laser heating produced plateaus in temperature with 192 
increasing laser power that were interpreted as a signature of the metallization transition 193 
(17–19, 21).  However, the heating plateaus in the static experiments are better correlated 194 
with the onset of absorption in our experiment rather than metallization, consistent with 195 
alternative interpretations of those data (20, 38, 22).  The observation of absorption well 196 
below the point of band gap closure is also found in the solid at lower temperatures (39, 197 
40). 198 
 199 
We found saturation of the reflectivity above ~280 GPa in the four experiments carried 200 
out to the highest pressures.  In these datasets the transition temperature exhibited a clear 201 
trend decreasing with pressure by ≈20 K/GPa.  The lowest observation at T ~ 1100 K 202 
showed the transition occurring at 221 GPa.  One experiment at even lower T ~ 940 K did 203 
not reveal reflectivity greater than 10% to the maximum P ~ 215 GPa, but does not rule 204 
out the possibility of a transition at higher P.  Pulsed heating DAC experiments on H2 205 
(19, 21), found reflectivity saturation at temperatures similar to our experiments and ~20 206 
GPa lower pressure, which may be consistent with the expected isotope effect. 207 
 208 
The steep increase in reflectivity with pressure that we observe near 200 GPa contrasts 209 
with the interpretation of the ramp compression experiment on deuterium carried out at 210 
the Z facility (22).  Although the onset of optical absorption is consistent with our work, 211 
the subsequent weak reflectivity followed by jumps near 300 GPa (attributed to the IM 212 
transition) occured at higher pressure than observed here and in other later studies (19, 213 
21), while the low (< 2%) reflectivity of the D2-LiF interface recorded at intermediate 214 
conditions is not consistent with either insulating or semiconducting deuterium and LiF 215 
under pressure (30, 35, 41, 42). While our data indicates onset of the IM transition at P 216 
~200 GPa the optical reflectivity saturates to a constant value of ~55% near 280 GPa, and 217 
remains stable over hundreds of GPa, similar to the pressures where high reflectivity is 218 
displayed in the Z experiments.  This shows that both experiments are probing similar 219 
states at onset and completion of the IM transition, but not at intermediate conditions. 220 
 221 
We propose that the different results are related to the two-orders of magnitude longer 222 
time scale of the Z experiments, allowing turbulent lateral flows within the sample layer 223 
to be established during the observations.  These effects lead to a different interpretation 224 
of the reflectivity jumps observed in the Z data, correlating these with completion rather 225 
than onset of the IM transformation (30). This requires a correction of the inferred 226 
transition temperatures from the Z-machine to lower values (Table S3), owing to the 227 
latent heat of the IM transition.  Although there are uncertainties in the temperature 228 
estimates in both experiments, we expect that those uncertainties are accentuated by the 229 
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longer time scales, which give rise to multiple mechanisms of heat transport in the Z 230 
experiments.  The much shorter time scales in our experiments preclude these from 231 
occurring, so that the temperature estimates for our experiments depend primarily on the 232 
EOS models in the molecular fluid phase. 233 
 234 
We interpreted the onset of reflectivity above 10% as the beginning of pressure-induced 235 
molecular dissociation associated with the IM transition.  The extent and P-T range of the 236 
IM transition are in approximate agreement with the DFT-based molecular dynamics 237 
calculations using the van der Waals (vdW-DF1) exchange-correlation functional (43) 238 
reported in Knudson et al. (22) Our observations and analyses are also consistent with the 239 
CEIMC calculations of Pierleoni et al. (15) and with the quantum Monte Carlo 240 
calculations of Mazzola et al. (16).  They are about 100 GPa higher than DFT 241 
calculations based on the Perdew-Burke-Ernzerhof (44) (PBE) exchange-correlation 242 
functional (28, 14) and about 50 GPa lower than DFT calculations based on the van der 243 
Waals vdW-DF2 functional (22, 45).  In the saturation regime the estimated sDC ≈ 104 244 
S/cm is in good agreement with the recent estimates from lower pressure experiments 245 
(21) and with calculations (13). 246 
 247 
Our interpretation of the Z experiments does not alter the conclusion that the abrupt 248 
reflectivity jumps observed in those experiments are evidence of a first-order insulator-249 
metal transition.  The revised T ≈ 600 K are well below the predicted critical point 250 
temperature, while one of our experiments provides evidence for first order behavior up 251 
to 1100 K.  The extrapolated band gap energies (linear in density, Fig. S22B) reach 252 
closure at higher P than the corresponding observed transition P, indicating that the gap 253 
closes non-linearly and could indicate first-order behavior as high 1640 K.  Therefore, 254 
while the critical point temperature, TCP, is not yet precisely identified, it is bounded in 255 
the range 3000 K > TCP > 1100 K, based on our data and continuous transformations 256 
observed in prior experiments to higher temperature (10). 257 
 258 
Our revision of the IM transition data from the Z experiments lies close to and even 259 
below previous melting line studies on hydrogen (25, 23)  A straight line connecting our 260 
data to the revised Z data has a slope of –5 K/GPa.  This invites speculation as to whether 261 
a thermodynamic triple point with coexisting crystalline solid, insulating fluid and liquid 262 
metal phases is located near 600 K and 300 GPa.  If so, at higher pressure the insulating 263 
crystalline solid would transform directly to the liquid metal.  Since the melting line of 264 
deuterium hasn’t been determined, and quantum effects are important, the existence and 265 
location of such a triple point remains an open question. 266 
 267 
Demixing in dense H-He fluid mixtures, an important process expected to occur inside 268 
giant planets (46, 47), is closely connected with the IM transition (48).  Recent state-of-269 
the-art calculations of H-He demixing are all based on ab-initio calculations with 270 
increasing levels of sophistication (48–54).  The two most recent calculations of H and 271 
He EOS for planetary models are based on DFT molecular dynamics (55, 56) with the 272 
PBE exchange-correlation functional and until this year ab-initio-based demixing studies 273 
(52, 53) were also based on PBE.  The emerging theoretical (15, 16) and experimental 274 
(22) evidence that PBE underestimates the IM transition pressure motivated Schöttler and 275 
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Redmer (54) to examine H-He demixing with the vdW-DF1 functional.  They showed a 276 
clear shift of the demixing boundary to higher pressure and lower temperature compared 277 
to PBE-based calculations.  Thus, while the first-order IM transition occurs at much 278 
lower temperature than the Jupiter and Saturn isentropes it plays an important role as a 279 
benchmarking feature to validate the functional on which the H-He demixing calculations 280 
are based. 281 
  282 
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 550 
Fig. 1 Schematic of target and experiment together with raw data. (A) A planar sample 551 
layer of liquid deuterium, 31 µm thick, contained between a 70 µm thick copper piston 552 
and a 500 µm thick LiF window is mounted onto the side of a hohlraum (brown in 553 
bottom sketch), driven with the NIF laser (blue block arrows) and diagnosed with a line-554 
imaging VISAR (sensor positioned on right). (B) Example data record from experiment 555 
N150914-2: fringe amplitude encodes reflectivity and fringe phase is proportional to the 556 
Doppler shift of the reflected light (piston and window interface velocities); the frame 557 
below shows apparent velocity signals extracted from the fringe phase and corresponding 558 
simulated velocities. At times 30 < t < 31 ns simulations (black dashed) with the 559 
extrapolated Dewaele et al. (35) refractive index fit do not match the observations and 560 
require a corrected index (green dashed) to match observations; additional frames below 561 
show pressure, temperature and density at a point in the center of the sample estimated 562 
from simulations matched to the velocity data based on three different equation of state 563 
models for deuterium. (C) Details of the information presented in (B) with magnified 564 
time axis: vertical gray lines denote the transition from partially transparent to opaque; 565 
vertical magenta lines indicate the time when the reflectivity at the D/LiF interface 566 
exceeds 30%.  The normalized reflectance shows independent measurements from the 567 
two detectors. 568 
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 570 
Fig. 2.  Optical signatures of the insulator-metal transition. Curves in all frames are 571 
matched for the five experiments following isentropes that correspond to the colored T-P 572 
bands in Fig. 3.  (B) Absorption coefficient, legend indicates experiment number and T 573 
along isentrope near P = 200 GPa  (C) Index of refraction from simulations matched to 574 
the observed Doppler shifts (symbols); and, for comparison, extrapolation of the Dewaele 575 
et al. (35) refractive index fit to higher density (solid gray curve). (D) For P < 150 GPa, 576 
optical (AC) conductivity as extracted by combining the data in (B) and (C) (symbols) 577 
and corresponding Lorentz model fits (curves); for P > 150 GPa the DC conductivity 578 
inferred from the reflectivity data in (A) and the Smith-Drude model with t = 0.075 fs 579 
(30).  Inset in (A): raw data from N171105-3, showing a sharp reflectivity jump just 580 
before t = 32 ns. 581 
  582 
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 583 
  584 

 585 
 586 
Fig. 3 Phase diagram of H2/D2 at high P-T conditions. Present results: threshold where 587 
optical absorption coefficient exceeds ≈1 µm-1 at 660 nm and the band gap is ≈ 2eV 588 
(black open circles connected by thick dashed line); and, points where the D/LiF interface 589 
reflectivity exceeds R=30% (black solid circles), corresponding to the minimum metallic 590 
conductivity s ≈	2 x 103 S/cm. The thick black curve connects these points to the 591 
metallization transition, s ≈	2 x 103 S/cm, identified by Weir et al. (solid black triangle) 592 
(10). The colored solid curves and associated bands show the compression paths of the 593 
current experiments (shading indicates estimated systematic uncertainty). Previous 594 
experimental results on H2: Ohta et al. (x) (18) and Dzyabura et al. (crosses) (17) both 595 
from heating curve analyses of in laser-heated DACs; Zaghoo et al. (open pentagons) 596 
from absorption and reflectance in laser-heated DAC (19); McWilliams et al. (20) 597 
determination of the onset of absorption from transient DAC optical transmission 598 
measurements (open triangles); Zaghoo & Silvera (21) reflectance saturation data (solid 599 
pentagons); melting measurements of Zha et al. (23) (dotted red). Previous results on D2: 600 
Knudson et al., absorption onset for 532 nm wavelength (open squares) (22) Knudson et 601 
al., reported IM transition (inverted gray triangles) (22) and revised with our 602 
interpretation (inverted black-edged triangles).  A selection of theoretical curves reported 603 
in Pierleoni et al. (15) compares results from three DFT exchange-correlation functionals: 604 
PBE (dashed orange), vdW-DF1 (chain-dash blue) and vdW-DF2 (solid blue) and the 605 
CEIMC calculation for deuterium (dashed green). 606 
 607 
 608 
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Materials and Methods 
Target configuration 

The experimental platform consists of a cylindrical Au hohlraum that serves as a 
blackbody radiation cavity, with a target package mounted on the side (Fig. S1).  The 
hohlraum dimensions are 10.9 mm long by 6.2 mm diameter with 3.6 mm diameter laser 
entrance holes (LEHs) in each end.  The sample package is placed over a 2 mm diameter 
hole in the side of the hohlraum and is contained within a 3 mm long Au cone to allow 
diagnostic viewing down the axis of the cone.  The sample package consists of a Cu plate 
2 mm diameter x 70 µm thick acting as the piston and a LiF window 1 mm square x 500 
µm thick.  These components are assembled to leave a 30 - 32 µm gap between the LiF 
window and the Cu piston.  The sample volume is sealed with a quartz window and 
attached to a supply of high purity deuterium gas through capillary lines.  The hohlraum 
is attached to mounting arms at the top and bottom and additional shielding components 
are placed around the hohlraum (Fig. S2).  Shields around the arms holding the hohlraum 
disperse unfocused and unconverted laser light (at 527 nm and 1053 nm), and a large 
conical shield extending out to 50 mm radius from the target maintains a plasma-free 
optical line-of-sight for the velocimetry diagnostic viewing the target package.  The 
completed assembly is mounted onto a cryogenic cold finger and cooled to a temperature 
of 21.5 K. 

Shortly prior to the experiment the sample volume is filled with liquid deuterium at 
a pressure of 820 torr.  The interior of the hohlraum is also sealed and filled with He gas 
at a pressure of 200 torr.  The He gas is confined using thin (40 nm) polyimide windows 
to seal the LEHs.  The He gas limits the rate and range of expansion of the Au hohlraum 
walls into the interior of the hohlraum volume during the experiment.  The polyimide 
windows are destroyed by the laser drive beams during the first few dozen picoseconds of 
the experiment.  
 
Laser power and radiation drive 

Most beams of the NIF laser are directed through the laser entrance holes to heat the 
interior was of the hohlraum with a precisely defined power as a function of time.  Of the 
available 192 beams 168 are active (24 beams are inactive to avoid striking the sample 
package).  The power is delivered in two parts, with half of the beams delivering the early 
part of the pulse and the other half the later part (the dividing time is evident in the power 
transients at 15 and 23 ns seen in Fig. S3).  The heated hohlraum walls absorb and re-
emit the power deposited by the laser to form a high temperature thermal radiation bath 
within the interior of the hohlraum (57,	58).  The resulting thermal radiation flux drives 
an ablative Marshak radiation wave (59) into the walls of the hohlraum and into the Cu 
piston.  The ablation process creates a pressure wave that outruns the radiation wave and 
accelerates the Cu plate, causing it to act like a piston to compress the sample.  The 
temporal history of the radiation temperature in the hohlraum is recorded by the DANTE 
radiation temperature diagnostic (60,	61).  The DANTE data show that peak temperature 
reached 140 eV for the first experiment and 165 eV for the following four experiments.  
Also evident in Fig. S3 is the variation in the initial power of the pulse (the “picket”).  
This initial burst of power launches a weak shock (20 - 40 GPa amplitude) into the Cu 
piston, which in turn is transmitted into the deuterium sample at much lower amplitude 
(ranging from 1.5 GPa to 3 GPa) because of the impedance mismatch between the Cu and 
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the deuterium.  This shock deposits most of the entropy into the sample layer, thereby 
determining the average temperature of the sample upon subsequent compression.  
Stronger initial shocks lead to higher temperatures upon compression.  The late-time peak 
pressure is determined by the peak temperature in the radiation drive.  Our first 
experiment reached a peak pressure of about 215 GPa, while the subsequent three 
experiments reached ~550 GPa.  The drive pressure scales as a high power (~4) of the 
radiation temperature.  The details of this scaling depend on the radiative properties of 
the ablated gold and copper plasmas expanding from the surfaces of these components.  

As the x-ray spectrum emitted by the hohlraum is approximately Planckian its 
spectrum peaks near 2.8 times the temperature, or < 500 eV for our experiments.  
Consequently, emission of photons harder than 2 keV is negligible.  The deuterium 
sample and the accompanying LiF window are shielded by thick layers of Cu (80 µm) 
and Au (≥ 100 µm) that block the hohlraum radiation from affecting the sample. 
 
Compression History 

Compression of the deuterium layer is accomplished through a combination of 
reverberating shock waves, followed by a smoother pressure increase once the layer is 
compressed to a few microns thickness.  A radiation-hydrodynamic calculation (Fig. S4) 
using the HYADES code (62) shows the basic features of the compression process.  It 
takes about 10 ns for the initial shock in the Cu layer to reach the Cu/deuterium interface 
(time t1).  Initial compression of the deuterium starts with this event, which initiates a 
reverberation sequence in the layer.  A release wave launched at time t1 travels back 
through the Cu piston to the ablation surface arriving at t2.  Starting at t2 a recompression 
wave is launched in the Cu by the increasing drive pressure, reaches the deuterium layer 
at t3, and produces a second fast reverberation sequence.  After several reverberations of 
the second sequence compression becomes continuous. The IM transition starts after t3.  
Curves showing the pressure, the density and the thickness of the layer are also shown.  
Near the IM transition the layer thickness reaches ~2.8 µm and 2 g cm-3 (0.5 mol cm-3). 
At peak compression (near 550 GPa) the density reaches ~2.8 g cm-3, and the layer 
thickness is ~1.9 µm. 

Detailed profiles of the density, pressure, temperature and sound speed at several 
times near the IM transition are shown in Fig. S5.  While conditions in the surrounding 
Cu and LiF are non-uniform, the deuterium sample layer is compressed to near-uniform 
conditions.  This is helped by the high sound speed in the sample (> 15 km/s) and 
relatively small layer thickness. 

Details of the two reverberation sequences in the sample layer are highlighted (Fig. 
S6) in lagrangian coordinates.  The transmitted first shock strength in the deuterium layer 
has amplitude spanning 1.6 GPa to 2.6 GPa over the 5 experiments.  The first shock 
reverberates approximately 4-5 times before the pressure reaches a nearly constant level 
between 20 and 32 GPa; this occurs over a period of about 15 ns.  The second 
compression wave from the Cu piston raises the pressure to between 50 and 80 GPa 
(depending on experiment), with further increases through subsequent reverberations.  
Above about 200 GPa the pressure rise is continuous. 

The insulator-metal (IM) transition occurs during the second sequence, somewhere 
between 150 and 250 GPa.  Because of the reverberations the pressure increase over 
much of this range occurs discretely in about 5 or 6 steps.  Furthermore, the transit times 
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of each reverberation are sub-nanosecond in duration, starting at ~450 ps, and 
diminishing to ~150 ps as the layer compresses and the sound speed increases.  For most 
of the experiments the time resolution of our detection system was about 150 ps, 
comparable to the transit times of the final reverberations.  These experiments were not 
able to discriminate easily between an abrupt (first order) transition from insulator to 
metal and a continuous transition.  While the analyzed results have the appearance of a 
continuous transition, we cannot rule out a first order transition because of the discrete 
nature of the compression steps and the finite time resolution of the measurements.  On 
one experiment it with ≈50 ps time resolution we did observe a sharp transition (Fig. 2 
inset). 
 
Sample containment and the optical interface 

Hydrogen is known to escape from diamond anvil cells at high temperature and 
pressure via diffusion into the gasket materials on time scales of seconds or longer (63); 
however, quantitative data on mass diffusivities at the relevant conditions are sparse.  
Available values for mass diffusivities in pressurized and heated Fe (64, 65) are many 
orders of magnitude too low for bulk diffusion (sample escape) to occur in a few 
nanoseconds.  Assuming that mass diffusivity in Cu and LiF are of similar order of 
magnitude it is highly unlikely that the sample can escape through diffusion into the 
containing materials during the few nanoseconds duration of the experiments. 

We also considered chemical reaction with the LiF window.  Calculated 
temperatures of the LiF at the D2/LiF interface are < 1000 K over the duration of the 
experiment.  The most plausible contamination, a layer of pressurized LiD and DF 
formed at the optical interface through chemical reaction is likely to be dielectric at T < 
1000 K, with low conductivity, and therefore would behave like an optical coating.  
However, the ambient pressure enthalpy of formation of LiF (-620 kJ/mol) compared 
with LiH (-91 kJ/mol) and HF (-15 kJ/mol) prohibit such reactions for energetic reasons 
and make it unlikely that they could occur at pressure in the short time scales of the 
experiment.  LiF is a remarkably stable wide-bandgap dielectric material at high pressure 
with band gap estimated to exceed 8 eV (41) over the entire pressure range of our 
experiments.  The electronic configuration is closed shell, the same as the configuration 
of He and Ne.  Ne, like He, is immiscible in liquid metallic hydrogen at low temperature 
and high pressure (66).  In order to affect the optical reflectivity an interface perturbation 
must extend over a good fraction of a wavelength of the light, i.e. more than 35 nm, and 
change the dielectric properties drastically (optical conductivity).  We see no evidence of 
optical degradation of the D2/LiF interface during the first reverberation sequence leading 
up to the IM transition, and our IM transition observations are completed within a time 
duration of 3 ns after the second reverberation starts. The experiments of Knudson et al. 
(22) showed reversible reflectivity signals during an experimental duration of > 300 ns, 
suggesting that any chemical reactions or diffusion, if present, occurs on much longer 
time scales. 
 
Diagnostic configuration 

The primary diagnostic is a line-imaging velocity interferometer system for any 
reflector (VISAR) (67,	68).  In this arrangement a beam of laser light is directed onto the 
target, and the reflected beam is relayed back through an imaging system that projects the 
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target image onto the slit of a streak camera after passing through the interferometer.  The 
target image is split into two parts (Fig. S7): one part views through the LiF window and 
reflects from the Cu piston; in the other part the light is reflected from a 100 nm thick Al 
flashing coated onto the LiF window located at the interface between the LiF and the 
deuterium sample.  LiF is known to remain transparent up to at least 800 GPa under 
quasi-isentropic or ramp compression (41). 

The light source is a single frequency (single longitudinal mode) Nd:YAG laser 
operating at 1319 nm, frequency doubled to 659.5 nm.  The light is conveyed to the 
diagnostic through a multi-mode optical fiber conduit and formed into a beam with 
collimating optics, then coupled into the line-of-sight with a 50% beam splitter.  The 
power delivered to the target was < 12 kW.  At the target the beam is focused to a 
diameter of approximately 2 mm forming a spatially uniform multi-mode (speckled) 
pattern with irradiance < 380 kW/cm2.  This power level is insufficient to raise the 
temperature of a skin depth layer of metallic deuterium by a significant amount during 
our measurements.  Assuming a typical specific heat capacity of metallic deuterium of 6 
J/g/K, density of 2 g/cm3 and skin depth of 50 nm, the rate of temperature rise in the 
absorbing layer (assuming 100% absorption) is < 6.4 K/ns.  The transition from insulator 
to metal occurs in less than 3 ns.  The maximum temperature rise expected from the 
probe laser during this time, ~20 K, is much less than our uncertainty in the layer 
temperature.  

Superimposed on the image returned through the image relay system is a sinusoidal 
fringe pattern (sinusoidal intensity as a function of position) created by passing the light 
through the VISAR interferometer (Fig. S8).  Within the interferometer one sample beam 
is delayed in time relative to the other (148 ps in one interferometer channel, 59 ps in a 
second interferometer channel).  The recombined sample beams are overlapped to reform 
the image along with the resulting fringe pattern.  A Doppler shift in the reflected light 
beam is manifested as a shift in the phase of the fringe pattern in linear proportion to the 
Doppler shift.  Because the signal is captured at an image plane, the phase shifts are 
localized in both space and time.  Rather than referring to the Doppler shift in frequency 
units we refer to it in terms of “apparent velocity”, by which we mean the velocity of a 
reflector moving through vacuum that produces an equivalent signal.  Thus, the raw data 
captured by the streak camera provides a space- and time-resolved recording of the 
apparent velocities of reflecting interfaces within the target.  

Since our targets contain refracting media, the apparent velocity is not the same as 
the actual velocity of the reflecting interface.  The observed Doppler shift is proportional 
to the rate of change of total optical path between the probe source and the detector: 

𝑣apparent(𝑡) =
𝑑
𝑑𝑡

4 𝑛(𝑥, 𝑡)𝑑𝑥,
path

																																																								(1) 

which is usually larger than the actual velocity.  The actual velocity can be extracted by 
applying corrections that account for the refractive indices in the transparent media 
traversed by the probe beam (67, 69). 

It is common with VISAR arrangements to have at least two interferometers and 
detectors record a common reflected light signal (68).  Each interferometer is configured 
with a different sensitivity (referred to as velocity-per-fringe or VPF).  In many cases the 
data contains shifts of several cycles; the integer portion of the phase shift (measured in 
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cycles) cannot be inferred purely from analysis of a single interferometer pattern, and 
requires additional information.  With two interferometers this ambiguity is easily 
resolved.  The VPFs of our dual interferometer setup were 2.186 km/s/fringe and 5.460 
km/s/fringe respectively. 
 
Data reduction – camera corrections 

Prior to analysis basic manipulations are applied to the data sets including: 
background subtraction, two-dimensional distortion correction and sweep linearization.  
The distortion correction removes electron-optic image distortions from the output image.  
Most of the distortion is removed using a distortion map created by off-line calibration 
with a picosecond laser source and an etalon which projects a precise pattern of light 
impulses forming a space-time grid onto the camera input (70).  Secondary correction is 
generated in-situ 1 to 2 hours prior to the experiment (Fig. S9) using a high precision 0.5 
GHz or 1 GHz laser comb generator source to project a similar signal onto a set of ten 
spatial locations across the slit (71, 72).  The two outer comb generator signals are always 
recorded simultaneously with the data on each edge of the data region.  These signals are 
used to correct residual fluctuations in sweep rate and/or linearity that can occur on a 
sweep-to-sweep basis.  An additional light impulse that is precisely synchronized to the 
facility timing system is also recorded on the camera to provide an absolute timing 
reference relative to the laser drive, and to other diagnostic equipment.  Experience with 
this suite of corrections over hundreds of NIF experiments confirms that the corrections 
map the raw data onto a Cartesian space-time coordinate system with a relative accuracy 
of ~0.3% of the respective spatial window (3 µm out of 1 mm) and 0.3% of the temporal 
sweep window (< 0.12 ns out of 40 ns), with absolute accuracy of < 100 ps relative to the 
NIF clock. 
 
Data reduction – phase and velocity extraction 

The apparent velocities of the reflecting interface(s) in the target are determined 
from the instantaneous phase of the fringe pattern.  We have applied two methods to 
extract the phase: (i) a variant of the Fourier transform method (FTM) developed by 
Takeda et al. (73, 68); and, (ii) a technique based on ridge extraction from a continuous 
wavelet transform (CWT) of the data (74, 75).  Both techniques provide a global 
extraction of the velocity over the entire data set, allowing the generation of two-
dimensional phase and amplitude maps.  Both techniques give near identical results for 
the apparent velocity, aside from minor differences in the noise levels.  For the 
reflectance and absorptivity analysis presented below we chose the CWT technique 
because of its superior immunity to noise sources in the raw data. 

The analysis tools that extract the fringe phase (FTM or CWT) produce a complex-
valued result, 𝑍(𝑥, 𝑡) = 	𝐴(𝑥, 𝑡)	exp	(𝑖𝜑(𝑥, 𝑡)).	 From this complex-valued signal  we can 
extract the phase: 𝜑(𝑥, 𝑡)= tan?@[Re(𝑍),	Im(𝑍)];	and the amplitude, 𝐴(𝑥, 𝑡) = |𝑍(𝑥, 𝑡)|. 
 
Data reduction – velocity map 

The fringe patterns span about 35 fringes in our data sets, corresponding to a 
background phase ramp.  The velocity map is obtained after subtracting the phase ramp 
and multiplying the resulting phase (measured in cycles) by the VPF.  The ramp 
subtraction is achieved by subtracting a blank (or reference) fringe pattern obtained on 
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the streak camera shortly before the experiment; this method removes residual distortions 
present in the interferometer and camera systems.  Discontinuities in the fringes at 
specific event locations are treated specially to allow for jumps of multiple fringes in 
some cases.  The fringe jumps are resolved by comparing the analyses of the data from 
the two interferometers and choosing jumps that produce matching results.  The raw 
phase ramp extracted from the data record shown in Fig. S8 and wrapped to the interval 
[-π, π] is shown in Fig. S10A and the corresponding velocity map in Fig. S10B. 
 
Data reduction – reflectance map and reflectivity 

The CWT and FT methods for fringe analysis provide a two-dimensional field 
𝑍(𝑥, 𝑡) = 	𝐴(𝑥, 𝑡)	exp	(𝑖𝜑(𝑥, 𝑡))	from which we extract the reflectance from the fringe 
amplitude 𝐴(𝑥, 𝑡) = |𝑍(𝑥, 𝑡)| (Fig. S11).  By using the fringe amplitude signal rather 
than the total light intensity the analysis is immune to DC frequency bias (background); 
however, it is sensitive to changes in fringe visibility that are most evident during 
velocity transients when the detector cannot resolve the rapid fringe motion.  The upper 
half of the recording provides the reflected signal from the Al/LiF interface.  We use this 
signal as a normalization reference for the portion of the signal reflected from the Cu 
piston and transmitted through the deuterium sample. 

The reference signal is observed gradually to decrease over the duration of the 
recording, due to increasing optical absorption as the compression wave propagates 
through the LiF window.  The increasing absorption is likely related to heating and 
mechanical deformation of the material (generation of optically active color centers and 
lattice defects) and also because the amount of compressed LiF entrained in the 
compression wave increases approximately linearly with time.  The material becomes hot 
(several thousand K) under the isentropic compression of the steepening pressure wave.  
A strong leading shock eventually develops and attains a strength up to several hundred 
GPa rendering the window optically opaque.  A thin layer of LiF adjacent to the 
deuterium sample remains cool because its compression path most closely approximates 
an isentrope starting from cryogenic conditions.  With the assumption that the window 
effects are uniform over the field of view the absolute reflectance can then be obtained by 
assuming a fixed value for the Al/LiF interface reflectivity.  

The reflectance signal from the Cu piston region can be divided into two time 
domains according to whether a difference in apparent velocity is observed on the Cu 
piston side of the target as compared to the Al/LiF window side (Fig. S12).  While the 
deuterium layer remains transparent, or partially transparent, the velocity signal returned 
from the Cu piston will be different from that of the window.  That is because the Cu 
piston and LiF window are separated by the compressible layer of deuterium, and 
transient events experienced by either surface are communicated to the other by weak 
shocks or acoustic waves, resulting in different velocity histories.  At some time, 𝑡H, 
during the experiment the reflection of the probe light shifts from the Cu piston to the 
deuterium-LiF interface.  For 𝑡 > 	 𝑡H the two apparent velocity signals match each other, 
indicating that they originate from a common interface, the pressurized deuterium-LiF 
window interface.  For 𝑡 ≤ 𝑡H the reflectance signal is decreasing with time and is 
interpreted in terms of the intrinsic reflectivity of the Cu piston and optical transmission 
through the partially absorbing deuterium sample layer; we can estimate the absorption 
coefficient in the deuterium sample layer from this signal, described below.  At time 𝑡H 
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the normalized reflectance signal reaches a minimum, typically near 0.10 (relative to the 
Al/LiF reflectivity).  The reflectance is not expected to reach zero because the deuterium 
refractive index at these conditions exceeds 2.5 even when the deuterium layer is not 
metallized.  The refractive index of the pressurized LiF is around ~1.5 at these conditions 
leading to a minimum reflectivity R ≈ 10%, consistent with the reflectivity expected from 
the Fresnel formula (also accounting for the increased refractive index discussed later in 
4(a)). 

For the times 𝑡 > 𝑡H the reflectivity of the deuterium-LiF interface was obtained 
from the normalized reflectance map by assuming a fixed value for the reflectivity of the 
Al/LiF interface.  The spectrally-dependent reflectivity of the pressurized Al/LiF 
interface was computed by Knudson et al. (22) to be RAl/LiF = 0.78 at our probe 
wavelength 659.5 nm; to extract absolute reflectivity we scaled the reflectance by this 
value.  After applying this normalization the reflectance map and the velocity maps were 
analyzed on a pixel-by-pixel basis, for which each pixel has a reflectance value and an 
apparent velocity value associated with it.  These data were assigned into velocity bins of 
width 0.04 km/s to form a histogram of the reflectivity versus apparent velocity over the 
entire data set.  Within each bin the average and standard deviation of the reflectance 
values are used to determine the reflectance and assess the statistical measurement error.  
We converted apparent velocity to pressure by assuming a window correction for the 
velocity of 1.295 (i.e. uLiF = uApparent/1.295) and the known principal isentrope from the 
SESAME 7271v3 equation of state model for LiF (76, 77). 
 
Data reduction – temporal dependence of reflectance 

The assignment of reflectivity to velocity bins removes information about the 
temporal dependence of the signal.  The time history of pressure experienced by the 
sample layer was in fact not monotonic at times above the IM transition.  The details of 
the time history experienced by the sample in experiments 2 and 3 are shown in Fig. S13, 
encoded by the colors of the filled circles.  These points were extracted from spatially-
averaged lineouts across the sample, with each point corresponding to a particular 
observation time in the sample.  From the figure it is evident that the pressure loading 
initially passed though the IM transition at early times until reaching approximately 300 
GPa, then dwelling for a few ns at a near constant (but slightly oscillating) level.  At later 
times the pressure rapidly increased to its peak value above 500 GPa and then 
subsequently relaxed back down to near 300 -400 GPa.  The signal was cut off at this 
point because of the eventual steepening of the pressure wave in the LiF window into a 
strong shock. Evidently the apparent reflectivity of the D/LiF interface is independent of 
time-dependent effects on the time scale of the experiments (~15 ns).  This observation 
contrasts with the time-dependent reflectivity observed in the experiment of Knudson et 
al. (22) In their interpretation Knudson et al. attributed the time dependent effects to heat 
transport at the D2–LiF interface.  In the current experiments times scales are apparently 
too short for such effects to play a significant role.  We return below to discuss the 
significant differences in heat transport in our experiments compared with those on Z. 
 
Data reduction – absorption coefficient 

The absorption coefficient can be estimated from the reflectance signal for 𝑡 ≤ 𝑡H 
and knowledge of the thickness of the deuterium layer as a function of time.  The 
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normalized reflectance 𝑟L(𝑡) is related to the absorption coefficient in the deuterium layer 
through the equation, 

𝑟L(𝑡) =
𝑅Cu
𝑅Al/LiF

exp[-2κ𝐿(𝑡)] +
𝑅D2/LiF(𝑡)
𝑅Al/LiF

,																																																(2) 

where 𝑅Cu, 𝑅Al/LiF  and 𝑅D2/LiF(𝑡) are the reflectivities of the Cu piston, the Al/LiF and 
D2/LiF interfaces, respectively, 𝜅 is the absorption coefficient and L(t) is the layer 
thickness.  The second term accounts for the optical reflection from the deuterium-LiF 
interface.  Solving for the absorption coefficient gives, 

𝜅(𝑡) = −
1

2𝐿(𝑡) log
`
𝑟L(𝑡)𝑅Al/LiF − 𝑅D2/LiF(𝑡)

𝑅Cu
a.																																							(3)	

The time dependent L(t) must be extracted from a simulation model matched to the 
observed velocity histories (see below); the model includes the refractive indices of the 
pressurized deuterium and the LiF window, from which the optical reflectivity 𝑅D2/LiF(𝑡) 
can be estimated with the Fresnel formula.  Additionally it provides the average density 
𝜌(𝑡), temperature T(t) and pressure P(t) history so that 𝜅(𝑡) can be related to the 
thermodynamic state of the sample.  In our analysis assumes 𝑅Cu = 0.95 and 𝑅Al/LiF =
0.78.  At the time when the reflectance signal reaches its minimum, 𝑟L ≈ 0.07, the layer 
thickness is L~3 µm, and 𝑅D2/LiF(𝑡) has a comparable magnitude.  This limits the 
maximum value of the absorption coefficient that can be determined.  For example when 
the two terms in (2) are nearly balanced then the layer has OD ≈ 1.4 (double-passed OD ≈ 
-log(0.07) ≈ 2.7), and 𝜅 ≈ 1.4/(3 µm) ≈ 0.5 µm-1.  Values of 𝜅 much larger than 1 µm-1 
are not possible to determine because 𝑅D2/LiF(𝑡) (the second term in eq. 2) begins to 
dominate.  Fig. S14 shows an example result. 
 
Simulation modeling 

Thermodynamic states in the sample were inferred from simulations matched 
accurately to the observed apparent velocity signals.  In the simulation a boundary 
condition with a prescribed velocity and temperature history is applied to the deuterium 
sample acting as a source of pressure and heat to account for the effects of the Cu piston.  
We determined the time history of the pressure (or equivalently the Cu piston velocity) 
applied to the sample layer using an iterative procedure designed to converge on the 
observed apparent velocities of both the Cu piston signal and the Al-LiF interface signal.  
The converged simulations determined the spatial and temporal history of the pressure 
P(t), density r(t) and the temperature T(t) in the sample layer. The Cu piston temperature 
increases during the experiment because it undergoes shock compression, followed by 
decompression and then a second shock compression (Fig. S5).  To account for this our 
model estimates the penetration of heat originating from the piston surface into the 
sample layer by solving the heat equation self-consistently with the fluid motion.  Further 
details of the heat penetration model are given below. 
 
Equation of state models 

The simulations require accurate tabular equation-of-state models for deuterium and 
LiF.  We used three equation of state models for deuterium: the models of Kerley (31), 
Caillabet et al. (32) and Correa et al. (33)  The Caillabet et al. (32) and Correa et al. (33) 
models are based on DFT calculations with the Perdew-Burke-Ernzerhof (PBE) 
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exchange-correlation functional (44).  In both cases the DFT results are fitted with 
physically-motivated free-energy forms in order to generate wide-range tabular models, 
but implementation details are different.  The Kerley model developed prior to more 
recent calculations (78, 28) and experiments (23, 24, 79–81) is based on a chemical 
picture construction; it does not represent the melt physics accurately (melt curve 
maximum near 5000 K and 350 GPa), implying that the compression paths are situated 
entirely in the molecular solid phase.  None of the models attempt to represent the first 
order IM transition, although the Caillabet et al. and Correa et al. models do show dT/dP 
< 0 along isentropes near the IM transition, which is a manifestation of the metallization 
transition.  Recent accurate benchmarking data for the deuterium and hydrogen EOS 
based on shock measurements are available from Brygoo et al. (34) (based on an earlier 
work by Loubeyre et al. (12)) and also from Knudson & Desjarlais (29).  A comparison 
with the Brygoo et al. results is summarized in Fig. S15.  Similar comparisons are in Fig. 
2 of Knudson & Desjarlais (29) for the Kerley and PBE-based principal Hugoniots (as 
well as other functionals and a QMC calculation).  All the models represent the density 
compression and shock temperatures close to the available benchmarking data over a 
wide range of states at 5 kK < T < 40 kK and 0.12 < rM < 0.3 mol/cm3, but with some 
systematic differences.  By construction, all of the models are fitted to available static 
compression data (cold curve data), so the low T EOS is also accurate.  No benchmarking 
T data exist at 1 < T < 5 kK where the models produce differing results.  We use the 
spread in T among the three models (standard deviation) to provide a conservative 
estimate of the systematic uncertainty in T. 

For the LiF window we used the recently developed SESAME 7271v3 table for LiF 
(76, 77) which was developed specifically to match accurate benchmarking data along 
the Hugoniot, and ramp compression paths to 350 GPa.  The conditions in the LiF 
window at the IM transition are well within the validity range of this recent calibration. 
 
Refractive index models 

Optical models giving the density and temperature dependence of the index of 
refraction for both the LiF window and deuterium layer are required to relate the dynamic 
state (interface velocities) to the observed Doppler shifts in the reflected light signals; 
these are needed to evaluate equations (3a) and (3b) below. 

For the LiF refractive index we used the calibration developed by Rigg et al (42) 
and extended by Knudson et al. (22) and J.P Davis et al. (77) This model is primarily 
density-dependent with a correction for temperature effects.  For the index of refraction 
of deuterium we use the Gladstone-Dale fit for fluid hydrogen reported by Dewaele et al. 
(35) which assumes a linear dependence of index with molar density. This calibration is 
valid up to a density of 0.23 mol/cm3 (~0.93 g/cm3 for deuterium) and is consistent with 
previous data sets collected with static techniques (82, 83).  A similar fit was published 
by Souers (84) with a density coefficient that is about 3% different (the Souers book 
predates the Dewaele et al. study by about 17 years).  Our experiments approach 0.5 
mol/cm3 (2 g/cm3) before the deuterium sample becomes opaque, thus requiring an 
extrapolation of the known density dependence.  The data indicate that a simple linear 
extrapolation is not accurate, and a correction beyond linear is needed at high densities.  
Details of this correction are given below. 
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Hydrodynamic codes 
We used several codes for simulating the experiments.  The inertial confinement 

fusion code HYDRA (85) was used in 2D mode for initial modeling of the hohlraum 
radiation drive.  The radiation hydrodynamics code HYADES (62) and HYDRA in 1D 
mode and were both used for modeling the motion of the target package in order to 
design the laser pulse shape (as in Fig. S4).  For detailed matching to the experimental 
observables we used primarily the code LTC (86), and cross-checked those results 
against similar optimizations performed with HYDRA in 1D.  In LTC the numerical 
solution is based on a Lagrangian mesh and the equations of motion are integrated using 
the piecewise-parabolic-method (87) incorporating the Riemann solver of Dukowicz (88).  
All of these codes can be configured to use the EOS models described above.  We found 
agreement among results computed with all of them, despite differences in the details of 
the numerical methods.  For the matching calculations we used a computational mesh of 
55 zones for the D2 layer and 447 cells for LiF, with feathering in the LiF layer to match 
zone masses at the D2/LiF interface.  We checked convergence by performing several 
cases at twice the resolution and found differences well within error bars. 
 
Matching algorithm 

The hydrodynamic calculation solves the equations of motion of the deuterium layer 
and the LiF window in one-dimensional plane-parallel geometry subject to a boundary 
condition for the velocity of the Cu piston on one side, and the pressure at LiF window 
boundary at the side opposite to the LiF/D2 interface.  At each time step the 
computational mesh captures both the dynamic state (velocities and positions) and 
thermodynamic state (temperature, density, pressure and internal energy) of the two 
media.  The density and temperature profiles are required to determine the refractive 
index of both layers based on the calibrated models.  The goal is to determine the time 
history of the Cu piston velocity, 𝑣Cu(𝑡), which drives the compression wave through the 
sample and the LiF window.  The simulations start with the observed apparent velocity of 
the Cu piston, 𝑣Cu,0(𝑡) = 𝑣Cu,apparentijk (𝑡) as the initial guess for the velocity boundary 
condition.  Once a simulation is complete the apparent velocity data from that simulation 
result is then computed using the refractive index models for both materials: 

𝑣Cu,apparentklm (𝑡) =
𝑑
𝑑𝑡
`4 𝑛(𝑥, 𝑡)𝑑𝑥 + 4 𝑛(𝑥, 𝑡)𝑑𝑥

D2	sampleLiF	window
a																						(3𝑎)	

and, 

𝑣Al/LiF,apparentklm (𝑡) =
𝑑
𝑑𝑡
`4 𝑛(𝑥, 𝑡)𝑑𝑥
LiF	window

a.																																																												(3𝑏)	

That is, the apparent velocity is the rate of change of optical path difference between the 
probe source and detector for the two paths: (i) reflection from the Cu piston through 
both the deuterium layer and the LiF window; and, (ii) reflection from the Al/LiF 
interface through the LiF window only.  From the difference between the simulated and 
observed apparent velocities we generate a correction to the piston motion, 𝛿𝑣tu,v(𝑡), and 
use the correction to update the boundary velocity: 𝑣Cu,j+1(𝑡) = 𝑣Cu,j(𝑡) + 𝛿𝑣tu,v(𝑡).  To 
generate the correction we use a characteristics analysis to connect the events observed at 
the Al/LiF interface to events at the piston surface occurring earlier in time (these events 
launch acoustic perturbations that are observed later at the Al/LiF interface).  The 
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correction 𝛿𝑣tu,v(𝑡) combines the observations from both optical paths in a weighted 
average to take into account information from both signals and is evaluated and applied 
iteratively through multiple simulation passes.  We found that the simulation results 
converged to the data after about 10 – 20 iterations.  The converged simulation model 
matched the data over the entire duration of the velocity signals to within experimental 
error (Fig. S16) after accounting for an additional correction to the refractive index model 
for dense deuterium. 

When the Cu piston boundary velocity is converged, the corresponding simulation 
determines the complete space- and time-resolved history of the compressed sample 
layer.  Of most interest is the temperature history, which is not possible to measure with 
our current techniques. 
 
Thermal conduction effects 

The Cu piston acts as a heat source adjacent to the sample layer.  To estimate the 
temperature at the surface of the piston we computed the thermodynamic path 
experienced by the piston according to the various shock, release and reverberation 
events that interact with the piston.  Initially the piston undergoes a shock and release 
event to initiate the first reverberation sequence.  Following the first shock and release 
event the piston surface is heated to ~500 K and a series of weak shocks are transmitted 
back into the piston from the reverberating wave in the sample layer (causing it to 
decelerate); these events lead to quasi-isentropic heating; the temperature jumps are 
connected to the corresponding pressure jumps.  The calculations show that the piston 
temperature is comparable to (but slightly lower than) the sample temperature during the 
first reverberation sequence.  A second shock and release event initiates the second 
reverberation sequence culminating in the peak compression.  Because the piston 
temperature is elevated when the second shock arrives the second shock and release event 
leads to a much higher piston surface temperature (3000 to 6000 K, see also Fig. S5). The 
subsequent reverberations follow approximately an isentropic path from there.  The 
temperature estimates were computed using the SESAME 3336 equation of state table for 
Cu.  The second reverberation sequence is much faster and passes through the IM 
transition pressure over a much shorter time interval (1 - 2 ns), too fast for the heat to 
penetrate the layer significantly.  However, since the piston temperature can be as much 
as 3500 K higher than that of the sample it is important to develop a quantitative 
assessment of the conduction of heat through the layer.  To make this assessment we 
assumed thermal conductivities that were close to the maximum credible values: 1, 50 
and 1000 W/m/K for the LiF window, the deuterium sample and the Cu piston, 
respectively.  Lower values are more likely and realistic, so this estimate provides an 
upper limit on possible heating effects.  The heat equation using the temperature 
boundary condition was solved self-consistently with the equations of motion of the fluid.  
The effects of heat conduction can be evaluated by comparing with a similar set of 
simulations that assume no thermal conduction (Fig. S17).  During the IM transition, the 
heat-affected zone is confined to approximately a tenth of the full thickness of the layer 
adjacent to the piston, which is situated at an optical depth of OD >> 3 from the window 
interface.  At later times the heat-affected zone expands slowly but remains many optical 
depths away from the window interface.  Thus, we conclude that the piston heating 
should not affect the optical signals. 
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Supplementary Text 
Temperature path results 

All three of the deuterium EOS models predict nearly the same pressure-density 
dependence, i.e. P(r), independent of the temperature.  This is because the thermal 
contribution to the pressure at the conditions of our experiments is relatively small.  
However, the estimated temperature history T(t) varies significantly according to the EOS 
model used for the deuterium sample (Fig. S18), and this variability leads to a systematic 
uncertainty in estimating the temperatures of the sample (Fig. 3 and Fig. S19).  The 
thermodynamic path is determined primarily by first-shock strength, along with small 
amounts of additional heating introduced by subsequent shocks. The simulations show 
sharp shifts in the P-T path at conditions close to predicted melting curves that arise from 
crossing of the melting line in the P-T trajectories predicted by the EOS models.  The 
Kerley model represents an upper bound; other models give lower temperatures.  The 
temperature spread among the available models leads to a large systematic uncertainty in 
estimated temperatures, as large as ±260 K near the IM transition. 

Table S1 summarizes the two key optical signatures associated with the IM 
transition.  For all cases listed, the pressures are tied to the calibration of the LiF window 
response, accurate to a few percent, while the temperatures are extracted from the T-P 
simulation results by combining the values predicted by the three EOS models.  The first 
optical signature is the transition from partially-transparent to opaque, identified as the 
point where where the absorption coefficient reaches a threshold level of 1 µm-1 
(absorption depth comparable to the vacuum wavelength of the probe beam).  The 
corresponding optical depth of the deuterium layer reaches values of OD≈1.5 (double 
passed OD≈3) effectively extinguishing the reflection from the Cu piston.  To determine 
the pressure corresponding to a = 1 µm-1 we used least squares fits to the absorption data 
(Fig. S14) with exponential pressure dependence. The second signature is the transition to 
metallic behavior where the D/LiF interface reflectivity exceeds the threshold R > 30%.  
The choice of 30% reflectivity as a threshold is discussed below. 
 
Refractive index of deuterium at densities above 1 g cm-3 (0.25 mol cm-3) 

The need for correcting the deuterium refractive index model is illustrated in Fig. 
S20.  Using the extrapolated Dewaele et al. fit (35) to the deuterium index the calculated 
apparent velocity of the Cu piston near the transition is consistently higher than observed 
by about 30% to 50%.  The simulation model was brought into much closer agreement by 
incorporating a piecewise continuous correction to the Dewaele fit, 

 𝑛(𝜌H) = x
0.994 + 3.26	𝜌H,																																																		for	𝜌H	<	𝜌}
0.994 + 3.26	𝜌H + 𝑎(𝜌H/𝜌} − 1)j,																for	𝜌H	≥	𝜌}

,													 (4) 

where 𝜌H  is the molar density and the three parameters 𝜌}, 𝑎	and	𝑏 are a threshold 
density, a coefficient and an exponent for a power law form.  (We use mol cm-3 units here 
to be consistent with Dewaele et al.) Over the range 𝜌H < 𝜌} this form matches the 
Dewaele fit, while for 𝜌H ≥ 𝜌} the additional term provides the correction.  The 
parameters 𝜌}, 𝑎	and	𝑏 were determined by optimizing the fit to the apparent velocity of 
the Cu piston through the high-compression phase of the experiments using a Levenberg-
Marquardt optimization.  This optimization was repeated for 15 simulation runs, 
corresponding to all of the possible permutations among the 5 experiments and the three 
equation of state models for the deuterium layer.  All of these optimizations produced a 
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consistent ensemble of fits for the density dependence of refractive index.  We were able 
to obtain a wide-ranging match of the observed apparent velocities to the simulation 
model for all five of our data sets (see Fig. S20B for an example).  We also investigated 
two other three-parameter forms for the corrected index: (i) a quadratic form 0.994 +
3.26	𝜌H + 𝑎(𝜌H/𝜌} − 1) + 𝑏(𝜌H/𝜌} − 1)�; and (ii) a cubic form 0.994 + 3.26	𝜌H +
𝑎(𝜌H/𝜌} − 1)� + 𝑏(𝜌H/𝜌} − 1)�.  These two forms produced final estimates of the 
density dependence of the refractive index nearly identical to the form in equation (4). 

The resulting adjustments to the index are summarized in Fig S21A and provide new 
information on the refractive index of fluid deuterium for 950 K < T < 1500 K and 0.25 
mol/cm3 < 𝜌H  < 0.5 mol/cm3.  Over the range of our fits the threshold density was near 1 
g cm-3 (rM = 0.25 mol cm-3) and the correction magnitude reached > 0.7 relative to the 
linear extrapolation.  The global best fit is given by: 𝜌} = 0.260 ±
0.001	[mol/cm3], 	𝑎 = 0.898 ± 0.007, 		𝑏 = 1.29 ± 0.01, with correlation matrix: 
[[1,0.941,-0.932],[0.941,1,-0.770],[-0.932,-0.770,1]].  The fitting domain is for 0 <
	𝜌H ≤ 0.5	[mol/cm3].  The broad spread in refractive index results over the ensemble of 
experiments encompasses a temperature dependence that becomes evident when the 
experiments are examined individually (we combined the first two experiments).  
Examination of the fits for the individual experiments reveals an index increasing with 
temperature for a given density, Fig. S21B. 
 
Band gap estimates 

The increase of the refractive index beyond the Dewaele fit signifies closure of the 
band gap.  In general an increasing index is associated with a decreasing band gap, and 
studies of the relationship between refractive index and band gaps over a broad sampling 
of semiconductor materials have revealed empirical relationships that can be used to 
estimate the band gap from the index (89–92).  Results from the empirical formulas 
proposed by Moss (89), Reddy-Anjaneyulu (90) and Hervé-Vandamme (91) are plotted 
in Fig. S22 based on the data in Fig. S21, all suggesting that the band gap has closed to 
about 1.8 – 2.0 eV at the point when the deuterium sample becomes optically thick. This 
is consistent with the onset of strong absorption expected to occur for the 1.9 eV photon 
energy (660 nm) used in our experiment.  Linear extrapolations of the gap energies as a 
function of density (Fig. S22A), when plotted against pressure (Fig. S22B) all suggest 
that the gap closes between 200 and 250 GPa, depending on the temperature. These 
extrapolated gap closure pressures are consistently higher than the IM transition pressures 
(Table S1), indicating that gap closure is non-linear in density, possibly discontinuous. 

The estimated gap energies are compared with the band gaps determined by Weir et 
al. (10) and McWilliams et al. (20).  The Weir et al. experiments acquired band gap data 
over a reported temperature range of 1500 < T < 3000 K (calculated, lower temperatures 
correlated with lower pressures); the data shown are from the reanalysis by Knudson et 
al. (22) who found a somewhat higher range of temperatures, 2000 K < T < 4000 K.  The 
McWilliams et al. datum is at 2400 K (measured).  Our index measurements encompass a 
range of conditions broadly in the range of 1000 K to 1550 K, reaching a factor of two or 
three lower in temperature than the other measurements, and show consistency with the 
temperature-dependent trends in the Weir et al. and McWilliams et al. results. 
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Lorentz oscillator model 
An approximate fit to the optical response of the sample below the metallization 

transition is possible with the single oscillator Lorentz model, incorporating the density 
dependence of the band gap.  The Lorentz oscillator model reads as, 

𝜀(𝜔) − 	1 =
4𝜋𝑁𝑓𝑒�

𝑚�

1
𝜔�� − 𝜔� − 𝑖𝛾𝜔

,																																						(5) 

where 𝜀(𝜔) is the dielectric function, 𝜔� is the oscillator frequency, 𝛾 is a damping rate, 
N is the number density of electrons and f is an oscillator strength.  Based on discussions 
found in Moss (89), Hervé and Vandamme (91) and Ravindra et al. (92) the oscillator 
frequency and band gap are closely connected and can be related through an energy 
offset, 

ℏ𝜔� = 𝐸gap + 𝐵,																																																																												(6) 
where B ≈ 3.4 eV has been found empirically to fit a wide range of cases (91).  We 
assume that 

 𝑁 = (2	𝐴	𝜌)/𝑀,																																																																															(7) 
where 𝜌 is the mass density, A is Avogadro’s number, M = 4.028 g mol-1 is the molecular 
weight of the deuterium molecule, and the oscillator strength is 𝑓 = 0.34 (adjusted to 
match, approximately, the real part of the index of refraction near the transition).  The 
parameter 𝜔� varies as a function of density according to equation (6) using the linear fits 
shown in Fig. S22B and g is adjusted to match the optical conductivity.  The optical 
conductivity can be extracted directly from the data with the expression, 

𝜎(𝜔) = 𝛼	Re(𝑛)𝑐.                                                        (8) 
Comparison of the model with the data for one experiment is shown in Fig. S23. It is 

evident that the Lorentz model does not individually match the real and imaginary parts 
of the index very accurately, but the errors cancel out in a way that matches the optical 
conductivity, thus establishing a well-defined value of g for each experiment.  The values 
of g range from 𝛾 = 3.5 × 10@� Hz (N150701-002, N171105-003) to 𝛾 = 1.1 × 10@� Hz 
(N150915-002).  This represents a damping rate in the range of 4% to 14% of the 
resonant frequency; the absorption at 660 nm is in the tail of the oscillator resonance and 
is produced by extended interband states below the band edge that are created by the 
increasing level of disorder associated with higher temperatures.  
 
Smith-Drude conductivity model 

The Smith-Drude conductivity model (37) is more suited than the Lorentz model for 
quantifying the metal-insulator transition at and beyond band gap closure; it has been 
used successfully to model spectrally-resolved absorption data near the IM transition by 
McWilliams et al. (20) In this model, the complex-valued optical conductivity is given 
by, 

𝜎��(𝜔) = (𝑁𝑒�𝜏/𝑚�)(1 − 𝑖𝜔𝜏)?@[1 + 𝐶(1 − 𝑖𝜔𝜏)?@],                    (9) 
where N is defined by equation (7), 𝜏 is a relaxation time and C is an additional parameter 
referred to as the backscatter parameter.  The parameter C is defined in the interval [-1,0], 
with the case C=0 corresponding to the traditional Drude model.  At the other extreme 
C=-1 the Smith-Drude expression represents a conductivity model in which scattering 
events are dominated by backscattering (similar to the conductivity of extended states 
within the band gap).  A plot of the real part of the optical conductivity as a function of C 
is shown in Fig. S24 for the case of 𝜏 = 0.075 fs and 𝜌 = 2.0 g/cm3.  These parameters 
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were chosen to match approximately the behavior of liquid deuterium near the IM 
transition.  Note that the relaxation time defines the frequency of the broad resonance 
near ℏ𝜔 = ℏ𝜏?@ ≈ 9 eV.  The relaxation time is closely connected to the Ioffe-Regel 
minimum scattering time (93, 94, 36), i.e. assuming nearest neighbor scattering for 
electrons at the Fermi velocity.  This produces values ranging between 0.05 fs and 0.1 fs 
depending on the density and the degree of ionization.  On the insulating side of the 
transition the backscatter parameter starts near C=-1 and the DC conductivity is zero; on 
the conducting side 𝐶	approaches zero (Drude-like).  At intermediate values of C, the DC 
conductivity is finite and the frequency-response has a non-Drude character that is typical 
of metal-insulator transitions.  The utility of the Smith-Drude model lies in providing a 
simple three-parameter functional form that captures the main features of modern 
calculations of optical conductivities near insulator-metal transitions in shock compressed 
materials.  For example, compare Fig. S24 with Fig. S7 of the supplementary material 
from Knudson et al. (22); also compare with calculations of optical conductivity along 
the deuterium principal Hugoniot by Collins et al. (95, 96) (specifically Fig. 3 in (95) and 
Fig. 1 in (96)), finally with Fig. 3 in Morales et al. (14)  The Smith-Drude model is 
therefore appropriate for representing the optical conductivity throughout the IM 
transition by varying the backscatter parameter from C=-1 (insulator) to C=0 (metal). 

We use the parameter C in the Smith-Drude model to characterize the extent of the 
IM transition by matching to the observed reflectivity data.  To do this we start with the 
complex-valued refractive index, 

𝑛��(𝜔) = �𝜖��(𝜔) = �1 + 4𝜋𝑖𝜎��(𝜔)/𝜔	,                                         (9) 
combine it with the calibrated model for the refractive index of LiF, compute the 
pressurized D/LiF interface reflectivity using the Fresnel formula, and solve for values of 
C that match the reflectivity data. The density 𝑁(𝜌) is varied according to the 
experimental r extracted from the simulations (eq. 7), and t is kept constant.  The real 
part of the index of refraction predicted by the Smith-Drude model just below the IM 
transition is primarily sensitive to t and relatively insensitive to C; the imaginary part is 
sensitive to both.  Thus, it is important to choose t to match the measured refractive index 
data near the transition (i.e.  𝑛 ≈ 3). t also controls the saturation level of the reflectivity 
(𝑅 ≈ 55%) at pressures above the IM transition pressure.  Based on these considerations 
we set 𝜏 = 0.075 fs; this value is consistent with the study of McWilliams et al. (20), 
with our measured index data and with the saturated reflectivity. 

Near the minimum reflectivity, ~10%, the model matches the data with C=-1, 
consistent with the behavior of an insulator or semiconductor.  The fits, shown in Fig. 
S25, show that C > -1 at P > 170 GPa, at which point C increases with pressure 
approximately linearly and the DC conductivity rapidly exceeds 103 S/cm within a few 
GPa of the onset of the reflectivity rise.  The conductivity reaches a value of 2000 S/cm 
to 3000 S/cm when -0.8 < C < -0.7, representing the behavior of a poor metal. 

Estimates of the minimum metallic conductivity for hydrogen near the Mott 
transition range from 500 S/cm to 4000 S/cm, depending on the density (36, 97). A 
minimum conductivity criterion is needed to identify the threshold for metallic behavior.  
Since the estimated conductivity is model-dependent, we establish a reflectivity threshold 
as an alternative criterion and determine the metallization pressure directly from the 
reflectivity data.  The threshold we use is R > 30%.  Within the context of the Smith-
Drude model the relationship between reflectivity and 𝜎DC is shown in Fig. S26.  Here we 
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find that R > 30% corresponds to 𝜎�t > 2000 S/cm, within the middle of the range 
estimated by Nellis et al. (36) The curves in Fig. S26 show sensitivity to the choice of t 
for R < 30%.  This is because the real part of the index dominates in the Fresnel formula 
when 𝜎�t ≈ 0 and C = -1.  The value t = 0.08 fs likely overestimates the refractive 
index, hence overestimates the reflectivity, while t = 0.07 fs may underestimate it.  For R 
> 30% both cases converge to a common curve for 𝜎�t  as a function of R.  A similar set 
of curves establishing the relationship between 𝜎�t  and R was computed by Knudson et 
al. for 532 nm light  (22) using a detailed and rigorous model (shown in Fig. S7 of the 
supplementary material of that work); from that study R > 30% also corresponds to 
𝜎�t > 2000 S/cm, confirming our choice of threshold. 

Returning to Fig. S25, the experiments show slightly different thresholds, all near 
200 GPa, with threshold pressure increasing at lower temperature (lower isentrope).  The 
four experiments in the temperature range 1080 K < T < 1640 K showed significant 
reflectivity exceeding 3000 S/cm in the range 194 GPa < Pmetal < 221 GPa. The first 
experiment, N150701-2 at 940 K, did not produce higher than 10% reflectivity, 
suggesting in that case Pmetal > 215 GPa.  It is interesting to note that the threshold 
pressures defined by 𝜎�t > 2000 S/cm or R > 30% are systematically lower, by 10 – 40 
GPa, than the gap closing pressures inferred from the linear extrapolation of the gap 
energy with density (Fig. S21B).  In the high-pressure limit DC conductivity saturates 
above 104 S/cm for P > 300 GPa, consistent with previous calculations and 
measurements. Most of the curves do not show strong evidence for a prominent 
conductivity jump that could signify a first-order phase transition although as discussed 
above our instrumentation may not be able to resolve such a jump.  N171105-3, recorded 
at higher time resolution, did show a sharp jump.  The data do show that the DC 
conductivity increases by more than an order of magnitude from non-metallic to metallic 
levels within a span of about 20 GPa in pressure.  

 
Comparison to Z experiment 

The reverberation experiments performed at the Z facility by Knudson et al. (22) 
used a technique and geometry similar to those of the present study, but produced 
apparently conflicting results.  Comparison of the optical reflectance as a function of 
pressure for a NIF experiment and a Z experiment (Fig. S27) reveals key similarities and 
differences in the measurements.  The Z reflectances are systematically lower for P > 120 
GPa and stay near zero in the range 140 < P < 240 GPa, much lower than the expected 
~10% minimum dielectric interface reflectivity.  These differences can be partly 
attributed to wavelength-dependence (532 nm versus 660 nm probe wavelengths), but not 
entirely.  The Z reflectance signals exhibit complicated temporal behavior. 

These contrasting features need to be understood both to understand the IM 
transition, and to provide a foundation for future applications of both experimental 
platforms. The Z experiments differ from those at NIF in several key details.  The 
relevant differences are (i) the use of an Al piston instead of a Cu piston; (ii) a sample 
layer initially 150 µm thick, approximately 5 x thicker than on the NIF experiments; (iii) 
compression path defined by a single shock in the piston and sample followed by a single 
reverberation sequence and smooth ramp compression; (iv) a ramp-compression time 
scale approximately 200 to 300 ns in duration, two orders of magnitude longer than for 
the NIF experiments (crucially this is also several times the acoustic transit time across 
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the lateral extent of the sample, t ≈ 60 - 100 ns, derived below); and, (v) a complicated 
time history of reflectance, velocity signal dropouts and non-reversible response on 
decompression.  The strong jumps in the observed reflectance near 300 GPa were 
interpreted to be signatures of the IM transition. 

 
Sample confinement 

In both the NIF and Z experiments the sample layer is confined in two dimensions 
by the piston and window, but there is no confinement in the third lateral dimension.  
Since the sample can escape at the edges where P ≈ 0, a pressure release wave 
(rarefaction wave) propagates from the edge to the center when the compression starts.  
Fluid entrained in the wave accelerates towards the edge.  The propagation speed of the 
head of the release wave is the speed of sound, Cs.  The speed of sound in the deuterium 
is higher than in the confining walls (Fig. S5). The confinement time is tc = R/Cs, where 
R is the distance from the sample edge to the center.  A diagram of characteristics 
(trajectories of acoustic signals across the lateral dimension of the sample) in Fig. S28A 
shows the domain of influence of the edge rarefaction.  Edge rarefactions in the NIF 
experiments are launched at R ± 500 µm, and do not reach the center of the field of view 
until t ≈ 50 ns, well after completion of the experiment.  Therefore, the NIF samples 
remain inertially confined in the lateral dimension during the experimental observations, 
and the assumption of one-dimensional axial motion for analysis is valid. 

The pattern of characteristics shown in Fig. S28B, for one of the Z experiments, 
shows that edge rarefactions (launched at R = ±2.8 mm) reach the field of view of the 
diagnostic fiber probes (R = ± 1 mm) at t ≈ 170 ns (approximately the time when the 
VISAR signal viewing the Cu piston becomes noisy), and they meet in the center at t ≈ 
240 ns.  The samples in the Z experiment may therefore be subject to lateral pressure 
gradients and rarefaction flows. 

 
Lateral flow (Z experiment) 

The primary observables in the Z experiment are the signals from a pair of fiber-
coupled point-VISAR probes arranged to view the motion of the compressed layer and 
the LiF window interface, in a similar fashion to the NIF experiment. The raw data from 
these signals were kindly provided by M.D. Knudson (97).  The pair of probes were 
separated by a lateral distance of L ≈ 2 mm. During the ramping part of the experiment 
the two VISAR probes recorded apparent velocities that matched very closely, but not 
exactly. (The difference is evident with close examination of Fig. 2 in Knudson et al.)  
Loss of velocity information from the probe viewing the sample layer occurred during 
time intervals totaling about 150 ns duration for each experiment.  When both signals are 
available they can be subtracted to assess the magnitude of velocity difference, and 
therefore pressure difference between the two probes.  Fig. S29A shows the velocity 
differences for the four Z experiments.  

The VISAR probes measure the apparent velocity of either the piston surface or the 
D/LiF window interface.  During the ramp phase the two interfaces remain in near 
pressure equilibrium, because the sound speed in the deuterium layer varies between 10 
and 16 km/s during the compression, while the layer thickness ranges between 15 and 30 
microns.  (Sound speeds in the confining walls are lower, see Fig. S5.)  Therefore, 
pressure equilibration across the layer (axial direction) occurs in the range of 1 – 3 ns, 
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much shorter than the 300 ns experiment duration.  The apparent velocity at the probe 
location combined with the known response of the LiF window was used to infer the 
pressure at the D/LiF window interface, and can be assumed to represent the local 
pressure in the layer (averaged in the axial direction across the layer).  In the lateral 
dimension the two probes measure slightly different velocities, evidence of a pressure 
gradient along the lateral dimension.  Fig. 26B shows the lateral pressure differences. 

The lateral pressure gradient (of order a few percent of the peak pressure) drives 
flow of the sample fluid in the direction parallel to the layer.  As discussed above, for 
short times the fluid layer remains inertially confined, but for times longer than a sound 
transit time (𝜏� = 𝐿/𝐶k ≈ 100		ns) the fluid accelerates in response to the pressure 
gradient.  The signals in Fig. S29A and S29B show time variations occuring on a 
characteristic time scale comparable to this estimate.  We apply Newton’s second law to 
compute the average acceleration of the fluid layer driven by the time-varying pressure 
difference, and integrate to determine the average flow velocity (assuming a nearly 
inviscid fluid). The accelerating flow velocity is given by, 

𝑢(𝑡) = 4
Δ𝑃(𝑡)
𝜌(𝑡)𝐿 𝑑𝑡,																																																												(10) 

where Δ𝑃(𝑡) is the time-varying pressure difference between the two probes, L = 2 mm 
is the spacing between the two VISAR probes, and ρ(𝑡) is the time-varying spatially-
averaged density of the layer (estimated from P(t) and the compression isentrope of the 
D2 fluid).  The signal dropouts from the D/LiF probe force us to supply the missing 
information with plausible values.  In Fig 2B we set the pressure difference to a constant 
at the maximum recorded before the dropout over the duration of the missing interval.  
The trends in the signals suggest that this may underestimate the pressure difference over 
some portion of the dropout interval (because we don’t expect the signals to respond on a 
time scale much short than 𝜏�).  Integration of equation (10) using the signals plotted in 
Fig. S29B leads to Fig. S29C showing the lateral flow velocity produced by the pressure 
gradient.  The estimated velocity reaches between 0.4 and 0.7 km/s.  This magnitude 
remains significantly smaller than the axial velocity (~10 km/s), but is nevertheless large 
enough to lead to convection within the sample. 

The Peclet number of this flow, defined as (98,	99), 

𝑃𝑒 =
𝑋(𝑡)𝑢(𝑡)

𝜒 = 𝜌𝐶 𝑋(𝑡)
𝑢(𝑡)
𝜅 																																																																		 

involves the scale length (layer thickness) X(t), the flow velocity u(t) and the thermal 
diffusivity 𝜒 = 𝜅/𝜌𝐶 , which depends on the thermal conductivity k and the specific heat 
capacity at constant pressure, CP.  The Peclet number provides a measure of the relative 
importance of advective or convective transport to diffusive transport within 
hydrodynamic flows  . We find 200000 > Pe > 5000 as the thermal conductivity varies 
between 1 < k < 25 W/m/K (insulating to conducting).  In systems with large Pe heat 
transfer is dominated by advective (or convective) processes rather than diffusive 
processes. 

The Reynolds number is, 
𝑅𝑒 = 𝜌(𝑡)𝑢(𝑡)𝑋(𝑡)/𝜇,                                                    (11) 

where	𝜌(𝑡) is the average mass density in the layer, 𝑢(𝑡) is the lateral flow speed, 𝜇 is the 
viscosity and 𝑋(𝑡) is the thickness of the layer.  The viscosity of liquid metallic 
hydrogen, µ,  at the conditions of the experiment has been estimated by Clérouin (100) 
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and Li et al. (101) to be µ ~ 0.5 mPa-s.  Using this value along with the time-dependent 
𝑋(𝑡) and 𝑢(𝑡) leads to Fig. S29D.  The Reynolds numbers associated with the lateral 
flow reach values of 20000 or higher.  Fluid flow in constrained channels becomes 
turbulent typically when Re > 1000, thus the fluid D2 layer develops turbulent flow 
patterns within a few tens of nanoseconds after the lateral acceleration begins. 
 
Heat exchange with the confining walls (Z experiment) 

Both the Al piston and LiF window temperatures are substantially lower than the D2 
sample.  Convective heat exchange between the fluid sample and the confining walls can 
be estimated using engineering formulas based on Newton’s law of cooling (102), 

𝑄 = 𝜌𝐴𝑋𝐶£
𝑑Δ𝑇
𝑑𝑡 = ℎ𝐴Δ𝑇.																																																			(12) 

Here Q is cooling power, Δ𝑇 = 𝑇¦ − 𝑇§ is the temperature difference between the fluid 
and the wall, X is the thickness of the fluid layer, r the density, Cv the heat capacity, A the 
surface area and h is the convection coefficient (units of e.g. W/m2/K).  The convection 
coefficient can be estimated from empirical Nusselt number correlations.  The Nusselt 
number, Nu, gives the ratio of convective transport relative to thermal conduction 
expressed in the form 𝑁𝑢 = ℎ	𝑋/𝜅, where k is the thermal conductivity and X is the 
relevant scale length, in this case the thickness of the layer.  Nusselt number correlations 
are determined from empirical measurements and are typically expressed in the form, 

𝑁𝑢 = 𝐶𝑅𝑒L𝑃𝑟¨ 
which involves the Reynolds number, the Prandtl number, Pr,  a coefficient C and two 
power law exponents.  The earliest practical formulation was published 1933 by Dittus 
and Boelter (103).  More recent investigations have provided refinements;  a recent study 
of Jo et al. (104) is relevant because of similar geometry.  The Jo et al. fit reads, 

𝑁𝑢 = 0.0058	𝑅𝑒�.©�𝑃𝑟�.� 
The Prandtl number, a property of the fluid, is defined as 𝑃𝑟 = 𝐶 𝜇/𝜅, which 

evaluates to Pr = 0.2 for the compressed D2 (assuming µ = 0.5 mPa-s, k = 25 W/m/K and 
CP ≈ Cv = 10 J/g/K).  Evaluation of this expression for 20000 < Re < 40000 yields 
30 < Nu < 60.  Evaluation using the Dittus & Boelter correlation produces almost the 
same result.  Therefore, convective mechanisms dominate heat transport because the 
convection coefficient is about two orders of magnitude higher than would be expected 
from standard thermal conduction.  Evaluation of equation (12) using Nu ~ 60 and a 
temperature difference of DT = 500 K, leads to an estimated cooling rate 25 K per 100 ns. 

We estimated the Al piston temperature using two EOS models for Al and 
knowledge of the compression path experienced by the piston.  Compression of the 
deuterium sample starts with an initial shock transmitted through the aluminum piston 
and then into the deuterium sample.  Several reverberations occur as the shock passes 
through the sample and reflects repeatedly  from the LiF window and the Al piston 
surface.  The piston temperature is therefore determined by the initial shock state and the 
isentrope connecting that state to higher pressures, because the reverse-directed 
reverberation shocks are weak (quasi-isentropic), as is the subsequent  ramp compression. 
The estimates, using two available equation of state models for Al, are shown in Fig. S30. 
We take as the final temperature for the Al piston surface the temperature reached at the 
IM transition pressures published by Knudson et al., all within the range of 280 < PIM < 
305 GPa. These results are summarized in Table S2.  These temperatures range from 500 
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< T < 1000 K, approximately a factor of two, or 800 K, lower than the estimated 
deuterium sample bulk temperatures (assuming no thermal transport). The two models 
produce somewhat different results; a systematic uncertainty of about ± 140 K is 
estimated from the difference between models.  The incident shock stress in the piston 
ranges between 25 and 40 GPa.  These estimates assume hydrostatic compression of the 
aluminum piston, which neglects the effects of dynamic yielding under which the 
compression process is partly elastic and partly plastic.  Only the plastic deformation 
contributes to heating.  The strength of Al under shocks, around ~2 GPa, is a significant 
fraction of the first shock stress.  Because the simplified analytic calculations 
summarized in Fig. S26 and Table S2 do not account for the yield strength (elastic-plastic 
response of Al), they overestimate the true temperature of the piston surface (possibly by 
10% to 20%). 

Similar calculations can be used to estimate the temperature of the LiF window and 
the resulting values are somewhat lower than the corresponding Al temperature.  
However, precise values are not needed because the low thermal diffusivity of LiF results 
in a negligible effect on cooling rates. 

Convective exchange of heat with the confining walls cools the D2 fluid.  Fig. S31 
shows the results of thermal conduction calculations similar to the calculations of 
Knudson et al. that examined the D2-LiF interface.  Our calculations assume static 
conditions (no fluid flow and no wall motion) similar to those obtained on the Z2631 
experiment near 200 GPa: rD2 = 1.79 g/cm3,  T =1600 K, rAl=5.22 g/cm3, TAl=670, 
rLiF=5.14 g/cm3, TLiF=552 K.  For thermal conductivities we used 700 W/m/K, 25 
W/m/K and 1 W/m/K for the Al piston (105), D2 layer (106) and LiF window (22), 
respectively.  The intrinsic thermal conductivity of the D2 layer is too low to allow the 
bulk of the sample layer to be significantly cooled under static conditions (Fig. S31A); a 
boundary layer of ~3 µm thickness will be cooled near the Al piston and LiF window 
surfaces while the bulk of the layer remains at constant temperature.  The turbulent flow 
conditions increase the thermal transport coefficient by around two orders of magnitude. 
We repeated the calculation (Fig. 31B) with kD2 artificially increased from 25 W/m/K to 
2500 W/m/K. The average layer temperature drops by about 100 K on a time scale of 200 
ns, while the temperature at the piston surface increases to 1400 K. The specific heat 
capacity of the Al at these conditions ~1 J/g/K is an order of magnitude lower than that of 
the D2 fluid ~10 J/g/K.  This is too low to absorb much heat from the D2 fluid without 
raising the wall temperature to values close to the fluid temperature.  As the wall heats up 
the cooling effect diminishes and most of the heat remains in the D2 fluid.  

The confining walls, therefore, do not have enough heat capacity or thermal 
diffusivity to cool the D2 sample by much more than about 100 K, even under convective 
flow.  The transfer of heat into the Al piston wall, however, leads to the lack of 
reversibility in the IM transition pressure upon decompression, discussed below.  
 
Latent heat and turbulent mixing (Z experiment) 

Recent theoretical models predict that the liquid-liquid IM transition in hydrogen is 
a discontinuous first-order transition below 1400 K with a volume change of 
approximately 2% - 3% (13–16).  From direct evaluations of the simulation results (15), 
and based on the Clausius-Clapeyeron equation the latent heat across the transition is 
approximately (for deuterium) DH ~ 2.5 to 3 kJ/g (14, 15).  The experiment follows an 
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isentropic compression path and across a first-order transition the compression isentrope 
resides in the mixed phase region over an extended range of T and P. That is, the 
compression path follows the IM phase line to lower temperatures as the sample layer is 
compressed through the transition. The temperature drop between the beginning and the 
completion of transformation along a particular isentrope can be estimated from the 
Clausius-Clapeyron relation. 

Compression-induced self-cooling due to mixing and advection occurs during the 
IM transformation.  A heterogeneous distribution of temperatures in the layer develops as 
metallized and insulating fluid elements are mixed between the walls and the central 
region of the layer.  The hottest fluid elements respond to the increasing ramp pressure by 
undergoing the IM transformation first (because the highest isentropes intersect the phase 
line at the lowest pressure, dT/dP < 0).  Metallized and un-metallized elements are in 
close thermal contact owing to turbulent mixing.  Increasing compression causes a 
temperature drop of the transforming mixed-phase because mixed phase states are 
constrained to follow the phase line.  As a consequence, the average temperature of the 
sample layer decreases under adiabatic compression, including the fluid fraction that has 
not yet transformed.  Because the metallization pressure increases with lowering 
temperature, a steadily increasing pressure is required to force the transformation of the 
unmetallized fluid fraction.  At high enough pressure the entire layer is completely 
transformed (Fig. S32), and the average temperature is lower than the temperature when 
the transformation initiated. 

The point-VISAR reflectivity signal is collected from a sampling area of 
approximately 200 µm diameter, much larger than the expected size of the turbulent 
eddies in the layer (5 – 10 µm).  It records a signal in proportion to the fraction of 
metallized fluid in contact with the LiF window.  When the transformation initiates most 
of the fluid elements advected into the LiF window boundary are insulating and highly 
absorbing, and a negligible reflectance signal is registered.  As the transformation 
progresses, the VISAR registers a moderately increasing and fluctuating reflectivity 
signal because turbulent eddies containing both metallized and insulating (absorbing) 
fluid elements are periodically advected into the boundary layer at the D/LiF window 
interface.  (The reflectivity probe is sensitive to a skin depth layer of approximately 100 
nm thick near the D/LiF window interface).  Steady high-reflectivity signals are unlikely 
to occur until the entire sample layer has transformed.  This scenario is consistent with 
the fluctuating low-to-moderate reflectivity signals observed in the Z experiments prior to 
the high reflectivity phase.  We therefore infer that the high reflectivity regime observed 
towards the end of the Z experimental records should be identified with completion of IM 
transformation across the entire layer; i.e. the point where the compression isentrope 
exits the mixed phase region.  The temperature at this point is several hundred Kelvin 
lower than at the starting point.  We provide quantitative temperature estimates below. 
 
Lack of reversible signal on decompression (Z experiment) 

The Z experiments documented an extended period of high reflectivity signal 
bounded by two strong reflectivity jumps.  The initial jump, a transition from low to high 
reflectivity dR/dt > 0 occurs at pressure P1 during increasing pressure dP/dt > 0.  Upon 
release of the peak pressure dP/dt < 0 a second jump from high to low reflectivity dR/dt < 
0 is observed at pressure P2.  In all cases the pressures associated with these two events 
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were such that P2 < P1.  A systematic relationship between Δ𝑃«H = 	𝑃@ − 𝑃� and the 
temperature is also evident (larger DPIM on lower isentropes, see Fig. 4 in Knudson et 
al.).  Knudson et al. proposed that this lack of reversibility is explained by thermal 
conduction in the boundary layer near the LiF window.  The explanation invoked a rapid 
change in the thermal conductivity of the deuterium upon metallization, and the 
calculations assumed laminar conditions.  However, the assumption of laminar conditions 
is not consistent with high Pe and Re flow. 

We propose that both of the jumps are associated with the IM transition and the lack 
of reversibility is connected with exchange of heat with the Al piston wall.  The 
temperature of the wall is raised rapidly to within 100 – 200 K of the temperature of the 
deuterium fluid (Fig. S31B) before the metallization transformation begins.  The wall 
stores this heat in a layer about 10 µm thick.  As the metallization progresses the 
temperature of the metallized deuterium subsequently drops, eventually to reach values 
that are less than the wall temperature (because of latent heat).  The reversal in 
temperature gradient causes heat to flow back into the metallized deuterium from the wall 
during the peak pressure phase of the experiment.  The flow of heat into the metallized 
fluid raises the thermodynamic path to a higher isentrope (Fig. S32).  The decompression 
path along the higher isentrope intersects the IM phase line at higher temperature T2 > T1, 
and lower pressure P2 < P1, because dP/dT < 0 along the phase line.  Our interpretation is 
qualitatively consistent with all of the features observed in the Z experiments including 
the systematics of the DPIM trend (because the slope of the PPT phase line is expected to 
flatten out at lower pressure). 

 
Revised temperature estimates (Z experiment) 

We combine transition pressure observations from the NIF data and the Z data to 
estimate the temperature drop in the Z experiments.  The NIF experiments follow a series 
of isentropes overlapping those of the Z experiments fairly closely.  The four highest-
temperature NIF experiments indicate 194 < PIM < 222 GPa, whereas the Z experiments 
document 283 < PIM < 305 GPa over a similar range of isentropes.  Assuming the two 
sets of transition-pressure observations mark the beginning (NIF) and completion (Z) of 
the IM transformation respectively, then the compression path resides within the mixed-
phase region for approximately 100 GPa before the transformation is completed.  The 
Clausius-Clapeyron equation cast into finite difference form reads, 

𝑇�
Δ𝑃
Δ𝑇 =

Δ𝐻
Δ𝑉,																																																																															 

which can be rearranged to give the estimated DT, 

Δ𝑇 = 𝑇�
Δ𝑃	Δ𝑉
Δ𝐻 = 𝑓𝑇�.																																																																		 

Following an isentrope that intersects the IM phase line on the insulating side at T0, 
the fluid temperature upon completion of the metallization transition will be 𝑇@ = 𝑇� +
Δ𝑇 at pressure 𝑃@ = 𝑃� + ∆𝑃.  Assuming that DH, DV and DP are constant (or nearly so) 
we find that the temperature drop DT is proportional to T0, given by the scaling factor f. 
Note that DT < 0 and f < 0 because DV < 0, DP > 0 and DH > 0. Using the estimated latent 
heat 2.5 < DH < 3 kJ/g, 2% - 3% relative volume change 0.011 < |DV| < 0.016 cm3/g 
(near 200 GPa) and the observed pressure difference 90 < DPIM < 100 GPa we find the 
correction factor lies in the range –0.65 < f < –0.33, or 𝑓 = −0.49 ± 0.16. The revised 
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temperatures are given by	𝑇@ = (𝑇� − Δ𝑇t§)(1 + 𝑓), where we have added an additional 
temperature term Δ𝑇t§ ≈ 100	K to account for cooling by the piston wall prior to the 
start of the IM transformation.  Using this expression we arrive at the set of corrected 
temperature values for the Z experimental data in Table S3.  The downward corrections 
are in the range –600 K > DT > –900 K.  These corrections place the Z data near the low 
temperature limits of the calculations by Pierleoni et al. (15) and close to the melt 
transition measured by Zha et al. (23). 

To summarize: (i) the Z-experiment reflectivity jumps take place when the IM 
transition is nearly complete (low fraction of insulating and absorbing fluid), rather than 
beginning (low fraction of metallized fluid); (ii) the conclusion that the abrupt nature of 
the optical signals signifies a first order transition remains unchanged; (iii) temperature 
estimates for the Z reflectivity need to be reduced by about 600 – 900 Kelvin from the 
published values owing to the latent heat of the IM transition; and, (iv) the pressures of 
the Z reflectivity jumps are consistent with the Morales et al. (14) and Pierleoni et al. 
(15) calculations, assuming a latent heat at least as high as reported in those studies. The 
correct EOS model should be able to match both the NIF and the Z observations, since 
the two experiments sample the phase line at opposite ends of the IM transformation 
along a given isentrope. 

 
Lateral flow (NIF experiment) 

Time scales in the NIF experiment are short enough to enforce inertial confinement, 
however, lateral pressure gradients do exist as a result of a gently parabolic spatial 
distribution of ablation pressure across the piston surface (evident in the streak data).  
From the characteristics diagram in (Fig. S28A) fluid elements separated spatially by 
more than 200 µm do not communicate with each other during relevant experimental 
times. We use equation (10) to estimate an upper bound on gradient-driven flow, 
although this equation is marginally valid in the inertially-confined context.  Velocity 
measurement uncertainties (larger than the Z velocity uncertainty) make the estimate 
challenging.  Using the velocity maps extracted from N150914-2 and for points spatially 
separated by up to L = 200 µm we find |u| < 100 m/s (with fluctuating direction) and Re < 
1000.  As a consequence, the assumption of inertially-confined laminar flow is justified 
and the use of standard thermal conduction analysis is expected to be accurate. The 
boundary layer near the LiF window should remain intact throughout the measurement 
time. 

 
Interpretation of optical signals on NIF platform 

The optical reflectivity signals in the NIF experiments emerge from a layer 
approximatley 100 nm thick adjacent to the LiF window.  This thickness is the 
approximate skin depth of the metallic phase, or the absorption depth of the 
semiconducting phase just before metallization.  This layer is in pressure equilibrium 
with the LiF window, and while it is in thermal contact with the adjacent material in the 
sample thermal conduction is too slow to affect its energy content on the time scale of the 
compression. The NIF data sets do provide spatially-resolved signals (~5 µm spatial 
resolution), and the layer is observed to transform homogenously.  There is no evidence 
of spatially heterogenous reflectivity or velocity signals in our data sets. 
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In the NIF experiments, a temperature gradient is established in the sample layer 
from the start, with increasing temperature going from the LiF window to the Cu piston.  
This comes about because the initial shock launched across the layer is slightly decaying, 
causing an entropy gradient to be established across the layer with higher entropy near 
the piston (Fig. S5); furthermore, the heated Cu piston transfers additional heat into the 
layer over a thickness of ~100 nm adjacent to the piston surface.  As a consequence, the 
metallization transition begins at the Cu piston surface (because higher isentropes 
metallize at lower pressures) and propagates as a transformation front moving across the 
layer from the Cu piston towards the LiF window. 

The energy driving the transformation process comes from the mechanical PdV 
work provided by the compression process.  Because the metallized region is cooler than 
the insulating region, the temperature gradient is locally reversed at the transformation 
front; conductive heat transfer into the metallized region is therefore possible.  However, 
the rate of pressurization dP/dt is too fast to allow thermal conduction to have much 
effect on the transformation rate.  The optical signal of the transformation (reflectivity 
increase) occurs when the transformation front reaches the LiF window, and is observed 
at the thermodynamic state corresponding to the intersection of the isentrope in the 
insulating phase with IM phase line (point P0, T0 in Fig. S32).  The current EOS models 
do not account for the first-order IM transition, and predict isentropic compression paths 
following 0.8 < dT/dP < 1.6 K/GPa paths across the transition (larger at higher T).  The 
plotted T therefore corresponds to T at the start of the transformation.  A higher P the 
temperature should drop as a consequence of the latent heat of the transformation; in 
other words, if an appropriate temperature diagnostic were available we expect to see a 
rapid temperature drop simultaneous with the increase in reflectivity. 
 
Extended phase diagram 

In Fig. S33 we place current experimental data sets on an extended phase diagram 
along with shock compression data. These data include observations of optical 
reflectivity and shock temperature along the principal Hugoniot of D2, and similar 
observations for shock compression of precompressed samples of H2.  The metallization 
transition at these conditions has been observed to be continuous, with no evidence of 
first-order behavior (61, 62)  .  The revised temperature estimates of the Z data are 
included. Fig. S34 compares the dynamic compression results for the IM transition in D2 
with currently published models, and with the revised temperatures for the Z 
experiments. 
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Fig. S1. 
Sketch of the target assembly showing details of the sample package. 
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Fig. S2 
Target assembly attached to cryogenic support as installed in the target chamber. 
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Fig. S3 
Laser power history delivered to the hohlraum interior for each of the four experiments 
carried out in the present study.  The temperature-pressure path depends on the initial 
shock, set by the amplitude of the initial power spike. 
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Fig. S4 
(A) Representative result from a HYADES simulation of the density evolution in the 
target structure showing the main features of the compression process. Other frames are: 
(B) average pressure in the D2 sample layer, (C) average density, and (D) thickness of the 
layer. 
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Fig. S5 
Snapshots of density, pressure, temperature and sound speed from the computation 
shown in Fig. S4, focusing on details around the IM transition (second reverberation 
sequence).  The average position of the deuterium sample moves from 105 µm to 130 
µm, while the pressure rises from 25 GPa to 270 GPa.  At all times shown the sound 
speed of the sample is about twice the sound speed in the adjacent Cu and 30% larger 
than the sound speed in the LiF window. 
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Fig. S6 
Details of the reverberation sequences in the layer: (A) the initial reverberation sequence 
in the deuterium layer; and, (B) second reverberation sequence followed by ramp.  The 
interface between LiF window and D2 layer is indicated by the blue lines.  In this 
calculation the Cu/D2 interface is set to lagrangian coordinate = 0.  The upper frames 
show pressure versus time in the center of the layer (along red dashed line); lower frames 
show color-scale representations of the pressure history throughout the entire sample, 
revealing the reverberation pattern.  Color scales in (A) and (B) are matched to the 
pressure axis limits in the upper plots.  The plots were extracted from detailed 
simulations that were matched to the observed velocity histories of the Cu piston and LiF 
window interface. 
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Fig. S7 
View of the sample package as seen from the VISAR line-of-sight.  The lower sections of 
the 1 mm square LiF window provides a view of the Cu piston surface and the upper 
section has the Al flashing place at the deuterium/LiF interface.  A central chord is 
projected onto the slit of the VISAR streak camera as indicated by the red rectangle. 
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Fig. S8 
Raw streak recording (displayed with logarithmic color scale).  Timing combs (high 
precision 0.5 GHz clock reference) are recorded along the top and bottom edges of the 
record.  An absolute timing fiducial is indicated by the green arrow. 
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Fig. S9 
Example of a high precision position-time calibration acquired before each experiment on 
each streak camera. 
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Fig. S10 
(A) Example of the wrapped phase corresponding to the raw data shown in Fig. S8. (B) 
Velocity map extracted from the phase. 
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Fig. S11 
Upper frame shows the time varying reflectance averaged over a pair of 200 µm wide 
segments of the Al/LiF (dashed) and Cu/D2–DD/LiF (solid) interfaces repectively.  
Lower frame shows the normalized reflectance map from which these profiles were 
extracted based on the raw data shown in Fig. S8; integration regions are denoted by the 
dashed and solid pairs of lines.  The short drops in reflectance of duration ~200 ps are 
artifacts caused by velocity transients occurring on time scales comparable to or faster 
than the detector time resolution (omitted from the reflectivity analysis).  The Cu piston 
surface has higher initial reflectivity than the Al/LiF interface due to the higher 
reflectivity of Cu at the 660 nm probe wavelength.  Long wavelength spatial variations of 
±15% in the reflectance map are present owing to spatial variations in the optical quality 
of the target package components and in the laser illumination pattern (including laser 
speckle).  These variations appear at low frequencies owing to averaging by the CWT 
processing algorithms; they are further reduced by using the wide spatial integration 
regions. 
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Fig. S12 
Upper frame shows the apparent velocities observed from the two parts of the target, and 
the arrow indicates the time 𝑡H when the two velocities match.  Lower frame: the time 𝑡H 
is simultaneous with the minimum in the reflectance signal. In the lower frame dashed 
and solid curves correspond to independent results extracted from the two detection 
channels. 
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Fig. S13 
Reflectance measurements during the IM transition and peak compression with the time 
history of the measurement encoded according to the color bar on the right.  The signals 
do not display any apparent time-dependence (hysteresis) such as was observed in the 
experiments of Knudson et al. 
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Fig. S14 
Reflectivity and absorption coefficient extracted from the reflectance map. No states are 
sampled between the end of the first reverberation sequence (P ~ 30 GPa) and the start of 
the second reverberation sequence (P ~ 80 GPa). 
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Fig. S15 
(A) Pressure density comparison of precompressed Hugoniots computed from the 
Caillabet et al.(32) (solid), Kerley (31) (dashed) and Correa et al.(33) (chain-dashed) 
with pre-compressed Hugoniot data reported in Brygoo et al. (34) (originally reported in 
Loubeyre et al. (12)). Initial densities for the model Hugoniots are 0.033 (red), 0.044 
(orange), 0.061 (green) and 0.081 (blue) mol/cm3, initial temperature is 295 K.  (B) 
Comparison of the same model Hugoniots and data on the temperature-pressure plane. 
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Fig. S16 
Upper frame: observed and simulated apparent velocities for the two optical paths 
observed in experiment of N150914-002.  Lower frame: pressure and temperature time 
histories for a Lagrangian element in the middle of the sample layer. 
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Fig. S17 
Temperature history of the piston surface, the LiF window and the sample layer for 
N150914-002 using the Kerley EOS model for deuterium: (A) simulated with no heat 
conduction; and, (B) with heat conduction. The label “average 2/3” refers to the average 
temperature over 2/3 of the full thickness of the layer adjacent to the window.  The other 
curves refer sample elements with initial Lagrangian positions at the window, the 
midpoint and at 1, 5, and 9 µm from the piston (after 10-fold compression these distances 
are 10 times smaller in real space). 
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Fig. S18 
Temperature-pressure paths for all five experiments and three global equation of state 
models for deuterium. 
 

N150701−002 N171105−003

N150914−001

 0  100  200  300  400

 500

 1000

 1500

 2000

N150914−002

N150915−002

 Caillabet et al.

 Kerley

 Correa et al.

Pressure (GPa)

T
e

m
p

e
ra

tu
re

 (
K

)



 
 

44 
 

 
 

Fig. S19 
Estimated temperature-pressure paths for the five experiments.  The upper and lower 
bounds are estimated from the spread among the EOS models; solid curves are mean 
values. 
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(A)                                                                       (B) 

 

Fig. S20 
(A) Apparent velocities from converged simulations for N150914-2 assuming an 
extrapolated Dewaele fit for the refractive index of deuterium; (B) assuming the modified 
form of equation (4) for the refractive index. 
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Fig. S21 
(A) Ensemble of 15 refractive index fits as a function of density optimized to match the 
simulated to observed apparent velocities; also plotted is an averaged global fit.  (B) 
Refractive index fits separated according to experiment (three simulations per 
experiment). The refractive index exceeds 3 above approximately 1.7 g/cm3 density and 
displays a systematic temperature dependence. 
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Fig. S22 
(A) Estimated band gap based on refractive index data and empirical formulas of Moss, 
Reddy & Anjaneyulu and Hervé & Vandamme for one of the experiments (see text for 
references).  The linear fit as a function of density was determined from a global fit to the 
results from all three empirical formulas for density > 0.25 mol cm-3.  (B) Estimated band 
gaps (with extrapolation of the linear density fit) as a function of pressure for all of the 
experimental cases corresponding to a range of temperatures: 1000 K (N150701-002, 
N150914–001), 1320 K (N150914-002), 1550 K (N150915-002), and 1000 K (N171105-
003).  Also shown are the estimated band gap data of Weir et al. near 3500 K and 
McWilliams et al. at 2400 K. 
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Fig. S23 
(A) Real part of the index of refraction inferred from experiment N171105-003 (symbols) 
and real part of the index from Lorentz model (dashed curve). (B) Imaginary part of the 
index inferred from the data (symbols) and corresponding Lorentz model (dashed curve). 
(C) Optical conductivity inferred from the experiment (symbols) compared with the 
Lorentz model (dashed curve).  Similar behavior is found for the other experiments. 
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Fig. S24 
Optical conductivity computed with the Smith-Drude model for 𝜏 = 0.075 fs, 𝜌 = 2.0 
g/cm3 and several cases of the backscatter parameter C indicated in the legend.  Left and 
right frames show identical curves with logarithmic scales on the left, linear scales on the 
right. 
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Fig. S25 
Upper: DC conductivity extracted from the reflectivity data using the Smith-Drude 
model. Lower: Corresponding backscatter parameter C.  The parameters in the Smith-
Drude model were: 𝜏 = 0.075 fs and N evaluated with the expression given in equation 
(7). 
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Fig. S26 
(A) DC conductivity from the Smith-Drude model as a function of the reflectivity for 
t=0.07 fs. (B) DC conductivity from the Smith-Drude model as a function of the 
reflectivity for t=0.08 fs. 
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Fig. S27 
Comparison of reflectance signals from Z and NIF experiments (scaled to account for the 
Al/LiF reference). Early time reflectances (P < 120 GPa) are comparable, while for P > 
120 GPa (and t > 2650 ns) the reflectance observed in the Z experiments are 
systematically lower than the NIF, e.g. R~1% in the range 120 < P < 240 GPa, where 
~10% reflectivity is expected. 
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Fig. S28 
(A) Characteristics diagram for N150914-2, computed using the Kerley EOS model using 
the time-dependent sound speed, showing acoustic trajectories in the deuterium sample 
(dotted) launched at 100 µm spacing starting at t = 10 ns (not all are shown). Dashed red 
characteristics launched from the edges of the LiF window enclose the inertially confined 
sample domain.  (B) Characteristics diagram for one of the Z experiments, computed 
using the Kerley EOS model and launched at 1 mm spacing.  The red dashed 
characteristics, launched from the edges of the LiF window, pass through the probe field 
of view at 170 ns (heavy black arrow) and reach the center near 240 ns. 
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Fig. S29 
(A) Difference in axial velocity between the LiF window and the D2 VISAR probes. (B) 
Pressure difference between the two probes. (C) Flow velocity in the sample layer 
estimated by integrating equation (10) over the signals in (B). (D) Reynolds numbers 
associated with the lateral flows.  Colors are chosen to match the colors used in Knudson 
et al. 
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Fig. S30 
Al piston temperatures estimated from the first shock states in the four Z experiments for 
the SESAME 3715 model (left) and Kerley 3700 model (right).  Triangles show the 
incident shock stress level along the principal Hugoniot, circles are the release states 
matched to the initial shock launched in the deuterium, and squares show the estimated 
temperatures at the reported IM transition pressures.  Curves connecting the points are 
isentropes. 
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Fig. S31 
Temperature evolution as a function of time in the Al piston (position < -8µm), the D2 
layer (center position) and the LiF window (position > 8 µm). The cases are: (A) thermal 
conductivity kD2 = 25 W/m/K in the deuterium and (B) thermal conductivity kD2 = 2500 
W/m/K. 
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Fig. S32 
Features of the ramp compression path through P-T space in the Z experiments. A family 
of isentropes with entropies s1, s2 and s3 are sketched (grey-dashed curves) as they pass 
through the first order IM transition (heavy dashed curve).  The isentrope s2 intersects the 
PPT line at P0, T0.  An experiment initially launched at entropy s2 follows the solid red 
path.  Temperature at the intersection with the PPT line is reduced by ~100 K owing to 
cooling from the Al piston wall.  Further compression cools the sample because of latent 
heat.  Transformation is complete at P1, T1.  Near peak compression the sample is 
reheated by the Al piston wall, and the path re-enters the mixed phase region at P2, T2. 
The temperature differences are T0  -[T1 or T2] ≳	700 K (section 5h), and corresponding 
pressure differences are [P1 or P2] – P0  ~ 100 GPa. 
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Fig. S33 
Extended phase diagram of H2/D2 at high P-T conditions. Symbols indicate the results of 
experiments.  Present results: threshold where optical absorption coefficient exceeds 1 
µm-1 at photon energy of 1.9 eV (black open circles and black dashed line); and, points 
where the D2-LiF interface reflectivity exceeds R=30% (black solid circles). The thick 
black curve connects these points to the metallization transition, s ≈	2000 S/cm, 
identified by Weir et al. (36) (solid black triangle). Previous experimental results on H2: 
Ohta et al. (18) (x) and Dzyabura et al. (crosses) (17) both from heating curve analyses of 
laser-heated DACs; Zaghoo et al. (open and solid pentagons) from DAC optical 
transmission and reflectance (19, 21); McWilliams et al. determination of the onset of 
absorption from transient DAC optical transmission measurements (open triangles) (20); 
melting measurements of Zha et al. (23) (chain-dashed red line). Previous results on D2: 
Knudson et al., absorption onset for 2.3 eV photon (open squares) (22); Knudson et al., 
reported reflectivity jumps (inverted gray triangles) (22); and, after adjustment of T based 
on reinterpretation (black-edged gray inverted triangles, Table S3). The dashed extension 
of the metallization boundary connects to single-shock compression data: reflectivity and 
temperature at 50% of peak reflectivity along the D2 principal Hugoniot (11, 107, 108) 
(grey filled circle); and along precompressed Hugoniots (Loubeyre et al. (12), gray-filled 
squares). 
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Fig. S34 
Theoretical results for the IM transition, as summarized in Pierleoni et al. (15) 
Computations with density functional molecular dynamics using different functionals 
include: PBE with quantum corrections (green solid), PBE with classical ions (green 
dashed), HSE (dashed red), vdW-DF1 with quantum corrections (light blue solid), vdW-
DF1 with classical ions (light blue dashed), vdW-DF2 with quantum corrections (dark 
blue solid)  vdW-DF2 with classical ions (dark blue dashed).  Also shown are the coupled 
electron-ion Monte Carlo calculations of Pierleoni et al. (15) or hydrogen (cyan trangles 
& thick solid line) and classical protons (cyan inverted triangles & thick dashed line) and 
the quantum Monte-Carlo calculations by Mazzola et al. (16) (dark green triangles & 
dashed line).  The red chain-dashed curve corresponds to the melt curve measured by Zha 
et al. (23) The solid black circles and inverted black-edged grey triangles are as in Fig. 3 
and Fig. S33. 
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Table S1. 
Incident shock state and P-T at the points when the absorption coefficient reaches a 
threshold of 1 µm-1 and when the D/LiF interface reflectivity exceeds 30%. These points 
are plotted in Fig. 3. 
 

 Initial shock 
state 

Onset of absorption 
(a = 1/µm) 

Insulator-metal transition 

Experiment Initial 
D2 up 

(km/s) 

Initial 
P 

(GPa) 

V 
(km/s) 

P 
(GPa) 

T (K) VR>30% 
(km/s) 

PR>30% 
(GPa) 

TR>30% 

(K) 

N150701-2 2.31 1.79 6.41±0.2 166±6 940±170 N/A N/A N/A 
N171105-3 2.39 1.89 6.10±0.2 153±6 980±200 7.62±0.2 221±6 1080±240 
N150914-1 2.58 2.15 5.95±0.2 147±6 1030±150 7.37±0.2 209±6 1130±170 
N150914-2 3.08 2.92 5.61±0.2 134±6 1300±210 7.23±0.2 204±6 1450±260 
N150915-2 3.36 3.30 5.43±0.2 118±6 1540±200 7.04±0.2 194±6 1640±250 

  



 
 

61 
 

Table S2. 
Incident shock state and temperature along isentropes evaluated for two different 
aluminum EOS models, producing estimates of the piston surface temperature during the 
Z experiments. 

Experiment Initial 
D2 up 
(km/s) 

First shock 
stress in 

Al 
(GPa) 

Insulator-
metal 

transition 
pressure 
(GPa) 

Estimated 
TIM of piston 

SESAME 
3715 EOS 
model (K) 

Estimated TIM 
of piston 

Kerley 3700 
EOS model 

(K) 

Tavg (K) 

Z2587 3.20 35.9 285 952 758 860±140 
Z2594 2.43 25.1 305 581 414 500±120 
Z2631 2.85 30.8 290 766 586 680±130 
Z2632 3.42 39.2 283 1078 880 980±140 
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Table S3. 
Published transition temperatures (from Knudson et al.) based on the original 
interpretation of the Z experiments; and, revised according to Clausius-Clapeyron 
estimates. 

Experiment Insulator-metal 
transition pressure 

(GPa) 

T0 published (K) T1 revised (K) 

Z2587 285 1600 770±240 
Z2594 305 1150 540±170 
Z2631 290 1420 670±210 
Z2632 283 1700 820±260 
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