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Abstract

The demand for wireless access to the internet is constantly increasing and the applications

such as social media, gaming and video require a high bandwidth connections. Mobile tech-

nologies are becoming more affordable and accessible. Existing telecommunications systems

can be improved to ensure that it is sustainable for future generations.

Orthogonal Frequency Division Multiplexing (OFDM) is a good candidate which is al-

ready used widely in wireless applications. It is robust against many of the multipath effects

commonly encountered in wireless channels. It also makes efficient use of the limited radio

spectrum.

Certain parameters of the OFDM system have been investigated and recommendations

on the optimal parameters are made in order to achieve the best bit error rate (BER) per-

formance. These investigations have been conducted by designing a comprehensive and

configurable simulation of the OFDM system, including an adapted modulator and demod-

ulator and an accurate channel model.

The guard interval is an important design consideration as it counters Inter Symbol In-

terference (ISI). The optimal length of the guard interval should be less than 25% of the

total symbol length. As shorter guard interval results in more usable bandwidth. The choice

of quadrature amplitude modulation (QAM) scheme to use is also an important one and

the optimal design depends on the throughput requirements of the system. The number of

subcarriers depends on the available bandwidth and the subcarrier spacing.

iii



A fundamental problem with OFDM is the high Peak to Average Power Ratio (PAPR).

A high PAPR results in more expensive amplifiers, requiring more power, resulting in more

power consumption and a reduced battery life on mobile devices. A simple, yet effective,

PAPR reduction technique called clipping and filtering, making the system more relevant

for modern day applications, was implemented.

A method of combining OFDM with spectral shaping techniques such as spectral null

codes, is investigated. These codes can shape the power spectral density (PSD) of the system

to have spectral null at desired frequencies. It has been shown that the PSD of OFDM

systems can be shaped by making use of these techniques. Applications of this includes

the usage of spectral nulls as a sensor for the quality of the channel. The transmitter and

receiver was modified by adding a PSD detector at the modulator and demodulator. The

results have shown that the spectrum can be shaped and that narrowband signals introduced

in the channel will destroy the shaping, indicating that corruption occurred. The usage of

spectral null codes did not degrade the system’s performance.
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Chapter 1

Introduction

1.1 Background of the study

Telecommunication is a way of communication which is not limited by the proximity of

the parties involved. It has been around for centuries. Smoke signals, carrier pidgins and

foot messengers formed part of early ancient communication systems. In terms of modern

telecommunications, the use of an optical telegraph in 1794 was the first step towards a rev-

olutionary development telecommunications. A system of towers within sight of each other

was constructed, each with a telegrapher who looked through a telescope at another tower

in the chain. Messages were relayed from tower to tower until the distant destination of the

message was reached. Next, the Von Soemmerring telegraph created in 1809, relied on a

voltaic pile to create Hydrogen bubbles on a cathode placed in acid. The cathode on which

bubbles formed, indicated a particular letter of the alphabet. The electrical telegraph was

demonstrated soon after and Morse developed a method for writing telegraphic messages.

As the technology evolved, the distances over which it operated became wider, even crossing

the Atlantic. In 1876 the patent for the first telephone was submitted making voice teleg-

raphy possible. The next achievement was the implementation of radio telegraphy at the

end of the 19th century. The invention of pulse code modulation made digital communica-

tions possible. In 1962 television broadcasts via satellite started and cellular radio became

commercially available. Next, long distance underwater optical fibres connected continents.

At the end of the 20th century the World Wide Web was already invented and consumers
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had access to digital cellular radio, the Global System for Mobile communication (GSM)

networks and millions of telephones and Internet users existed. The technology continues

to evolve as the demand increase and the applications thereof becomes ever more complex [1].

Kleiner Perkins partners has published the Internet Trends report annually and consis-

tently observed an increase in Internet users around the world. A reported 3.4 billion people

now have access to the Internet, with an expected year on year growth of 10% [2]. Figure

1.1 shows the trends observed since 2009 [2]. The demand for wireless access and communi-

cations is steadily increasing and new methodologies and technology needs to be researched

to ensure that this demand is met.

Figure 1.1: Internet Trends - Global Internet Users (MM), 2009 - 2016. 3.4B users with
46% market penetration and 10% year on year increase in users

Numerous developments in information theory and telecommunications made word-wide

and terrestrial communications possible. These systems has developed over the past decades

to provide more bandwidth, faster throughputs and to be more reliable and cheaper. Small

and efficient solid state circuits developed in the 1960s made mobile communications afford-

able. The popularity of mobile communication has seen exponential growth since then. More

users than ever now rely on wireless communications, and the infrastructure and technology

implemented becomes insufficient. The increasing demand for broadband wireless access
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motivates the development of more reliable and efficient techniques and methodologies to be

used in the next generation of communication systems, beyond the 4th generation of mobile

communications (4G) and Long Term Evolution (LTE) [3].

In principle the basic communication system consists of a transmitter and a receiver

with the channel in which the signal propagates. The transmitter will take some forms of

input and modulate it according to the particular application. The modulation technique

has an important role in the performance and other characteristics of the communication

system. Source coding and error correcting codes may also be applied in order to improve

performance. Error correcting codes allows data which was lost during transmission to be

recovered. It still forms the basis of many academic papers and conferences. The modulated

signal is then added onto the channel. Typically noise is present in any real word example

of a channel. It corrupts the data and places limitations on the capacity of the channel.

Various techniques may be used in order to mitigate or recover from the effects of noise.

Finally the transmitted signal arrives at the receiver and is decoded in order to obtain the

message.

The characteristics of the wireless channel makes the transmission of data challenging

compared to wired mediums. These includes signal attenuation as a function of distance,

other wireless sources causing interference and multipath propagation. The limited radio

spectrum also poses a problem. Only a small amount of the radio spectrum is unallocated.

This is the part of the electromagnetic spectrum suitable for wireless communications and

falls within 300 kHz to 300 GHz range [4]. See Figure C.2 in Appendix C.

Orthogonal Frequency Division Multiplexing (OFDM) is a good choice for usage in mod-

ern day applications, given the constraints on the wireless spectrum and increasing demand.

It was developed in the 1960s for military applications. It overcomes many challenges pre-

sented by the environment today, such as the limited bandwidth available and interference

caused by other systems present. OFDM a multicarrier modulation scheme. It provides a

high bandwidth efficiency because of its overlapping subcarriers, and it is robust against
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noise introduced in the communication channels. OFDM can be used in wireless, wired and

optic mediums. Recent developments in integrated circuits (IC) makes the use of multicar-

rier modulation methods like OFDM more economical and feasible. OFDM makes optimal

use of the radio spectrum due to the overlapping of subcarriers. It is robust against many

of the multipath effects and corruption typically introduced by the wireless channel [5]. The

close spacing of orthogonal subcarriers however, makes OFDM susceptible to Narrowband

Interference (NBI) which degrades the system performance. Further, the out-of-band (OOB)

emissions present in OFDM makes it less usable in future applications such as the 5th gen-

eration of wireless communication (5G) [6]. OOB emissions is transmissions on a frequency

which lies outside of the allocated bandwidth for the specific OFDM system [7].

OFDM can be combined with source coding for reasons other than error correction.One

such example is spectral null codes. These codes allows the power spectral density (PSD) of

the signal to be shaped according to specifications. The PSD simply indicates the amount of

power a signal has at a given frequency. Historically spectral null codes were used to allow

for pilot tones on magnetic storage devices [8].

1.2 Problem statement

Existing technologies may be improved in order to make it more efficient and reliable. Cur-

rent methods employed in telecommunications can be improved to better fulfil the require-

ments of society and the billions of users with access to the internet. In particular, a good

candidate for efficient and reliable communications is a modulation called OFDM.

As with any communication channel the problem remains the noise naturally present.

The major challenge is transmitting data efficiently with minimal loss whilst taking con-

straints such as the crowded radio spectrum into account as well. OFDM proved to be a

good candidate in this environment since it is robust and makes efficient use of the spectrum

due to its overlapping subcarriers. It is important to note that the transmission does not

take place in an isolated environment. The available bandwidth is crowded with many other
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transmissions for hundreds of different applications such as radio and television. These can

introduce noise into the OFDM system. This can be in the form of Additive White Gaussian

Noise (AWGN), Rayleigh fading and Narrowband Interference (NBI). NBI is common in the

wireless channel and it is caused by interference from other radio sources such as Bluetooth

transceivers and WiFi. OFDM is extra susceptible to corruption caused by NBI because of

the close spacing of subcarriers. It usually affects only a few subcarriers at a given instance,

but it can drastically degrade the performance of the system in terms of its bit error rate

(BER).

Remember that OFDM has numerous carriers each spanning a small range of frequen-

cies. Similarly NBI also spans a small range of frequencies. Now, consider NBI present in

the OFDM channel. NBI causes one or more of the subcarriers to become corrupt, degrading

the performance of the system as a whole [9]. Previously forward error correction schemes

was used as an inter-subcarrier encoding scheme where all carriers was analysed at the same

time. This implementation required OFDM subcarriers to be switched off manually in an

attempt to avoid the degrading effects of narrowband interference [10].

Investigations are aimed at how NBI may be detected by making use of a technique called

spectral shaping which may be combined with OFDM in an attempt to improve system per-

formance by detecting NBI and attempting to cancel its effects.

Spectral shaping techniques used to shape the PSD, combined with channel sensing, may

be used in order to mitigate the effects of narrowband interference present in the channel.

The transmitted data may be shaped in such a way as to create a spectral nulls at the

narrowband interference’s frequency. This may be equivalent to switching off the OFDM

subcarriers manually and mitigating the effect of NBI. The PSD can also act as a sensor or

indicator for the integrity of the channel. It becomes possible to derive some of the channel’s

characteristics by observing the PSD. The PSD may be used as a metric to apply cancella-

tion and adjustments to the OFDM subcarriers. It becomes important to consider how to

predict or to sense the condition of the channel.
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1.3 Objectives

Given the need for more reliable and efficient communication systems and how OFDM is a

good candidate for future applications, the aim is to introduce a different method of using

OFDM in combination with existing spectral shaping techniques in order to achieve im-

proved performance.

The goal of this project is to firstly understand the relevant theory and mathematics

describing spectral null codes and spectral shaping technique. This will be done by studying

work previously conducted. Secondly, simulations will be implemented based on theoretical

descriptions of the wireless environment and finally research will also be conducted into the

feasibility of using these spectral coding techniques with OFDM and determining the effec-

tiveness thereof when attempting to mitigate the effects of narrowband interference. The

possibility of using spectral null codes as a means to determine or estimate the channel

integrity will also be investigated. This implies that the channel needs to be sensed or pre-

dicted, and the spectral null code must be applied to the data in such a way as to create

nulls at the location of the narrowband interference and might yield an improved system

performance.

In short the aim is to develop an optimised and new OFDM coding scheme where sub-

carriers are loaded with spectral shaped codes. The observation of the spectrum can give

insightful information into the state and quality of the channel. Further an attempt will

be made to detect and cancel NBI by making use of the same technique. This will prove

beneficial in future applications and will ensure that OFDM remains a suitable candidate

for modern communications systems. An optimised OFDM system in terms of the spectral

properties and system parameters will be proposed. This system will also make use of PAPR

reduction techniques to make it viable for real world applications.
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The OFDM system can be modified including the multiplexer, the modulator and demod-

ulator needs to be adapted in order to achieve the aforementioned objectives. The system

will employ an optimal set of parameters and the implementation thereof will be economic

and efficient.

1.4 Methodology and tools

A literature study will be conducted in order to understand the problem, possible solutions

and theory describing the system and its properties. The overarching objective is to propose

an improved OFDM system with optimal parameters and spectral properties which will be

suitable for future applications. The system design will be improved by investigating the

optimal design in terms of the OFDM system’s parameters. These includes the cyclic prefix

(or other guard interval) length, the subcarrier count and the modulation schemes used.

Results and applications for the findings in this section will be documented and analysed.

The reduction of peak to average power ratio (PAPR) will also be incorporated into this

section. The aim here is to provide a simulation and give recommendations on the optimal

OFDM parameter for a given environment and application.

The spectrum of the system, designing the power spectral density (PSD) and reducing

the PAPR is considered as separate branches of this investigation. This section is concerned

with designing the optimal spectrum for the OFDM system in question. Results and applica-

tions for the findings in this section will be documented and analysed. Finally the optimised

parameters and spectral design will be incorporated in a single application where is will be

possible to draw conclusions on the applicability of using OFDM in future applications.

MATLAB and the digital signal processing toolbox (DSP) add-on will be used to fa-

cilitate the implementation of various simulations. The implementation of the simulation

will be approached as a software engineering problem and the extreme programming (XP)

method will be applied as described in Figure 1.2 [11]. The process starts with identifying

and eliciting the requirements for the simulation software and designing a solution. The
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implementation phase is iterative and one requirement will be developed, implemented and

tested at a time [11].

Figure 1.2: Outline of methodology used for the development of simulations. The devel-
opment strategy is called extreme programming

Previously simulations aimed at the OFDM system and its parameters was implemented

[12]. These simulations can be extended to include spectral shaping codes based on the

channel sensing or predictions. It will provide insight into the applicability and effectiveness

of spectral null codes and spectral shaping in combination with OFDM. Conclusions can be

drawn on the system performance. Further the use of spectral analysis to detect NBI will

be investigated.
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1.5 Research contribution

The output of this research will propose optimal system configurations in terms of the design

of OFDM parameters such as cyclic prefix lengths, subcarrier counts and the modulation

scheme. Further, the applications of spectral shaping in combination with OFDM will also

be investigated.

The key outcomes of this investigation

1. Optimal OFDM system parameters for a given implementation. This includes the CP
length, subcarrier count and modulation scheme to use

2. Applications for applying spectral shaping techniques such as spectral null codes in
combination with OFDM

3. Reducing PAPR in order to make the application suitable for low-energy devices

4. Using the design of the PSD in order to draw conclusions on the channel quality and
the integrity of the transmission

5. Constructing a more robust and self-aware OFDM system suitable for modern day
applications

6. The OFDM parameter optimisation will be combined with the PAPR reduction tech-
nique as well as employing spectral shaping techniques in order to make a system which
is sustainable for usage in future generations of telecommunications

The result of this research will propose optimal system configurations when using spectral

shaping and spectral null codes combined with channel sensing. It will provide insight into

the applicability of combining spectral shaping codes with OFDM and adjusting the PSD

to be null at the frequencies of narrowband interference. Simulation studies will be used in

order to determine the feasibility of this solution in order to reduce the effect of NBI on the

transmitted signal. Finally a definitive answer will be provided regarding the performance

improvement when using the relevant coding techniques in conjunction with OFDM.

The aim is to design an optimised OFDM system with reduced PAPR which will employ

spectral shaping techniques.
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1.6 Research output

1. M. Trollip, K. Ouahada and L. Gqiba, ”Optimised ofdm based communication systems
for wireless environments,” submitted to Digital Communications and Networks. 2018.

2. M. Trollip, K. Ouahada, ”Effects of spectral null codes on papr and ber performance
in ofdm systems,” submitted to 7th International Conference on Adaptive Science and
Technology (ICAST). IEEE, 2018.

3. M. Trollip, K. Ouahada, ”Effects of spectral shaping techniques on the papr of ofdm
applications,” submitted to 2nd International Conference on Signals and Systems (IC-
SigSys). IEEE, 2018

4. M. Trollip, K. Ouahada and T. Imoto, ”Narrowband signal detection in ofdm sys-
tems using spectral shaping techniques,” in Proceedings of the 13th IEEE AFRICON
Conference. IEEE, 2017, pp. 232-237. [13]

5. M. Trollip, K. Ouahada, ”Simulation Study on the Performance of OFDM in Different
Environments” for 2nd African Winter School On Information Theory And Commu-
nications. 2015.

6. M. Trollip, K. Ouahada, ”NarrowBand Interference Signal Detection with Spectral
Shaping Technique” for 2nd African Winter School On Information Theory And Com-
munications. 2015.

1.7 Overview of the dissertation

Figure 1.3 outlines the format and flow of this document.

The characteristics of the wireless environment makes modern telecommunication chal-

lenging and there is a need for more reliable wireless technologies since the demand has been

constantly increasing over the past decade and it will continue to do so for the foreseeable

future. The problem is the limited amount of radio spectrum available for communication

purposes. New designs needs to take this constraint into account whilst preserving the ro-

bustness of the system. Throughput and reliability should also be considered.

The objective is to simulate an optimised OFDM system fit for future applications. It

will have an optimal design in terms of the system parameters and performance. In addition
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Figure 1.3: Outline of this dissertation including research output, presentations and con-
ference publications
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to the design, investigations on how spectral shaping techniques and spectral analysis may

be used in order to further improve the system performance will be conducted. This will be

achieved by implementing comprehensive simulations using MATLAB and the DSP toolbox

add-on.

This research is aimed at the spectral null codes and spectral shaping. Firstly a good

mathematical description thereof will be defined. Then by making use of simulations, the

applicability of combining these coding schemes with OFDM will be investigated. The simu-

lation will make proper provision for noise present in the channel and the model will represent

a real world channel as closely as possible. This concludes with a proposal for optimal OFDM

parameters, making use of spectral shaping to further improve the system, reducing PAPR,

sensing the quality of the channel and constructing a robust OFDM system fit for future

applications.

The next chapter presents a review of the relevant literature and related work which

forms the foundation for the rest of the dissertation. Chapter 3 presents the optimised

OFDM system and important parameters to be taken into account. Chapter 4 follows,

introducing a common problem with any OFDM system called the high peak to average

power ration (PAPR) and how it might be mitigated. A technique to combine spectral

shaping codes with the conventional OFDM system is investigated in Chapter 6. Chapter 7

combines the principles investigated in earlier chapters and presents a smart OFDM-based

system which can sense NBI in wireless channels. The final chapter presents the analysis of

the results and a summary of the findings of this dissertation.
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Chapter 2

Literature Review

2.1 Introduction

In this chapter the literature review is conducted. Relevant theory supporting findings in

upcoming chapters is documented here. Information theory and its importance is introduced.

The characteristics of the communications channel, specifically the wireless environment is

discussed along with the physical phenomena present within the environment. We briefly

look at how spectral sensing is implemented for cognitive radio applications. It has some

important applications when choosing the bit length of the null codes. Welch’s method of

estimating the PSD for a transmission is introduced as it forms an integral part to analysing

and understanding the results of the simulation study. An comprehensive description of NBI

is presented and a model for NBI in the wireless environment is defined which will be used

in conjunction with the model for wireless environments in order to accurately simulate a

real word wireless channel. Finally a study on similar and related work is conducted in

order to anticipate possible road blocks and to determine key area where more research and

investigations will be required.

2.2 Information theory

Information theory defines the term information and how it can be modelled [14].
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Information theory was introduced in 1948 when Claude Shannon published his paper on

the mathematics making communications possible [15]. Shannon described entropy and how

it relates to the uncertainty in any message. He further made the statement that a message

can be transmitted over a noisy channel with great accuracy, even in the presence of noise.

The key components of a communication system is the information source and its trans-

mitter which will encode and modulate the message, making it suitable for transmission.

This is then passed onto the channel, which also introduces some noise which will degrade

the system accuracy. And finally to the receiver will pass the message on the its final desti-

nation [16].

Since then the world has been transformed by electronic communications with faster and

more accurate methods emerging. Messages are encoded in order to achieve the accuracy

Shannon mentioned in his paper. Coding schemes still remains a vastly popular research

topic within the field of communications and information theory.

2.2.1 Information sources and entropy

Consider any binary digital signal which represents data. It takes on a discrete amplitude and

period, making it possible to identify the information it represents. In a binary system data

is represented by a 1 or zero or some on and off state. It can be the presence or absence of a

magnetic field, a positive and negative voltage, an optical signal or any other state indicating

1’s and 0’s. The input of a communication system is some information in analogue or digital

form. The information is prepared by modulating it before it is transmitted over the channel.

Finally the received signal is converted back to its digital representation and information may

be reconstructed after the channel corrupted its original form. Shannon defined a measure

of information called entropy, in the case of binary data, entropy is defined as H(U) [14]

H(U) = −
r∑

i=1

pi log2 pi (2.1)

where U is a random process with r outcomes, each with a probability of pi. If the
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probability of an event pi = 1, equation (2.1) becomes H(U) = 0. This event is certain and

therefore it provides no additional information when it occurs. The less probable an event

is, the more information is gained when it occurs.

Consider an example of entropy, as commonly used by academics to convey its meaning.

Let’s take the weather tomorrow as being an information source U . Lets assume that it will

have two possible outcomes, so r = 2 which is

1. Clear skies and a light breeze with a low chance of precipitation

2. A blizzard causing havoc and snow country wide

In South Africa, the probability of having clear skies is highly probable and that outcome

contains little information. A blizzard on the other hand is highly unlikely and South

Africans rarely see snow. This event will contain a considerable amount of information. The

information source is the probability distribution assigned to a set of possible outcomes. The

more unlikely an outcome is, the more information it contains. The weather in South Africa

is a binary symmetric source (BSS) of information. The probability of clear skies is p0 = p

and by definition the probability of a blizzard is p1 = 1 − p. Substituting these into (2.1)

gives

H(U) = −p log2 p− (1− p) log2(1− p) (2.2)

Figure 2.1 shows the Entropy vs Probability for the above example. When p = 0 or when

p = 1 the function is zero. It is at a maximum when p = 1 − p or p = 0.5. In the BSS

the maximum information is gained when the two outcome are equally probable. Entropy is

measured in bits/symbol and allows us to define the information, on average, contained by

each bit 0 or 1.

2.2.2 Channel coding

A way to increase the reliability of a channel is by employing a method named channel

coding [17]. Coding is also used in order to reduce the length of codewords used to transmit
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Figure 2.1: Entropy vs Probability for a binary symmetric information source

information and in order to detect and correct or recover from errors.

Block codes

By adding redundant information, the performance of a system can be improved. Consider

an encoder which outputs code words c. A block code may be applied to a set of data bits

with length K such that the block b = (b1, . . . , bK)
T is encoded to produce a code word

c = (c1, . . . , cN)
T with N code bits [17]. The code rate is defined as

RC =
K

N
(2.3)

The application of error correctional codes is used in order to recover from errors during

transmission. The redundancy added will be used at the receiver in order to detect and

correct the corrupted bits.

An example of this is the Hamming code (usually referred to as the (7,4) Hamming code)

which was developed in 1950 by R. Hamming in order to eliminate errors in a computing

system [18]. This type of error correctional code represents each codeword by exactly 7 bits,

even though only 4 bits is required to code the message. The remaining 3 bits is parity check

bits and can be used in order to recover information lost during transmission. Consider the

following example where a (7,4) Hamming code is constructed.
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Example 2.1 Consider an arbitrary input

x =


x0

x1

x2

x3

 =


0 1 0 0
0 1 0 0
0 1 1 1
1 0 0 1

 (2.4)

The (7,4) Hamming encoder generator matrix G is given as

G =
[
P |Ik

]
=


1 1 0 1 0 0 0
0 1 1 0 1 0 0
1 1 1 0 0 1 0
1 0 1 0 0 0 1

 (2.5)

where P is the parity matrix and k denotes the message length and n denotes the block
length. For the given G, n = 7 and k = 4. The Parity Check matrix H is also constructed
for future use [19]:

H =
[
In−k|PT

]
=

 1 0 0 1 0 1 1
0 1 0 1 1 1 0
0 0 1 0 1 1 1

 (2.6)

The encoded message is

y = xG =


y0
y1
y2
y3

 =


0 1 0 0
0 1 0 0
0 1 1 1
1 0 0 1




1 1 0 1 0 0 0
0 1 1 0 1 0 0
1 1 1 0 0 1 0
1 0 1 0 0 0 1

 (2.7)

=


0 1 1 0 1 0 0
0 1 1 0 1 0 0
0 0 1 0 1 1 1
0 1 1 1 0 0 1

 (2.8)

The encoded binary sequence containing a total of 28 bits can be represented as a serial
stream; 0110100 0110100 0010111 0111001. In contrast to block codes, convolutional codes
operates on a continuous stream of bits [20].
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2.2.3 Channel capacity

The channel is simply the environment in which the signal is transmitted. Typical exam-

ples include copper cables, optic fibres and electromagnetic spectrum or wireless transmis-

sions [16].

The channel capacity C is proportional to the probability of obtaining a bit error, or a

data bit becoming corrupted. If the probability of obtaining a bit error is zero, the channel

capacity will be at a maximum. Interestingly C will also be a maximum when the probability

of a bit error is certain. If every bit is certain to be corrupted, the receiver can simply invert

every bit in order to retrieve the original information. C will be at a minimum when the

probability of a bit error is 0.5. The Hartley-Shannon law states that the maximum capacity

C of a channel with bandwidth B is [16]

C = B log2

(
1 +

S

N0

)
bits/sec (2.9)

This is the optimal performance for a channel with Gaussian noise present. This is the

theoretical optimal performance of the channel. Shannon however, did not make any recom-

mendations as how to achieve this performance. Observe that C tends to infinity as SNR

tends to infinity, meaning there is no noise is present in the channel. This is not true when

B tends to infinity as seen in (2.11) [16, 21]

lim
S
N0

→∞
C = lim

S
N0

→∞
B log2

(
1 +

S

N0

)
≈ ∞ (2.10)

lim
B→∞

C = lim
B→∞

B log2

(
1 +

S

N0

)
=

1

ln2

(
S

N0

)
(2.11)

Lee derived the channel capacity for a Rayleigh fading channel, on average. He found

that C in Rayleigh environments is lower than in a Gaussian channel [21]

Cavg = B

∫ ∞

0

log2

(
1 +

S

N0

)
δ

(
S

N0

=

(
S

N0

)
avg

)
d
S

N0

(2.12)
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It is important to consider the Rayleigh fading channel since it is used to represent a

wireless environment and all of the physical effects present therein [5, 22].

2.3 Channel characteristics

The phenomena present in the wireless channel is random and mostly unpredictable, making

the modelling of the channel a challenging task. This section aims to define the phenomena

present in the channel and how to represent them mathematically. The signal to noise ratio

(SNR) of a given system is the ratio between the signal’s power and the noise’s power at the

receiver. It indicates the efficiency of the given system [23].

Typically in a wireless channel a signal will propagate via more than one distinct paths.

Each with a different time delay, phase offset and interference. The signal may arrive at the

receiver a number of times at different times or at the same time. Figure 2.2 illustrates how

a single transmission can reach the receiver via a number of distinct paths which is called

multipath propagation [5]. This section will consider the impact of multipath propagation

on the system performance and design.

Figure 2.2: Basic illustration of multipath propagation in the wireless environment

2.3.1 Propagation loss

Propagation loss is an attenuation due to the distance d between the transmitter and receiver.

The choice of model depends on the assumptions made for the wireless environment.
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Path and shadow loss

Path loss is a loss in power during propagation. This depends largely, but not exclusively,

on the distance between the transmitter and receiver. For a free space system (for example

a vacuum), the free-space model may be employed [23]:

Lp = 147.56− 20 log(fc)− 20 log(d) (2.13)

where Lp is the path loss in dB, fc the carrier frequency and d the distance. Another model

where reflections are taken into account, is called the plane-earth model [23]:

Lp = 10 log(a) + 20 log(ht) + 20 log(hr)− 40 log(d) (2.14)

where a is a factor of correction, ht and hr is the height of the transmitter and receiver

respectively. Various other models for path loss exist, both analytical and empirical [23].

Shadowing is the result of obstacles encountered during propagation such as buildings

or cars and other objects. It results in the signal power to fluctuate over large distances,

also called slow fading [23,24]. This is generally modelled by a lognormal distribution. Both

path and shadow loss can be corrected by increasing the transmitter power [23, 25]. Figure

2.3 shows the effects of fading on the system [5].

Multipath fading

A electromagnetic wave propagating through a channel will undergo physical phenomena

such as reflection (when encountering relatively large flat surfaces), scattering (rough sur-

faces) and diffraction (pass through narrow aperture). The collective result is multipath prop-

agation, namely the transmitted signal arrives at the receiver via multiple distinct paths [12].

In many cases a direct line of sight (LOS) path between the transmitter and receiver does

not exist. A direct line of site path is simply a path where the transmitter and the receiver

has an unobstructed view of each other. This means that if someone was to stand next to
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Figure 2.3: Small and Large scale fading showing the effects of path loss, shadowing, and
shadowing on the signal power as a function of transmitted distance

the transmitter they would be able to see the receiver. If the receiver is too far away the

person might require some binoculars, but it will still be a direct line of sight path. If a tree

obstructs the view, or a car drives in between the person and the receiver, it will no longer

be a direct line of sight path, but rather a non-line of sight path (NLOS).

Consider the example where a mobile phone is used indoors. A LOS path does not exist

between the mobile phone and base station, but the reception is still reliable. A signal

can propagate through the wireless channel via Np distinct paths before arriving at the

receiver. Each path with a different amplitude, phase, frequency and time. These paths

interfere and constructive or destructive interference results in a fluctuating signal power at

the receiver [23, 25]. This is also known as fast fading since it acts on small distances. The

received power is Rayleigh distributed. The impulse at the receiver is described by [25]

h(τ, t) =

Np−1∑
p=0

ape
j(2πfD,pt+φp)δ(τ − τp) (2.15)
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where Np is the number of distinct propagation paths, p = 0, 1, . . . , Np − 1, ap is the

amplitude of path p, fD,p is the Doppler shift experienced by path p, ϕp is the phase offset

of path p and τp is the time delay. δ is defined by

δ(τ − τp) =


1, if τ = τp

0, otherwise
(2.16)

In the wireless environment it can easily be assumed that the receiver and transmitted

will move with respect to one another and therefore experience a Doppler shift. The Doppler

effect is discussed in more detail in Sub-Section 2.3.3

Consider a large amount of paths p arriving at the receiver. Cho et al. [5] described this

process as being Gaussian with a zero mean and variance σ2. The simplifying assumption is

made that this is a Non-line of sight NLOS environment and therefore the average power of

each path is equal. The amplitude of the process is [5]

fX(x) =
x

σ2
e−x2/σ2 (2.17)

In the case of a LOS environment, the LOS path will have a factor KR power when

compared to other paths. The process at the receiver is then described by the Rician distri-

bution [5, 23, 25].

2.3.2 Multipath delay spread

From the multipath equation (2.15), a time delay τp is present. This is due to the simple fact

that each path p has a different length. The LOS path is an unobstructed path between the

transmitter and receiver. It will be a straight line and it is the shortest possible path. Let

the time a signal takes to propagate be τ1, for the first signal (p1) to arrive at the receiver.

If the next signal arrives at τ2, the time difference is τ∆ = τ2 − τ1. If τ∆ is large, the symbol

will interfere with either the next or previously transmitted symbol, causing ISI [23].
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2.3.3 Doppler shift

The Doppler shift is a change in the observed frequency of a source when the source moves

relative to the receiver. A typical example of the Doppler effect is the change in the observed

pitch in an Ambulance’s sirens when it rushes past a stationary bystander on the sidewalk.

A change in frequency occurs when two objects move relative to each other. This is true

for electromagnetic waves such as light. For example, the redshift in light from stars allowed

scientists to study the expansion of the universe. When the transmitter or receiver moves

relative to each other, a Doppler shift will also be present [5, 23]:

fD, p = −v
fc
c
cosφ (2.18)

where v = vr − vt, the velocity of the transmitter relative to the receiver. φ indicates the

direction of movement relative to the receiver. The Doppler shift results in orthogonality

between subcarriers to vanish, resulting in ICI.

2.4 Performance metrics

For the purpose of this investigation the concern is with the system’s performance in terms

of the quality and integrity of the transmission. Metrics such as the throughput is less

important, at least in the context of this paper. Hence the bit error rate will be used in

order to assess the performance of the design.

2.4.1 Bit error rate

A simple way to compare the performance of any communications system is the bit error rate

(BER), which is the ratio of errors to the total number of bits. It is a common metric used to

measure the performance of any communication channel. It may be used with any application

and communications channel. The BER can therefore be used to compare the performance

of any given communication systems with each other, even if they are significantly different.
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BER is given by

BER =
number of errors

total number of bits
(2.19)

BER makes the comparison of different systems trivial. Programmatically the BER can

be calculated efficiently by making use of the exclusive-or xor and counting the number of

non-zero matrix elements nnz [26, 27].

Listing 2.1: Code for calculating BER
1 % FILE : calcBER .m

2 % AUTH: Martin T r o l l i p

3 % DATE: 2016/06/01

4 % DESC: E f f e c i e n t l y c a l c u l a t e the BER f o r the g iven input and output

5 f unc t i on [BER, num_err ] = calcBER ( se r i a l_ input , s e r i a l_output )

6 [ r_in , c_in ] = s i z e ( s e r i a l _ i n p u t ) ;

7 [ r_out , c_out ] = s i z e ( s e r i a l_output ) ;

8 d i f f e r e n c e = xor ( s e r i a l_ input , s e r i a l_output ) ;

9 num_err = nnz ( d i f f e r e n c e ) ;

10 BER = num_err / c_in ;

11 end

2.5 Spectral sensing in cognitive radio

Cognitive radio (CR) applications makes efficient use of the radio spectrum by employing a

method known as spectral sensing. It continuously sense which part of the spectrum is in

use and what data it contains. It is aware of the relevant parameters of the radio spectrum

including the power and data being transmitted. Unused spectrum can also be detected.

This allows for multiple users (primary and secondary) to make use of the spectrum. The

primary user will not utilise its allocated spectrum continuously. By sensing the spectrum,

secondary, unlicensed users can make use of the channel as well. The primary user can then

be granted opportunistic use of the channel when no other transmission is taking place on

the same frequency. These techniques is promising given the radio crowdeness and the ever
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increasing demand for faster and higher quality communication services [28, 29].

Cognitive radio is particularly useful in situations where the available bandwidth is lim-

ited and multiple users makes use of the system [30, 31]. The transmitted signal has prop-

erties which will be known, such as the modulation, guard intervals and frequency amongst

others [32]. The spectral sensing algorithm is key to the successful implementation of the

CR and detection time should be short [33]. Various methods may be applied in order to

sense the channel including energy detection, waveform-based sensing and matched filter-

ing [34,35]. Challenges with sensing includes uncertainty due to noise, fading and conflicting

CR systems operating in the same band [28]. Other studies also proposed channel sens-

ing with Multiple-Input and Multiple-Output Orthogonal Frequency Division Multiplexing

(MIMO-OFDM) by using the shrink and match algorithm [36].

Consider waveform-based sensing. Predetermined sequences of bits is commonly used

in order to provide synchronisation in digital communications. This happens in the time

domain. The correlation between the received bits and a known sequence of bits allows

waveform-based sensing to work. When a pattern of bits received correlates to the known

pattern, it means that the channel was sensed. The sensing error floor was defined by Tang

as the probability of a false detection or the probability of a loss detection (PDF or PLD) at

an optimal detection threshold. This threshold occurs where the PLD is equal to the PDF.

SEF = Q

(√
NB

√
SNR√

(α− 1)SNR + 1/2 +
√
1/2

)
(2.20)

with

α =
E
[
|x(n)|4

]
{
E
[
|x(n)|2

]}2 (2.21)

where x(n) is the signal and α is related to its randomness [37]. SEF may be approximated

as
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SEF ≈


Q

(√
NB

√
SNR
2

)
SNR �1

Q
(√

NB/
√
α− 1

)
SNR �1

(2.22)

This shows that a longer signal pattern length NB improves the performance of the

waveform-based algorithm [34, 37]. The observations of this section will be important later

on.

2.6 Welch’s method for power spectra estimation

P. D. Welch, a researcher at the IBM Thomas J. Watson Research Center, proposed a sim-

plified method for performing an estimation on power spectra at given frequencies by making

use of segmented periodograms [38, 39].

Consider the random process divided into equal segments with length L, X(j) where

j = 0 · · ·L− 1.

Segments are defined as follows

X1(j) = X(j) (2.23)

X2(j) = X(j +D) (2.24)

Xk(j) = X(j + (k − 1)D) (2.25)

where k is the number of segments and D is the distance between segments. It is important

to note that segments may be overlapping.

The method of estimation takes a window W (j) such that the process is

X1(j)W (j), X2(j)W (j) · · ·Xk(j)W (j) (2.26)
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For each of the windows, the DFT (or equivalently FFT) is performed to obtain [38]

Ak(n) =
1

L

L−1∑
j=0

Xk(j)W (j)e−2kijn/L (2.27)

From here periodograms Ik(fn) are obtained and the estimation of the spectra is the

average thereof [38]

P̂ (fn) =
1

K

K∑
k=1

Ik(fn) (2.28)

This estimation is an integral part of the investigations into how spectral null code affects

the spectrum for an OFDM system.

2.7 Narrowband interference

In this section narrowband interference is introduced. A large portion of this document will

focus on detecting and cancelling NBI. This type of noise is given special consideration due

to the degrading effect it has on OFDM in particular. NBI is a type of impulse interference

with a spectrum much smaller than the transmitted signal. It occurs when two different

systems is operating in the same frequency range [40].

OFDM will be covered extensively in Chapter 3. Assume that NBI has a small bandwidth

spanning at most a few subcarriers with a magnitude which can be an order of magnitude

greater than that of the transmitter. It degrades the system performance and the demod-

ulator becomes saturated. Cancellation of NBI is important in broadband systems such as

OFDM since the environment in which it is employed typically presents noise with character-

istics different from that as Additive White Gaussian Noise (AWGN). OFDM has delivered

good performance in the wireless and power line communications (PLC) environments but

the effect of narrowband or impulse noise present in these channels makes the usage of OFDM

impossible without implementing some narrowband cancellation techniques [41].
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2.7.1 Sources of narrowband interference

The wireless environment is volatile and numerous factors plays a role in the degree of

noise present in the channel. OFDM is a broadband broadcasting method making it more

susceptible to NBI than other methods. A broader band means more room for NBI to

interfere with. The interfering impulse or narrowband signal is called the interferer. It may be

caused by any radio transmission present in the same band as the OFDM subcarriers. These

range from microwaves through to Bluetooth and many other radio broadcasts [41,42]. In the

PLC network electrical devices connected to the grid and the alternating switching frequency

may also cause NBI. This may spill over into the wireless environment via electromagnetic

interference (EMI). Numerous other rogue radio transmissions may also be an interferer.

These include remote controls for vehicle alarm systems, two way radios and the unauthorised

usage of radio transmitters.

2.7.2 Characteristics and model

Noise determines the theoretical capacity of the channel and it translates to the number of

errors received in practice during transmission. Noise is random and unpredictable. There-

fore noise is usually described with a probability density function (PDF). Narrowband and

impulse signals are estimated to span the length of a single carrier and have an energy which

can be an order of magnitude greater than that of the modulator [43, 44].

Let us consider an interference in the channel. It may be modelled by making use of the

Poisson distribution Pk since a certain number of interferers will interact with the system

over the given bandwidth

Pk =
λke−λ

k!
(2.29)

where λ is the number of interferers η acting on the given spectrum of the system (For OFDM

this is B = ∆fNc) with ∆f the subcarrier spacing and Nc the number of subcarriers. Then

λ = η
∆fNc

and Pk is the probability of k interferences on the OFDM bandwidth [42, 45].
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Consider the general form for any transmission system as show in Figure 2.4. The received

symbol r(k) can be defined as [41]

r(k) = st(k)h(k) + n(k) + in(k) (2.30)

Figure 2.4: Communication channel with noise

where st is the transmitter output, h(k) is the channel response, n(k) is thermal noise

or AWGN in this example and in(k) represents the noise caused by the presence of NBI

and distributed according to (2.29). in(k) =
√
10Rnbi(k), assuming the NBI is uniformly

distributed [42]. Rnbi generates a random number. (2.30) in the discrete form is

Rk,n = Sk,nHk,n +Nk,n + Ik,n (2.31)

Where k = 0, 1 . . . , NC − 1 is the subcarrier and n = 0, 1 . . . ,∞ is the transmitted sym-

bol. NBI and additive white Gaussian noise (AWGN) will be added to the channel during

simulations [40]. In the simplest form the interference can be represented as a single sinusoid

in(k) = ae(j2πfτ+φ) (2.32)

The sinusoid is acceptable where the NBI is assumed to be a small portion of the total
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OFDM spectrum. If the NBI has a wider range of impact a different approach is required

and the narrowband interference will take the form of a summation of sinusoids [46]. For

the purpose of this investigation (2.32) is sufficient.

2.7.3 Effects of NBI in OFDM channels

Figure 2.5: The effect of NBI in an OFDM system showing the spectrum of NBI [47]. See
Figure 3.2 for the unaffected OFDM spectrum.

Suppose NBI is present in the channel where the OFDM signal is transmitted as il-

lustrated in Figure 2.5. It may be caused by a variety of factors such as radio frequency

interference emitted by devices such as microwaves or Bluetooth transponders [49]. In the

case of PLC the impulse noise is caused as a result of alternating current. NBI usually has a

power far greater than that of the transmitter and it affects only a few individual subcarriers.

NBI will cause the data carried on the affected subcarrier to become corrupted completely

since the power of NBI is far greater.
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Figure 2.6: The error floor [48] of ODFM in the presence of NBI.

2.8 Related work

2.8.1 Mitigation techniques

In this section mitigation for NBI is investigated and various techniques may be used to

estimate, cancel or suppress NBI such as cyclic prefix based methods [48], Linear Minimum

Mean-Square Error estimates (LMMSE) [43], predictive error filters [9], Hanning window

estimation [50] and selective notch filtering. Batra highlighted an important drawback with

most of the mitigation techniques which is a result of applying notch filtering on the affected

subcarriers. The data on those carriers can not be recovered and results in an irreducible

error floor as seen in Figure 2.6 [9].

The cyclic prefix based algorithm relies on the redundant data introduced when adding

guard intervals to the OFDM system. When estimating the NBI, the data bearing part of

the carrier was removed which did yield some promising results [48]. LMMSE measures the
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subcarriers at during states. This method has shown that spectral leakage caused by NBI

can be suppressed to have a resultant power which is below the thermal noise of the system

and therefore negligible [43]. Many mitigation methods are developed for specific implemen-

tations of OFDM in mind. Hanning window estimation relies on the symmetry available

in the prefix of IEEE 802.11a systems and this technique did prove to be theoretically and

practically effective [50].

Another method called frequency domain identification and cancellation was developed

in order to prepare the OFDM system for future applications [51]. This method estimates

the location of the NBI (or other impulse noise) by finding the maximum amplitude in

the transmission spectrum. The NBI is then cancelled by subtracting the estimated NBI

from the received signal. Combining this with a frequency domain suppression methods

further improved the systems performance [40]. In the frequency domain NBI can be reduced

after the Fast Fourier Transform (FFT) has been applied and the methods mainly involves

subtracting the estimated interferer from the transmitted signal. The FFT is an extremely

efficient algorithm of converting a signal to its representation in the frequency domain and

it is easy implemented on integrated circuits and electronics. Applying frequency domain

techniques and considering (2.31) gives a simple representation of the mitigation technique

[52]

R′
k,n = Rk,n − Îk,n (2.33)

where Îk,n is the estimation of the interferer.

2.8.2 Spectral shaping techniques

In 1966 Gorog described how redundancy may be introduced in order to create codebooks

with desired properties in their spectrum [53]. A certain type of spectral shaping code is

called a spectral null code which has spectral nulls at selected frequencies. That is, the PSD

at designed frequencies is zero. This is applied widely in the field of data storage, for ex-

ample in magnetic and optical storage media. A notable application is the inclusion of pilot

tones on magnetic storage devices and compact discs (CDs). A pilot tone will provide the
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hardware with feedback on which physical part of a storage medium is currently being read,

for example the current coordinates of a laser on a CD while it is rotating in the CD-ROM.

The data on the CD is shaped using spectral null codes, and the pilot tones will coincide with

the nulls in the stored data. This prevents pilot tones from corrupting the original data [8].

Gorog described the method for designing and constructing codebooks with codewords which

have favourable spectral properties. Specifically, the construction of codebooks which will

have spectral nulls at desired frequencies are called spectral null codes [53]. Spectral null

codes has been researched extensively since then [8, 44, 54].

Ouahada et al. [44] proposed loading OFDM subcarriers with spectral null codes in an

attempt to mitigate NBI. A PSD detector added to the receiver can detect missing nulls in

the spectrum. Nulls goes missing when the channel corrupted the transmission. The affected

carriers will then be substituted with a code from the spectral null codebook in an attempt

to correct the error [44]. This concept is explained further by simulating how spectral null

codes may be used in order to detect NBI present in the channel and how to cancel NBI.

2.8.3 Further investigations on spectral shaping and OFDM

The use of spectral shaping in the context of OFDM will be investigated further. Various

questions such as the validity of using spectral shaping techniques in combination with

OFDM, its impact on the OFDM system’s performance in terms of the PAPR and BER

performance and the effects that NBI has on this system, remains unanswered.

2.9 Overview

In this chapter the focus was on existing literature and fundamental theories which is rele-

vant to the investigations in the rest of this document. Information theory was introduced in

order to define the terminology used. The history of Information theory was briefly discussed

and entropy introduced. Coding schemes, channel capacity and various other properties of

the wireless channel including small and large scale fading, path and shadow loss, multipath
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fading and delay spread was also introduced in this chapter. The BER is defined and will

be used to assess the performance of the communication systems.

The spectral sensing in cognitive radio and power spectral density estimation using

Welch’s method was introduced. A brief look at related work in the NBI mitigation field

and spectral shaping techniques was also presented. The sources and characteristics of NBI

was investigated. The focus was on NBI in the OFDM system and how it might effect the

system’s performance. Finally, related work was mentioned and recommendations for im-

provement and areas requiring more research was made.

In the next chapter an optimised OFDM system is derived and the performance assessed.
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Chapter 3

Optimised OFDM System

3.1 Introduction

From observations of developments in society, it is clear that the demand for access to mobile

connectivity is on the increase. Modern day applications on mobile devices is dependant on

high speed, high bandwidth Internet connections. The increasing amount of devices with

access to the Internet motivates the development of more reliable and more efficient telecom-

munications systems [55]. Another problem is the availability of the usable radio spectrum

which is already over crowded. Orthogonal Frequency Division Multiplexing (OFDM) is

a popular modulation scheme which addresses both of the mentioned problems. It is in-

herently robust to noise present in a channel and the overlapping of orthogonal subcarriers

makes it spectral efficient. Previously frequency division multiplexing (FDM) implementa-

tions required carrier to be non-overlapping. The overlapping carriers in OFDM lead to a

spectral efficiency which can be up to twice as efficient when compared to other multicarrier

modulation schemes [23, 24, 56].

OFDM has multiple orthogonal and overlapping subcarriers. A single subcarrier in the

time domain may be expressed as a rectangular pulse with a duration Tu. In the frequency

domain a single subcarrier is expressed by the sinc2 function
(

sin(πf/∆f)
πf/∆f

)2
[12, 57] as illus-

trated in Figure 3.1. This observation is important when constructing the system using the

Fourier transform as discussed in Subsection 3.4.3.
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The definition of orthogonal subcarriers xk1 and xk2 is

∫ (m+1)Tu

mTu

xk1(t)x
∗
k2
(t)dt = 0 k1 6= k2 (3.1)

xk(t) is the modulated symbol on the kth subcarrier. k is the subcarrier count as defined

in Figure 3.3. The orthogonality of subcarriers allows the peak of one subcarrier to coincide

with a location where all the other subcarriers are zero, as seen in the spectrum in Figure

3.2 [57]. Should orthogonality be lost, inter carrier interference (ICI) will be the result and

a single carrier at the receiver can not be extracted as easily [41, 58, 59].

Figure 3.1: Constructing a single OFDM carrier [57]

A number Nc subcarriers can be modulated with any modulation scheme and the OFDM

symbols are transmitted in parallel. Figure 3.3 shows how symbols are transmitted in parallel

in the frequency domain [57]. This chapter introduces the theory behind OFDM and the

implementation of an OFDM system [12]. The results of the simulation is analysed and an

optimised set of parameters, yielding the best performance and simplest algorithm is derived.

3.2 Current implementations

OFDM dates back to the 1960’s where it was developed for military applications requiring

high data throughout rates. An upgrade to then Wireless LAN (WLAN) standard (IEEE
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Figure 3.2: Spectrum for OFDM transmission with NC subcarriers spaced at ∆f = 1/Tu

and bandwidth B = NC ·∆f

Figure 3.3: OFDM transmission of symbols m, across Nc subcarriers

802.11b) using OFDM (IEEE 802.11a and IEEE802.11g) showed improved throughput rates.

Since the initial use of OFDM in WLAN, developments such as Multiple-Input Multiple-

Output OFDM (MIMO-OFDM) further increased the performance of wireless standards

such as IEEE802.11n and IEEE802.11ac. Some other techniques such as Code Division Mul-

tiple Access (CDMA) was first introduced during the third generation of mobile networks

(3G) but it was surpassed quickly by its successors including the third generation partner-

ship project (3GPP LTE), 4G and LTE. Other usages includes asymmetric digital subscriber

lines (ADSL) and Digital Audio Broadcasting (DAB) (EN300401 2001a) and Digital Video
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Broadcasting (DVB - T, DVT - H) [17, 60]. The system parameters for each application

varies and factors such as the broadcast range and the quality of the channel is taken into

account. Further improvements on performance is made when error correctional codes are

applied, which is common practice in the mentioned applications [12].

Consider the latest in Wi-Fi technology, IEEE 802.11ac which makes use of Multiple User

MIMO (MU-MIMO) and up to 256-QAM [61]. Table 3.1 shows how OFDM has become more

popular in recent iterations of Wi-Fi evolution. Note how the implementations making use

of OFDM shows data rates greater than 100Mb/s This trend is not limited to the use of

Wi-Fi but to numerous other wireless and wired systems.

Table 3.1: Comparison of IEEE 802.11x Standards [61]

Feature \ IEEE Standard 802.11b 802.11bg/a 802.11n 802.11ac
Data rate (Mb/s) 11 54 100+ 500+
Frequency band (GHz) 2.4 2.4/5 2.4 and 5 5
Channel width (MHz) 20 20/20 20 and 40 (optional) 20,40,80,160 and 80+80
Antenna technology SISO SISO MIMO MU-MIMO
Transmitter method DSSS DSSS and OFDM OFDM OFDM
Number of streams 1 1 4 8
Beamforming-capable No No Yes Yes
Date ratified by IEEE 1999 2003 2009 2014

3.3 OFDM simulation parameters

Section 2.3 describes how the wireless channel may be modelled. The wireless channel in

conjunction with the properties of OFDM mentioned in this section, will define the imple-

mentation of the OFDM simulation. In order to aid discussion, the OFDM block diagram

is presented in Figure 3.4 [5, 12, 57, 62]

The OFDM simulation consists of three main components namely the transmitter, chan-

nel and receiver. The transmitter will take the input data, modulate it and perform the IFFT.

The IFFT will convert the signal’s frequency components to the time domain by making use
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Figure 3.4: OFDM simulation block diagram

of the inverse of the efficient FFT algorithm. The channel is represented by a model de-

scribing a wireless environment which was defined in Section 2.3 and it includes Rayleigh

fading, AWGN and NBI. The transmitter will perform the FFT and yield an output. The

basic design for the OFDM system remains the same for both wired and wireless applica-

tions. The receiver will demodulate the transmitted data and analyse the PSD. Performance

metrics such as the bit error rate (BER) is used to draw conclusions on the performance of

the system as a whole.

3.3.1 Input

A codebook with spectral null codes is constructed and codewords from it is selected as the

system’s input.
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3.3.2 Modulation

In digital communication systems, the binary input bits must be mapped to an electromag-

netic wave representations to allow it to be physically transmitted over the channel. This

process is called digital modulation or simply modulation. The electromagnetic wave re-

ferred to as the carrier, is typically a sinusoidal wave with an amplitude a, frequency f and

phase ϕ [12, 24, 63].

Single carrier modulation

Single Carrier Modulation (SCM) requires a single carrier to be modulated. In the simplest

implementations, one of the properties of the sinusoid is modulated based on the binary

data. These modulations are amplitude-, frequency- and phase shift keying (ASK, FSK and

PSK) [24]. In the case of ASK a varying amplitude will represent a 1 or 0 as seen in Figure

3.5. This concept may also be extended to make use of codewords to represent more than

one bit of data at a time. In Figure 3.5 on the right hand side it can be observed how a

change in phase represents different codewords. ASK and PSK symbols can be represented

on the phasor plane, clearly showing the amplitude and phase with a constant frequency.

This representation is called a constellation graph and it helps to easily identify different

codewords. Consider the constellation examples in Figure 3.5 for ASK and PSK [24]

Consider a constellation with 2 symbols (BPSK) (Figure 3.5) on the left hand side.

Binary-PSK is a flavour of phase shift keying with two states. Each symbol represents 0 or 1

respectively, namely 1 bit of data. When the constellation has 4 symbols, each may represent

2 bits of data, namely 00, 01, 10, 11. In general for a constellation with M symbols, the

number of bits b represented by each symbol is [12, 23]

b = log2(M) (3.2)

Constellations can also be constructed by adjusting both the amplitude and phase. This

is referred to as quadrature amplitude modulation (QAM). This technique of modulation

relies on two out of phase carriers whose amplitudes will be modulated. The development
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Figure 3.5: Binary Amplitude Shift Keying (Binary ASK) and 8 Phase Shift Keying (8-
PSK) constellations

of QAM was a natural advancement as more computational power became available for the

use in communications. An example of 32-QAM is shown in Figure 3.6. Note the use of

Grey coding and b = 5 according to (3.2).

The error rate can be minimised by making use of Grey codes. The constellations men-

tioned above, makes use of Grey coding where adjacent symbols will only differ by 1 bit at

most. It follows that a single symbol error will only result in 1 bit error, if it is assumed

that only adjacent symbols will interfere [12, 23, 25]. Proakis described how the choice of

M modulation symbols effects the upper bound probability of receiving a symbol error Pe

as [64]

Pe ≤ 1−

1− 2Q

√ 3

(M − 1)

Eb

N0




2

(3.3)

where M is the number of symbols, Eb/N0 is the ratio of bit energy to noise energy or

SNR per bit. And Q(·) is the Gaussian PDF as illustrated in Figure C.1 [65].

Q(x) =
1√
2π

∫ ∞

x

et
2/2dt (3.4)

This shows that the upper bound for the error probability increases as more constellation

M. Trollip October 2018 3.7



CHAPTER 3: OPTIMISED OFDM SYSTEM 3.4. CHANNEL MODEL

Figure 3.6: 32 Quadrature Amplitude Modulation (QAM)

symbols M are used.

3.4 Modelling interference and channel quality

A wireless environment will be used during the simulations since it is a more common use

of the technology. Section 2.3 described the characteristics of the wireless environment and

equation (2.15) is used as the transfer function. The Rayleigh distribution gives an adequate

model for the channel. In addition, AWGN and NBI (see Section 2.7) is also present in the

channel.

Various factors will play a role in the performance of the OFDM system. These includes

phenomena such as inter-symbol and inter-carrier interference, small and large scale fading,

multipath propagation, narrowband signal interference and Peak to Average Power Ratio

(PAPR).
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3.4.1 Multi carrier modulation

Each carrier in a multicarrier system has a selected frequency spaced a distance ∆f from

its adjacent subcarriers. Each carrier is modulated independently. A transmitter sums the

modulated signals and transmits it. Modulation techniques such as PSK, ASK or Quadrature

amplitude modulation (QAM) may be applied. QAM is often used in combination with

OFDM and it modulates both the carrier’s amplitude and phase, preserving the frequency.

In the case of OFDM, the transmitted signal in discrete form is given by [24, 57]

xn = x(nTs) =

NC−1∑
k=0

ake
(j2πnk/NC) (3.5)

where Ts is the sampling interval, n is the sample number n = 0, 1, . . . ,∞, ak is a complex

number in the QAM constellation and k is the subcarrier number, k = 0, 1, . . . , NC − 1.

An arbitrary modulation scheme may be used, but generally this choice depends on the

throughput and other performance requirements of the system [66].

3.4.2 Serial to parallel conversion

The serial to parallel (S/P) and its counter namely parallel to serial block (P/S) serves

an important role in the OFDM system. The serial data bits is mapped onto Nc parallel

subcarriers after which the IFFT can be performed. This is then transmitted serially through

the channel. To facilitate the FFT operation at the demodulator, a parallel representation

of bits is required and S/P is performed. Finally the FFT output can be converted back to

a serial representation (P/S) which will be the received data [5].

3.4.3 Inverse fast Fourier transform and fast Fourier transform

In order for the receiver to distinguish between the received baseband signals, the frequency

thereof needs to be analysed. The carriers arriving at the receiver are orthogonal, separated

by a frequency ∆f . Consider the trivial application of the Fourier transform on a rectangular

signal f(t) with a duration T = Tu
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f(t) =


A, if |t| ≤ T

0, if |t| > T

(3.6)

Taking the Fourier transform yields

F (ω) =

∫ ∞

−∞
f(t)e−jωtdt

=

∫ T

−T

Ae−jωtdt

=

[
− 1

jω
Ae−jωt

]T
−T

= −2A

ω

[
ejωT − e−jωT

2j

]

F (ω) = −2A

ω
sin(ωT ) (3.7)

The construction of OFDM subcarriers from a rectangular pulse in the time domain is

clear. This result is illustrated in Figure 3.1. Equation (3.5) bears a similarity to the inverse

discrete Fourier transform (IDFT) of size N . This suggests that the modulated OFDM sym-

bol ak can be obtained by taking the inverse fast Fourier transform (IFFT) of the input [5,57].

The IFFT is an efficient and fast way to calculate the IDFT and the implementation of the

IFFT (and its counter FFT) made the use of OFDM in practice feasible. The efficiency is

increased further by selecting N in the form of 2m with m = 1, 2, . . . . The IFFT eliminates

the complexity involved in conventional FDM modulators, where each carrier requires a sep-

arate modulator. Further, the signal at the receiver can be modelled as the discrete Fourier

transform (DFT), meaning that the subcarrier at the receiver can be extracted by taking the

fast Fourier transform [5]. The IFFT and FFT is a fast way to map or extract symbols. The

orthogonality of subcarriers ensures that the subcarriers at the receiver does not interfere.

In conclusion, the symbol transmitted is the result of applying the IFFT. Figure 3.7 illus-

trates how the IDFT greatly simplifies the modulation process and removes the requirement

for a modulator per subcarrier [67]
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Figure 3.7: IDFT used to reduce the complexity of the OFDM modulation process

3.4.4 Guard intervals

Time dispersion, or delay spread, is caused by multipath effects as described in section 2.3.

The delayed symbol overlaps with the boundaries of a preceding or succeeding symbols. This

effect is known as Inter Symbol Interference (ISI) and a loss of orthogonality follows as a

result. The effects thereof may be reduced by making the symbol duration T large relative to

the channel delay spread [62]. In order to ensure OFDM is robust against time dispersion, a

guard interval is used in order to increase the symbol duration [68]. Typically in practice the

cyclic prefix (CP) is used but other variations of a guard interval exists. They are described

in this section.

Cyclic prefix

The CP is applied to the output of the IFFT block. NCP bits are duplicated from the end

of the symbol with a length N , and placed at the start as in Figure 3.8 [12, 59]. The total

length of the symbol becomes N = N + NCP. The symbol duration is T = Tu + TCP The

demodulator utilises a fraction of the signal power equivalent to Tu/(Tu+TCP), resulting in a

reduction of power. The redundant CP bits introduced is removed at the receiver side. The

chosen length of the cyclic prefix depends largely on the system in question and the expected

duration of the time dispersion [57]. Adding a cyclic prefix reduces the usable power at the

demodulator. It can be equated to a loss in SNR defined by [59]
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(
S

N

)
loss, CP

= −10 log10

(
1− TCP

T

)
(3.8)

The choice of CP length now becomes a trade-off between a reduction in ISI vs. SNR.

The use of the CP is shown in Figure 3.8 [12]:

Figure 3.8: Cyclic prefix for a single carrier

Zero padding

Zero padding aims to improve the loss in power experienced in CP applications. A guard

interval of length NZP symbols is appended at the end of each symbol and no signal is

transmitted during this interval. This however leads to an noise enhancement [68].

Cyclic suffix

The cyclic suffix increases the symbol duration by TCS. This is achieved by duplicating NCS

bits from the start of a symbol and placing it at the end.

3.4.5 Subcarriers

Instead of using a single sinusoid as a carrier, OFDM utilises multiple orthogonal sinusoids

referred to as subcarriers. This is another degree of freedom in the OFDM system is the

number of subcarriers Nc and the subcarrier spacing ∆f . Choosing subcarrier spacing to be

as small as possible results in an increased Tu and increased SNR performance according to

(3.8). This however increases the sensitivity to frequency errors such as the Doppler spread.

As a result orthogonality between subcarriers is lost and ICI occurs, degrading the system
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performance [12, 57].

The choice of the number of subcarriers depends primarily on the available bandwidth in

the application and the required level of quality of the transmission. Recall that OFDM has

an increased spectral efficiency, making it an ideal candidate for modern day applications

where the available spectrum is limited. The total bandwidth B required is [57]

B = Nc ·∆f (3.9)

3.4.6 Inter symbol and inter carrier interference

Inter Symbol Interference (ISI) is caused by delayed symbols overlapping with the boundaries

of a preceding or succeeding symbols at the receiver. The effect of this may be mitigated by

making use of guard intervals during transmission. Inter carrier interference happens when

a subcarrier interferes with one or more of its neighbours. The effect of this is that a single

carrier at the receiver can not be extracted as easily and a decrease in system permanence

follows.

3.4.7 Multipath propagation and fading

The channel characteristics was defined in Section 2.3. Multipath propagation and fading

(large and small scale) disrupts the systems performance and special consideration needs to

be given to these to ensure that the simulation is accurate.

3.4.8 Narrowband signal interference

As mentioned in Section 2.7, NBI is a type of impulse interference with a spectrum much

smaller than the transmitted signal. It occurs when two different systems is operating in the

same frequency range. NBI is particularly disruptive on OFDM systems due to the close

spacing of subcarriers and spectral leakage.
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3.4.9 Peak to average power ratio

Peak to average power ratio gives a factor of the peaks of a signal in relation to the effective

power thereof. PAPR is a metric used to characterise the signal and it can be used to tune

the digital modulator to minimise clipping and power usage [69]. In order to determine

the PAPR the average signal power as well as the peak signal power is required. A high

PAPR requires more powerful demodulators and power to operate the circuit. PAPR and

the reduction thereof is discussed in Chapter 4.

3.5 Simulation results

Previously, the performance of OFDM in a wireless environment was investigated by making

use of a simulation implemented in MATLAB [12]. The simulation is constructed according

to the design in Figure 3.4 [12]. More specifically the parameters of interest included the

cyclic prefix length (NCP), the modulation scheme used (M -ary) and the number of subcar-

riers (NC). Figures 3.9, 3.11 and 3.13 shows the averaged results from the simulations. At

this point no action was taken to reduce PAPR.

The extent of these results are limited. Each of the system properties were evaluated

independently. For example the performance of the CP was investigated by changing the CP

length whilst keeping the other system parameters (modulation M and subcarrier count Nc)

constant. Further no attempt was made to reduce PAPR and no error correctional techniques

was applied. The performance of OFDM is investigated by finding the most optimal set of

parameters.

3.5.1 Impact of cyclic prefix length

Figures 3.9 and 3.10 show the BER and constellation results when varying the length of

the cyclic prefix used. 16−QAM was used on Nc = 1024. Observe that increasing the CP

length caused the performance to decrease. The use of a guard interval is required in order

to avoid ISI. The length of the CP needs to be chosen carefully since a longer CP leads to a
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Figure 3.9: Results for different cyclic prefix lengths (CP in %), with M = 16 and Nc =
1024

decrease in system performance. From Figure 3.10 it can be seen that a long CP will cause

the input data to become distorted which hinders the system’s performance. This decrease

in performance is described by an loss in SNR attributed to the CP added and its length as

in (3.8) [59]

(
S

N

)
loss, CP

= −10log10

(
1− TCP

T

)
(3.10)

By observing Figure 3.9 it can be seen that a CP length ≤ 25% is optimal. CP is useful

in order to reduce ISI and it makes the system more robust and flexible in the presence of

multipath propagation and other phenomena in the wireless channel. A typical choice for

CP length in modern applications such as Wi-Fi IEEE 802.11ac is 20%.

3.5.2 Impact of modulation scheme

Figures 3.11 and 3.12 show the BER and constellation results when varying the modulation

scheme used. The cyclic prefix remains constant at 25% and Nc = 1024. The general ob-
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Figure 3.10: Cyclic prefix length for CP = 10% and CP = 75% respectively

servation here is that a hight modulation order degrades the system performance. Equation

(3.3) describes how the choice of the modulation schemes affects the probability of obtaining

an error. Consider Example 3.1 showing how a larger M will cause the likelihood of obtain-

ing an error to be increased.

Example 3.1 [12] Consider an arbitrary input with Eb\N0 = 1, using (3.3) we have

For M = 2 :

Pe ≤ 1−

1− 2Q

√ 3

(2− 1)
(1)




2

⇒ 1−
[
1− 2Q (1.732)

]2
⇒ 1−

[
1− 2(0.044565)

]2
for M = 2 : Pe ≤ 0.1703

similary for M = 8 : Pe ≤ 0.7654
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Figure 3.11: Results for modulation schemes (M -QAM) with CP = 25% and Nc = 1024

3.5.3 Impact of chosen number of subcarriers

Figures 3.13 and 3.14 show the BER and constellation results when varying the number of

subcarriers which depends primarily on the available bandwidth described by (3.9).

It was observed that the amount of subcarriers does not have any significant impact on

the BER of the system. This is because it was assumed that there was no limitations in the

bandwidth B and therefore ∆f was kept constant for all simulations. The performance of

the system is more dependant on the spacing of the subcarriers than the number of carriers

chosen. If ∆f becomes small, or the carriers are spaced very closely together, then a decrease

in system performance will be observed since ICI will degrade the system performance. The

use of subcarriers makes the system more robust in the wireless environment and it makes

efficient use of the available spectrum.
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Figure 3.12: Constellation for M being BPSK and M = 32-QAM respectively

3.6 Overview

In this chapter an in-depth design of the OFDM system and its parameters was presented.

A brief look at the history of OFDM was presented along with modern day applications

making use of it. There are a few degrees of freedom when implementing an OFDM design

and it differs greatly from application to application.

The OFDM block diagram illustrated the steps involved in OFDM communications. This

included the QAM modulation schemes, IFFT, guard intervals and the effect of the channel

on the transmitted signal. An experimental setup was defined where the effects of the various

system parameters may be investigated. The parameters of interest were the modulation

scheme, cyclic prefix length and the number of subcarriers used.

The channel and physical effects within the OFDM system was introduced and elabo-

rated. The parameters of interest was thoroughly explained. Some of the most relevant

physical effects present in the channel was reiterated. The importance of NBI in the OFDM

environment in particular was suggested and the next chapters will discuss it in more detail.

The concept of peak to average power ratio (PAPR) was also introduced here.
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Figure 3.13: Results for varying subcarrier counts (Nc) with M = 16 and CP = 25%

Figure 3.14: Constellation for Nc = 64 and Nc = 2048 respectively
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The simulation results, conclusions and the analysis thereof was presented. In summary

an increase in cyclic prefix length resulted in a decrease in system performance. This does not

mean that the CP should be omitted completely, but careful consideration should be taken

into account when choosing the CP length. Further an increased modulation scheme tends

to decrease the system performance since it becomes difficult to make distinctions between

small variations in the amplitude or quadrature. The number of subcarriers had little impact

on the system performance. This was due to the fact that the bandwidth was assumed to

be unlimited and increasing the number of subcarriers resulted in a wider bandwidth but a

constant ∆f .

The next chapter deals with one of the major issues with OFDM called peak to average

power ratio. PAPR in OFDM systems is unusually high and it forced the use of high powered

demodulators, resulting in more expensive and inefficient circuits. The problem of PAPR is

addressed in order to make OFDM more viable and affordable for the consumer, especially

since modern devices has limited battery capacity.
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Chapter 4

Peak to Average Power Ratio

Characteristics in OFDM

4.1 Introduction

Peak to average power ratio gives a factor of the peaks of a signal in relation to the effective

power thereof. It gives an indication of how high the peaks in a signal is when compared to

its average value. In OFDM very high peaks is observed which is problematic. PAPR is a

metric used to characterise the signal and it can be used to tune the digital modulator to

minimise clipping [69]. Clipping occurs when the highest part of a peak is too high for the

demodulator to handle. This part of the signal is simply discarded and cause the system

performance to degrade. In order to determine the PAPR, the average signal power as well

as the peak signal power has to be know. Consider the time average message power (or

average power) of an arbitrary waveform,

Pm = lim
Tm→∞

1

Tm

∫ Tm/2

−Tm/2

|x(t)|2dt (4.1)

where x(t) is the waveform and Tm is the time interval over which the average is calcu-

lated. Define x(t)max as the maximum value of the waveform over the same time interval.

The PAPR is then defined as [70]

4.1
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PAPRm =
|x(t)max|2

Pm

(4.2)

Example 4.1 Let x(t) = sin(2πft). From Figure 4.1 we have x(t)max = 1 and Pm = 1
2

from equation (4.1). The PAPR is given by (4.2) hence PAPRm = 1
1/2

= 2. Converting this

to decibels gives PAPRm,dB = 10 log10 2 = 3.01dB.

4.2 Complementary cumulative distribution function

The PAPR has to be calculated statistically because of the unpredictable and random na-

ture of the signal x(t). When tuning the modulator the clipping that occurs needs to be

minimised since it will cause in band distortion and degrade the system performance. In

order to determine the power level to set the modulator to, the probability of obtaining a

signal power greater than some threshold (usually the average power) must be determined.

The Complementary Cumulative Distribution Function (CCDF) can be used for this pur-

pose [69, 71].

The CCDF is defined by

CCDF(ε) = Pr(ε < γ) (4.3)

The probability that the PAPR will exceed the threshold ε is defined by

Fε max(ε) = Pr(ε > γ) = 1− Pr(ε < γ) = 1− CCDF(ε) (4.4)

The CCDF makes it easier to understand how the power of the system is distributed. A

task which would normally be difficult. It gives a probability that the given input will have

a power greater than that of the average for the entire system.

Example 4.2 Consider the simple sine wave signal in Example 4.1. Firstly choose an

upper bound for γ, the PAPR exceeding the average. A reasonable assumption is to take

γ < 18dB. Calculate the instantaneous power P as well as the PAPR of each sample. En-

sure that all units are in decibels. Now evaluate each increment up to the upper bound and
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calculate the probability that it exceeds the average power. We find the mean or average

PAPR as ε = 0.500 and we have N = 1000 samples in total. Refer to Table 4.1. The table

can be read as follows; 50.2% of the input signal has a power equal to the average power of

the signal, 41.8% of the input has a power which is 1dB above the average and 30.2% of the

signal has a power which is 2dB above the average. Finally observe that none of the input

signal’s components has a power which is 4dB or more above the average signal power.

Table 4.1: CCDF calculation for sin(2πft)

γ to evaluate (dB) Number of samples where ε < γ CCDF(ε) = Pr(ε < γ)

0 502 0.502
1 418 0.418
2 302 0.302
3 30 0.030
4 0 0.000
5 0 0.000
6 0 0.000
7 0 0.000
8 0 0.000
9 0 0.000
10 0 0.000
11 0 0.000
12 0 0.000
13 0 0.000
14 0 0.000
15 0 0.000
16 0 0.000
17 0 0.000
18 0 0.000

Sample x(t) = sin(2πft) at N = 1000 samples and test for PAPR from 0dB − 18dB.

We find that 418 samples exceeds 1dB above the average PAPR, equivalently we write

CCDF(ε) = Pr(ε > γ) = Pr(ε > 1) = 0.418. Further 302 samples exceeds 2dB and so on. By

evaluating the probability up to 18dB, the CCDF can be constructed as in Figure 4.2. We

observe that Pr(ε > 3) will always be approximately 0. Setting the modulator to a power of

3dB will ensure that no clipping will occur.
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Figure 4.1: Peak to Average Power Ra-
tio example on sin wave [72]

Figure 4.2: Complementary Cumulative
Distribution Function for sin [69]

4.3 PAPR in OFDM systems

OFDM has a high PAPR which means that the circuit requires high powered amplifiers

(HPA) with a wide operational range. If the circuit design is inadequate clipping and dis-

tortion may occur. The large peaks might exceed the saturation region of the HPA, causing

distortion and clipping [73]. The draw back of using circuits with HPAs is the high power

consumption and drop in efficiency. Especially since OFDM is widely used on hand held

devices in wireless telecommunication environments. These devices requires optimal usage

in order to preserve it’s battery life. Having an huge HPA is undesirable because it will drain

the phones battery a lot quicker than a smaller amplifier. The production of these HPAs

is also expensive and can be a major contribution to the overall cost of implementing the

circuit [70, 74].

Figure 4.3 shows the CCDF for a OFDM system with random data using M = 32 and

Nc = 1024. We see that the event of PAPR exceeding ε is certain up to 4dB. Thereafter

after the probability of ε ≥ γ decreases. At around 16dB the probability of ε ≥ γ is almost

zero. The HPA can then be configured to provide a linear operational region up to 16dB

in order to minimise clipping. If the system caters for clipping which can occur, a smaller

operational region may be selected which will reduce cost and power consumption of the

circuit. In this system clipping will occur and needs to be handled appropriately in order
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to avoid a degraded system performance. Comparing Figures 4.2 and 4.3 clearly shows how

of OFDM has a significantly higher PAPR and requires higher powered amplifiers than that

which would be required for a simple system. The result is increased power consumption

and costs associated with the implementation of OFDM. In order to reduce these the PAPR

of the OFDM can be reduced as discussed in the next section. The code for construction the

PAPR for any given input signal is included in Appendix B in Listing B.7. No additional

interpolation or massaging on the CCDF plots was done. The accuracy of these relies on the

steps to evaluate the γ in which was set to 0.25dB yielding a fairly accurate representation

for the CCDF going forward.

Figure 4.3: CCDF for OFDM with M = 32 and Nc = 1024
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4.4 PAPR reduction techniques in OFDM systems

Numerous techniques has been developed in order to reduce the PAPR in OFDM systems

such as Piecewise Exponential Companding (PEC), Luby Trasform (LT) codes, Selective

Mapping (SLM), Partial Transmit Sequence (PTS), clipping and windowing [74–82].

4.4.1 Luby trasform codes

Luby transform (LT) codes, named after its inventor, is a type of fountain code. Fountain

codes is used in cases where the message is transmitted in packets and a certain number

of packets will convey the message in full. Each packet can either be transmitted without

any errors, or discarded completely [83]. LT codes may be constructed based on the Robust

Soliton Distribution (RSD) probability distribution for each information packet K. A parity

check matrix as in Figure 4.4 is used to define the code. Let i be the number of columns,

corresponding to the codeword length. Vi is a column in H. And let j is the number of rows

relating to the encoded symbols Cj. Let the variable nodes be V (i) = {j : Hij = 1} and the

check nodes C(j) = {i : Hij = 1} [84].

In order to construct the codes, initialise j = 1. For each element Vi generate a degree

d from the RSD and randomly choose d distinct neighbours. Each Cj’s value is the XOR of

its neighbours. Repeat these steps until j = L if L is defined, otherwise this process may be

repeated infinitely [76, 84].

LT codes can be designed with a PAPR threshold in mind. Each codeword can be encoded

to have a CCDF with a minimum value. The process remains similar to the above with only

a few adjustments in order to create codes with a lower PAPR. Firstly, the source is divided

into two groups, G1 = {ai1, ai2, · · · , aim} and G2 = {a1, a2, · · · , aK} − G1. The first group

will have a PAPR < γ. Now calculate d as before and if d = 1 choose a symbol from G1 and

repeat the process. Otherwise if d 6= 1 choose d distinct random neighbours with the values

being the XOR. Calculate the PAPR for each Cj and choose the one with smallest PAPR
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Figure 4.4: Parity check matrix and Tanner graph for constructing LT codes [76, 84, 85]

to be used. This method was proven to be effective in reducing the PAPR [76].

4.4.2 Selective mapping

Selective Mapping (SLM) does not cause distortion and the power requirements of the sys-

tem remains unchanged. In principle, U alternative transmit sequences will be created based

on the same data source. The sequence to transmit will be the one with the lowest PAPR. IF

the input data is multiplied by some phase, the PAPR properties will differ after the IFFT

was applied [73].

We have the input as X = {X1, X2, · · ·XU−1} and multiply it with P = {P (u)
1 , P

(u)
2 , · · · , P (u)

N }

with U = {0, 1, · · · , U − 1. After multiplying, the IFFT is applied. Each X(u) will have a

different PAPR. Compare all independent sets and choose the one with the lowest PAPR

value to transmit [73, 86].

Numerous PAPR reduction methods aimed at making SLM more effective has been

developed such hybrid SLM algorithms [77]. The SLM algorithms can easily be implemented

on hardware such as integrated circuits (ICs) and Field-Programmable Gate Arrays (FPGAs)
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[87].

4.4.3 Partial transmit sequence

A Partial Transmit Sequence (PTS) divides the input data into different blocks, each multi-

plied by a different rotation. The technique was developed the with the reduction of PAPR

and simplicity as a goal [88, 89]. This process is repeated until the optimal PAPR for each

was calculated. The symbol with the lowest PAPR will be transmitted [90]. One drawback

here is the complexity involved in implementing this system.

Figure 4.5 shows an simplified implementation of the PTS system [73,77,86]. The serial

input is divided into blocks X = {X1, X2, · · · , XV } in such a manner that the sum of all

blocks will give the original input. Rotation factors is introduced and this system becomes

similar to SLM with a restriction on the rotation vectors to be used (instead of P (u) in

SLM) [86, 88].

Figure 4.5: PAPR reduction using partial Transmit Sequence

Variations in the PTS technique does exist and it mainly revolves around the logic im-

plemented in the optimisation block. Hee derived a new set of rotation vectors designed to
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improve the performance of the system. The method is based on the optimisation method

called a Gradient Decent Search (GDS). A set of phase vectors is chosen to start with and

the GDS is applied in order to create an updated set of phase vectors within a certain radius

r. Each set results in the a reduced PAPR. This method is iterative and continues until a

set of vectors resulting in the largest reduction of PAPR is obtained. This can be repeated

until no more improvement in PAPR is observed [78].

4.4.4 Clipping and peak windowing

Clipping and filtering is often considered to be one of the most practical and easiest PAPR

reduction methods due to it’s simplicity. It does however introduce some distortions, both

in- and out-of band which can negatively affect the BER performance of the system and

some of the spectral efficiency of the orthogonal carriers are reduced [90]. Figure 4.6 shows a

simple setup for the clipping and filtering method [90,91]. This process is applied iteratively

until the desired thresholds is achieved.

Figure 4.6: PAPR reduction using clipping and filtering technique

Peak windowing is another method which gives improved results when compared to clip-

ping and filtering. Here a threshold level for the peak is set. This can typically be some

fraction of the maximum peak value or some other chosen constant. If a peak exceeds the

threshold the signal is multiplied with some windowing function. The improved performance

comes from the fact that no hard-clipping is applied resulting in less distortion of the signal

and an improved BER performance [90].

Clipping and peak windowing can be combined in order to keep the simplicity of the

implementation without the BER performance degrading [92]. Figure 4.7 shows a proposed

method achieving better performance than clipping on its own.
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Figure 4.7: PAPR reduction using clipping and filtering technique in combination with
Peak Windowing

4.4.5 Comparison of PAPR reduction techniques

Comparison studies of PAPR reduction techniques in OFDM found that peak insertion was

one of the best performing methods in terms of the CCDF and BER performance of the

system. However, the PAPR reduction technique relies on other factors such as the BER

performance, complexity and power limitations in a given system. Figure 4.8 shows the

results from a study on various PAPR techniques such as peak insertion and clipping [93].

The performance in terms of CCDF and BER is shown. The paper concluded that peak

insertion perform best in term of the CCDF. The chosen method will also have an effect on

the BER performance of the system and therefore choosing a PAPR reduction method is

not trivial [76, 86, 93].
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Figure 4.8: CCDF performance of various PAPR reduction techniques and BER perfor-
mance of various PAPR reduction techniques

4.5 Simulation

4.5.1 Setup

The diagram presented earlier (in Figure 3.4) is modified to include the clipping and filtering

method in order to produce results with acceptable PAPR levels. This OFDM system is

near optimal and will be used for further investigation purposes in this document. Figure

4.9 shows the updated OFDM system. A clipping factor κ is defined as the factor of the

average value of the input such that

κ = τ

 1

K

K∑
k=1

Ik(fn)

 (4.5)

where κ is the clipping factor (or threshold where the input will be clipped at), Ik(fn) is the

impulse at the receiver for the subcarrier with frequency fn as defined in (2.28) and τ is a

factor which may be chosen arbitrarily in this case. In general the design of the circuit and

power usage constraints needs to be taken into account in order to design a suitable clipping

threshold. The code in Appendix B, Listing B.2 shows how clipping was implemented for

the simulation.

M. Trollip October 2018 4.11



CHAPTER 4: PEAK TO AVERAGE POWER RATIO 4.5. SIMULATION

Figure 4.9: OFDM simulation block diagram with clipping and filtering applied as PAPR
reduction technique

4.5.2 Results

The results obtained from simulations for the case where the clipping factor τ is adjusted

and compared to a random input is shown in Figure 4.10. Figure 4.11 shows the same data

but the results for random input without clipping is omitted in order to compare the effect

of τ on the CCDF and BER without having to scale the axes and distorting the observations.

In Figure 4.10 from the CCDF on the left hand side (LHS) it is seen that any form of

clipping will yield a better system performance. A reduction of approximately 4dB is ob-

served when compared to the random input. This improved performance will result in more

efficient and cheaper circuitry. The BER shown on the right hand side (RHS) shows poor

performance for the clipped signal at τ = 1 when compared to the BER of random data.

The reason for this is because the system did not employ any error correctional techniques
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Figure 4.10: Comparison of PAPR and BER performance with random input vs clipped
input (τ = 0.5)

or attempt to recover lost data. The clipping threshold with τ = 1 is set at the average

power of the transmission. This resulted in data being clipped along with the peaks of the

impulse noise. The choice of τ is not trivial since it can have major performance implications

as evident in these simulations.

Figure 4.11: Comparison of PAPR and BER performance in terms of clipping threshold τ

Further investigations led to the usage of τ which is much greater than 1. Figure 4.11

on the RHS shows the performance of the system when using a wide range for the clipping

factors. Note how at τ = 0.5 to τ = 2.5 the system did not yield much of a performance

improvement in terms of BER. It did however give good CCDF performance. This is be-
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cause a maximum amount of clipping was applied, voiding some of the useful data in the

transmission. With τ = 3.5 an acceptable PAPR performance is obtained, which is still well

below that of an unclipped system and also an excellent BER performance. This shows that

the highest peaks of the system is most probably above the value of τ P̂ (fn) where is τ = 3.5

and anything above and beyond the threshold is surely due to impulse noise. Everything

below the threshold probably contains useful information. The clipping threshold should

ideally lie between the average value and peak value of the system in such a way as to allow

the important data of the system to be preserved.

Figure 4.12 represents the findings in an alternative fashion by making use of the con-

stellation plots of the clipped signals. An increase in τ gives more accurate results during

demodulation, leading to an improved BER performance of the system. From the CCDF

it can be concluded that an acceptable value for τ is around 3.5 since it gives a good BER

performance and an acceptable PAPR.

4.6 Overview

In this chapter the problem with OFDM name PAPR was introduced. It gives a factor of

the peaks of a signal in relation to the effective power thereof. PAPR is a metric used to

characterise the signal and it can be used to tune the digital modulator to minimise clipping.

A high PAPR results in more expensive circuits and leads to more energy consumption which

is a major concern with modern mobile devices with limited battery life.

The CCDF was defined in terms of fundamental concepts and sinusoids. It was applied

in the context of OFDM systems and it was immediately clear that it was a problem.

Numerous methods exists to reduce the PAPR in OFDM systems. This topic is still

researched actively today as OFDM is becoming more popular in wireless and PLC systems.

Some of the PAPR reduction techniques was investigated including Luby Transform codes,

SLM, PTS, Clipping and Windowing. These were compared in terms of the performance,
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BER and complexity of implementation.

For the purpose of this research, clipping was chosen as the preferred method of PAPR

reduction. This method is effective, efficient and relatively simple to implement. The simula-

tion was constructed by modifying the OFDM block diagram from Chapter 3 to include the

clipping and windowing phase. Results showed that a carefully designed clipping threshold

can guarantee an acceptable PAPR and BER performance.

The next chapter will introduce the concept of Spectral Shaping and a specific method

called spectral null codes.
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Figure 4.12: Comparison of constellation for τ = 1.0, τ = 2.0, τ = 3.0 and τ = 4.0
respectively
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Chapter 5

Spectral Shaping Techniques and

Spectral Null Codes

5.1 Introduction to spectral shaping

Coding is used in order to improve the reliability and the efficiency of the system in question.

Immink [94] originally described how to use codes in digital recording systems such as CD

and DVD. Channel coding makes reliable transmission possible in an effective manner, given

the limited capacity of the channel. Reliability is defined as the probability of receiving in-

correct data or a bit error [94]. Reed-Solomon codes is a type of block error correcting code

that relies on redundant bits in order to recover from errors which may have occurred during

transmission. The Reed-Solomon codes are also used with CD and DVD applications. It can

be used to successfully recover from burst errors such as a fingerprint present on the surface

on the medium [95]. Markov models is used in order to model burst errors introduced in

the channel [96]. These errors span a small portion of the total spectrum for example the

fingerprint on the CD or impulse noise interfering on the OFDM transmission.

Previously error correctional codes (ECC) has been used in conjunction with OFDM in

order to reduce the effects of ICI which occurs when orthogonality between subcarriers is

lost, resulting in a higher BER [97]. The study of coding techniques spans a broad range of

topics and methodology. For this chapter the particular code of interest is known as spectral
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null codes. By adding redundancy, the power spectral density (PSD) of the signal may be

designed to meet certain criteria.

Gorog [53] proved the existence of redundant codes with certain properties in their spec-

trum. This differs from the traditional method where redundancy in codes was introduced

for the purpose of error correctional purposes. Some error correctional codes provides re-

dundancy in order to recover from bit errors as a result of noise in the channel, whereas

spectral shaping codes makes use of redundancy in order to obtain desirable properties in

the spectrum of the signal.

The system design during this chapter will be based on the spectral properties of the

codeswords. Historically spectral shaping codes had numerous applications in industry. An

example of a spectral null code is the pilot frequencies on magnetic and optical storage

systems [8, 53].

5.2 Spectral null codes

Spectral null codes are of interest to use because these are designed to have a zero power

spectral density (PSD) at selected frequencies. The technique of creating spectral nulls at

desired frequencies of the spectrum is called spectral shaping [8]. This chapter briefly de-

scribes the methodology for designing spectral null codes and constructing a codebook with

a known power spectral density.

Spectral null codes are used widely in information theory and the storage of data. A

classic example of its usage is to allow pilot tones to be included on magnetic disks. These

tones guide the disk reader head as to where it is currently reading data from. It is a kind

of coordinate system. This is commonly done by adding auxiliary or pilot tones. Data and

pilot tones can occupy the same space by creating spectral nulls in the data to coincide

with the location of the pilot tones [8, 53]. Spectral null codes may be used to prevent the

data stored on the disk and the pilot tones from interfering. The data stored is encoded
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that the PSD thereof is zero at the pilot tone frequencies [8]. Spectral null codes with nulls

at low-frequencies have special applications as well. These codes are called dc-free codes [94].

Spectral null codes is a type DC-free code which is applicable in many data storage sys-

tems such as magnetic tapes and optical mediums. In the case of data storage, a positive

charge can represent a one and a negative charge can represent a zero bit. DC-free codes are

codes where the number of positive symbols is the same as the number of negative symbols

or where the difference between the number positive and negative symbols is bounded by a

finite number. In data storage applications a code where the number of positive and negative

symbols are the same is desired and these types of codes are referred to as zero-disparity

codes [98, 99].

It becomes important to have a code with minimal or no DC components. This is re-

quired in order to preserve the symbol shape when passing it through a high pass filter.

Low frequency noise, such as a fingerprint on a CD, may be removed by passing the signal

through a high pass filter [44]. Error correctional codes may be used in order to mitigate the

effects of narrowband interference present in the channel. Many applications of data storage

require DC-free codes in order to reduce DC-wander.

Knowing the spectral properties of a codebook allows the communications system to be

designed according to the spectral properties, which allows for some interesting usages such

as the use of auxiliary signals as described earlier. The PSD may also be used to make

conclusions on the transfer function of the channel and other estimations. For the purpose

of this document the effect of NBI on the PSD is investigated and this research may easily

be extended to various other studies on the PSD and channel estimations.

5.2.1 Construction of spectral null codes

Consider a set S, referred to as a codebook of codewords. The vector y is an element within

S. Let y = (y1, y2, . . . , yn) with yi ∈ {−1,+1}. A codebook of codewords with spectral

nulls at desired frequencies may be constructed. Having spectral nulls, is the equivalent to
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equating the power spectral density function to zero. Let H(ω) be the power spectral density

function defined as [44, 53]

H(ω) =
1

CsM

M−1∑
i=0

|Y i(ω)|2 (5.1)

where Cs is the cardinality of the codebook and M the length of the codeword. Y is the

Fourier transform of the codeword defined by,

Y =
M∑
i=1

yie
−jiω, −π ≤ ω ≤ π (5.2)

Let S have a spectral null at f = ω
2π

= 1
N

, thus ω = 2π
N

. From (5.1), observe that

H(ω) = 0 when |Y(ω)| = 0. Substituting for ω, it can then be noted that Y
(

2π
N

)
= 0 is a

sufficient condition for the sequence to have a spectral null at a specific frequency.

From (5.2) it can be obtained that [44, 53]

M∑
i=1

yie
−j2πi/N = 0 (5.3)

Let M = Nz, where N is an integer representing the number of spectral null groupings.

The amplitude of the vector i is denoted by

Ai =
z−1∑
r=0

yi+rN , i = 1, 2, ..., N (5.4)

Ai can take the value of

Ai ∈ {±M/N ∓ α} (5.5)

where α ∈ {0, 2, . . .M/N} if M/N is even, or α ∈ {0, 2, . . . (M/N − 1)} if M/N is odd.

A spectral null code may be constructed by balancing the N vectors. N may be chosen

as prime or non-prime. In order to construct a dc-free code, zero-disparity codewords can

be selected. That is codes with an equal number of 1’s and 0’s [94].
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The construction of spectral null codes is explained by means of examples in the next

sections, depending on N .

If N is prime

If N is prime and considering (5.4), the following condition with respect to the amplitude A

of the vectors must hold [53]:

A1 = A2 = · · · = AN (5.6)

Equivalently, by substituting (5.4) and (5.6) results in:

y1 + · · ·+ y1+(M−N) = y2 + · · ·+ y2+(M−N) = yN + · · ·+ yM (5.7)

Now (5.4) can be rewritten as

Ai =
∑
m

ym, i = 1, 2, . . . , N (5.8)

with

m ∈ {i, i+N, i+ 2N, . . . , i+ (M/N − 1)N}, 1 ≤ i ≤ N (5.9)

The cardinality of the codebook is described by [53]

|Cb(M,N)| =
M/N∑
i=0

(
M/N

i

)N

(5.10)

where
(
M/N

i

)
= (M/N)!

i!(M/N−i)!
. Cb(M,N) represents the entire codebook of codewords with

know PSD properties. The cardinality is equal to the number of codewords in the codebook

with spectral nulls at f = 1
N

. The location of spectral nulls can be defined based on the

value of N as

f =
1, 2, . . . , (N − 1)

N
, where N is prime (5.11)
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The following example demonstrates how a codebook of spectral null codes may be con-

structed if N is prime:

Example 5.1 Let M = 4 and N = 2. Therefore z = M/N = 2. The codewords will have

a spectral null at f = 1
2

of the normalised frequency according to (5.11).

Recall that i = 1, 2, . . . , N . From (5.4) and (5.8) we have

A1 =
1∑

r=0

y1+rN = y1 + y3 (5.12)

A2 =
1∑

r=0

y2+rN = y2 + y4 (5.13)

Property (5.6) must hold since N is prime, so

A1 = A2 (5.14)
y1 + y3 = y2 + y4 (5.15)

And yi ∈ {−1, 1}, for simplification, replace −1 with 0.

Table 5.1: Codewords with M = 4

Entry y1 y2 y3 y4 A1 = y1 + y3 A2 = y2 + y4
1 0 0 0 0 -2 -2
2 0 0 0 1 -2 0
3 0 0 1 0 0 -2
4 0 0 1 1 0 0
5 0 1 0 0 -2 0
6 0 1 0 1 -2 2
7 0 1 1 0 0 0
8 0 1 1 1 0 2
9 1 0 0 0 0 -2
10 1 0 0 1 0 0
11 1 0 1 0 2 -2
12 1 0 1 1 2 0
13 1 1 0 0 0 0
14 1 1 0 1 0 2
15 1 1 1 0 2 0
16 1 1 1 1 2 2

From Table 5.1 the codebook Cb(4, 2) can be constructed by selecting entries which sat-
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isfies (5.6). They are the entries where A1 = A2, hence entries 1, 4, 7, 10, 13, 16 in Table 5.1
as indicated by the shaded area.

The codebook of codewords obtained is

Cb(4, 2) =



0 0 0 0
0 0 1 1
0 1 1 0
1 0 0 1
1 1 0 0
1 1 1 1


(5.16)

Using (5.10) it is confirmed that the cardinality of the codebook is in fact 6 as ex-
pected. Furthermore, note how (5.5) describes the possible values for Ai obtained in table
5.1. Clearly Ai ∈ {−2, 0, 2}. This is not a dc-free code since the codebook did not exclude
non-zero-disparity codewords such as {0, 0, 0, 0} and {1, 1, 1, 1}. Figure 5.1 shows the PSD
for this example. Note that this is not a dc-free code because the low frequency power is not
zero. Further equation (5.11) confirms the observation that a spectral null occurs as f = 1

2

A MATLAB application was developed in order to construct a codebook for any given
inputs. Figure 5.1 shows the PSD for the codebook in (5.16). The PSD is estimated by
making use of the pwelsh function in MATLAB [100]. Welsh’s method of PSD estimation
is described in Chapter 2.6 and Appendix B, Listings B.3 through B.6 shows the code used
for this implementation.

Figure 5.1: Power spectral density for the codebook Cb(4, 2) with M = 4 and N = 2
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If N is not prime

If N is not prime, the following must hold to allow for spectral nulls to occur [53]:

Au = Au+vc

u = 1, 2, . . . , c,

v = 1, 2, . . . , d− 1,

(5.17)

where c and d is found by taking all possible factors of N where N = cd and c 6= 1

and d 6= 1. The codebook of spectral null codes may be found by taking the union of the

solutions to (5.17).

Equations (5.4) and (5.5) are verified in the case where N is not prime.

Consider the following example:

Example 5.2 Let M = 12, N = 6 and therefore z = 2. From (5.4) we have:

A1 = y1 + y7

A2 = y2 + y8

A3 = y3 + y9

A4 = y4 + y10

A5 = y5 + y11

A6 = y6 + y12

To satisfy (5.17), N is factorised to obtain

1 × 6

2 × 3

3 × 2

6 × 1

Since c 6= 1 and d 6= 1 we have N = 2× 3 and N = 3× 2.
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For N = 2× 3, c = 2 and d = 3:{
u = 1, 2

v = 1, 2
⇒

{
Au = Au+vc

Au = Au+vc

}
thus

{
A1 = A3

A2 = A4

}
and

{
A1 = A5

A2 = A6

}
(5.18)

For N = 3× 2, c = 3 and d = 2:

{
u = 1, 2, 3

v = 1
⇒


A1 = A4

A2 = A5

A3 = A6

 (5.19)

The codebook is constructed by finding the codewords which satisfies the union of the
above solutions,

{
A1 = A3

A2 = A4

}
∪

{
A1 = A5

A2 = A6

}
∪


A1 = A4

A2 = A5

A3 = A6

 (5.20)

Using (5.4), the above may be rewritten as

{
y1 + y7 = y3 + y9

y2 + y8 = y4 + y10

}
∪

{
y1 + y7 = y5 + y11

y2 + y8 = y6 + y12

}
∪


y1 + y7 = y4 + y10

y2 + y8 = y5 + y11

y3 + y9 = y6 + y12

 (5.21)

There is two elements in each grouping and by (5.5) Ai ∈ {−2, 0, 2}. Constructing the

codebook from here is trivial as it found by simply searching for entries satisfying the above.

Equation (5.11) does not hold in the case where N is prime. This is observed from the

plot of the PSD. Certain nulls disappeared due to the union. This observation is noted here

but the study of the disappearing nulls due to the union can be a study on its own.
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Figure 5.2: Power spectral density for the codebook Cb(12, 6) with M = 12 and N = 6,
with non-zero-disparity codewords

If the search is narrowed further to include only zero-disparity codewords, the PSD is

as shown in Figure 5.3, which is clearly a dc-free code characterised by the zero PSD at

low frequencies. Observe that the spectral nulls does not have a PSD of exactly 0, but a

significant drop in the power is observed at the designed frequencies. This is due to the total

power of the transmission across the spectrum which must remain constant before and after

applying the spectral shaping.

Figure 5.3: Power spectral density for the codebook Cb(12, 6) with M = 12 and N = 6,
with zero-disparity codewords

5.2.2 Using MATLAB to generate a codebook

The code for generating a codebook is included in Appendix B, Listings B.3 through B.6.

A matrix is constructed defining the relationships which must hold according to (5.4). Each

row of this matrix contains the indices of the amplitudes which should be equal. Next all

binary combinations of codes with length M is created. This step was problematic during
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experimentations since it took some computational power in order to calculate and store the

results of de2bi. The system’s available resources restricted the length of the spectral null

codes to be 16. A check was built into the code in order to prevent the user from choosing

codes larger than the system can handle. The alternative is a system crash and decreased

performance.

The code will check if N is prime or non-prime in order to choose the next steps. If N

is prime, the list of all codewords is iterated and those satisfying (5.8) is selected. If N is

non-prime, u and v is calculated and all codes satisfying (5.17) is selected.

Finally choose zero-disparity codewords. The remaining codes in the matrix is the code-

book Cb(M,N) with the spectral properties as originally specified. These codes may be used

in any transmission system as the input. The input data will be codded with these spectral

shaped codes before transmission.

This method for generating codebooks with spectral null codes having the specified prop-

erties will be used throughout the rest of this document in order to generate the input of

the simulations.

5.3 Overview

In this chapter the concept of spectral shaping was introduced and investigated. The use of

these methods in industries such as data storage and audio recording was emphasised. The

specific code of interest in this case is the spectral null code since it is already used widely in

practice and implementations thereof is well documented. The spectral null code will have

nulls at the desired frequencies allow the engineer to make use of auxiliary signals in the

same spectrum as the primary signal. This can have interesting applications.

The construction of spectral null codes was explained from first principles. The design

is based on the desired length of the codeword as well as the number of spectral null group-
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ings. Depending on the chosen number of groupings (being prime or non-prime) a set of

equations describing the properties of the codeword is derived. From there the construction

of a codebook becomes trivial since a simple lookup can be used to find the codes satisfying

the relevant equations. This method was demonstrated practically by means of example. A

brief description of the MATLAB code used in order to create any codebook was presented

in which some of the limitations of the code was raised such as the limited codeword length

due to a limited amount of system resources and computing power.

The next chapter will attempt to combine spectral null codes with an OFDM transmis-

sion. The PSD will be investigated with the focus on NBI and how it affects the PSD of the

spectral shaped system.
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Chapter 6

Combined Spectral Null Codes and

OFDM

6.1 Introduction

Previously OFDM (Chapter 3), the problem with PAPR (Chapter 4) and spectral shaping

techniques (Chapter 5) was introduced. The optimised implementation of an OFDM sys-

tem was derived with assistance from a simulation. The effects of NBI was investigated

and incorporated into the simulation. Finally the use and construction of spectral shaping

techniques was presented. This chapter introduces a new method which can be used detect

narrowband signals in an OFDM system by making use of spectral null codes. In short,

OFDM carriers will be loaded with spectral null codes, giving the system known spectral

properties. Investigations into how the presence of narrowband signals can be detected is

conducted. Finally the aim is to further improve the system performance by selectively

switching carriers affected by NBI off.

The PSD of an OFDM system where all subcarriers are loaded with codewords having

spectral nulls at a selected frequency fn is investigated. For the purpose of this investigation

the standard OFDM system is modified slightly to accommodate the usage of spectral shaped

data. The key differences is the usage of a codebook in order to select symbols to be mapped

onto the parallel subcarriers. Source code is modified to index spectral null coded words
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which can be mapped directly onto the available subcarriers.

6.2 Detecting nulls within the OFDM spectrum

The PSD is used to visually show the energy per frequency. Studies has shown that the

modulation scheme chosen effects the performance of the system, where a higher order of

modulation typically has more power at the same frequency [101].

Spectral analysis is the investigation and close examination of the signal in the frequency

domain [102]. Section 2.6 introduced the method named after P.D. Welch which is commonly

used in order to estimate the PSD of a signal. His method relies on the Fourier transform

which gives describes the frequency components of the signal. The Fourier transform can be

computed efficiently by making use of the FFT. Dedicated ICs used on modern computers

can easily perform this function. Spectral analysis can be applied to any given signal. In this

section a brief introduction to some of the methods used in order to evaluate the spectrum

is given.

6.2.1 Long-term average spectrum

The Long-term average spectrum (LTAS) is applied when the average spectrum of any given

signal is of interest. It allows for white noise to be cancelled and the emphasised peaks and

patterns of the system can be analysed [102].

LTAS =
1

J

L−1∑
l=0

Xd
l (6.1)

Where L is defined in Section 2.6 as the number of segments (or frames), l = 0 · · ·L− 1,

the index and Xd
l is the lth segment which has a magnitude and phase. The application

of LTAS results in a loss of some of the information contained in the signal [102]. For the

purpose of this chapter, this loss is not a concern since the investigation is about detecting

spectral nulls and not some average component such as white noise. This method has a

similarity to Welsh’s technique. LTAS is often used in the analysis of audio signals in order
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to identify the fundamental frequency and harmonics [102].

6.2.2 Visualising the spectrum

The spectrum estimate using any of the methods discussed previously may be represented on

a linear scale or a logarithmic magnitude scale. The log scale makes it easy to notice small

variations and fluctuations in the signal whilst the linear scale is effective at visualising the

prominent peaks and harmonics. Figure 6.1 shows the visual difference between the selection

of the scale for a signal with predominantly low frequency components [102]. Note that both

graphs shows the same data, just on a different scale. For this application the linear scale is

sufficient.

Figure 6.1: Log vs. Linear magnitude plot for a sound signal with low frequency compo-
nents (bass guitar)

6.2.3 Detecting and computing peaks and valleys

When observing Figure 6.1, it is obvious that this signal is composed of a low frequency

peak and an outline of the spectrum is easily drawn visually based on the magnitude of the
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frequency components. This is called the spectral envelope [102]. Achieving the same by

making use of computation is a bit more difficult. A peak or a valley is defined as the point

where the slope of the spectrum changes from positive to negative or vice versa. Detecting

a peak or a valley is the same operation applied to an inverse of the data set. For large data

sets, simply marking all the points where the gradient changed from positive to negative

might not necessarily give useful results. Consider Figure 6.2 where peaks and valleys was

identified simply by detecting a change in the gradient of the graph. Even a slight change

in the gradient caused the algorithm to detect a peak. A more reasonable definition of the

spectrum envelope may be defined by applying some threshold limiting the number of peaks

included in the final definition. This can be to only include peaks with a magnitude being

75% or some fraction of the highest peak. Or only using the x highest peaks. Or looking

at the distance magnitude between two subsequent peaks. Various filtering techniques may

also be used to achieve this [102]. For this application a threshold is applied to the peaks.

Figure 6.2: Peaks and valleys identified simply by detecting a change in the gradient of
the graph
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6.3 Loading OFDM carriers with Spectral Null Codes

Refer to Section 2.5 on Cognitive Radio and methods used to sense the spectrum in use.

One such method was introduced and is known as waveform based sensing. This method

relies on the fact that a predetermined sequence of bits will be transmitted at some point

and the shape of the wave will be known and it may be used to detect the spectrum. This

may be used to achieve synchronisation by correlating the received sequence with the prede-

termined sequence [34]. Equations (2.20) and (2.22) describe the sensing error floor (SEF)

which describes the rate of true detection (not a false positive) related to the number of

bits NB used. It follows that a longer sequence will lead to an improved performance of the

waveform based detection algorithm [34, 37]. For this section spectral null codes is used as

the predetermined and known sequence. At the receiver, rather than correlating a sequence

of bits, the spectrum will be analysed. Synchronisation will be achieved when a known se-

quence is detected. The properties of the transmitted signal such as the modulation was

used in order to build a simple detector [32].

Previously, NBI was cancelled by making use of filters at the demodulator. Refer to

Section 2.8.1 on mitigation techniques. Note that NBI effects only a few subcarriers due to

its nature as mentioned in previous chapters. The most important conclusion made on NBI

was that the energy introduced by impulse noise, greatly exceeds that of the signal [41, 54]

and the usage of guard intervals does not mitigate NBI altogether and some more complex

methods such as interference cancellation or Nyquist windowing is required. NBI causes a

saturation of the demodulator at the specific frequency of the carrier affected. This means

that the received bits on a carrier hit by NBI will be unrecoverable [54]. The OFDM system

introduced in Figure 3.4 must be expanded to provide for NBI detection and mitigation at

the receiver side.

Ouahada et al. [54] previously described how the presence of narrowband interference

(NBI) can be detected by adding a power spectral density (PSD) detector to the OFDM

demodulator. NBI can be identified by looking for extreme peaks in the power spectrum
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density. Ouahada et al. further proposed loading spectral null codes with nulls at fn onto

the subcarrier with the same frequency. If this carrier is hit with NBI, the effects thereof

might be mitigated. In order to achieve this, an OFDM multiplexer was added to the system

to preserve the codewords when loading them onto the carriers [54]. A proposed method for

cancelling NBI was to load carriers with spectral null codes and assuming NBI by finding

for sequences being always on (all 1’s at the receiver). The corrupted symbols are then

replaced by a codeword from the codebook of spectral null codes by referencing a lookup

table. This method is not an error correcting and replacing corrupted bits from the lookup

table is only done to eliminate the saturated bits affected by NBI, with a codeword with the

same desirable spectral properties [54]. It did not correct any errors.

The detector will be designed according to the chosen codebook with codewords pro-

ducing nulls at know frequencies. The objective of this chapter is to combine OFDM with

spectral null codes and to detect the presence of the expected nulls. It will then continue to

investigate the effect of spectral nulls on the PSD.

6.3.1 Simulation setup

The OFDM system is modified in order to accommodate spectral shaped inputs and PSD

detectors was used to analyse the spectrum directly before and after transmission. Refer

to Figure 6.3 showing the block diagram including the peak detector from Section 6.2, the

spectral null code generator from designed in Chapter 5 and the PAPR reduction technique

from Chapter 4. This is the most complete block diagram and the simulations was imple-

mented according to it.

Consider the codebook from earlier examples as in (5.16). For this example, the carriers

are serially loaded with codewords from the codebook. The codebook has a cardinality

|Cb(M,N)| = 6 from (5.10). Let the codebook of codewords be defined as
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Figure 6.3: OFDM block diagram including the generator at the input creating codebooks
of spectral null codes, PAPR mitigation by means of clipping and filtering and PSD scopes
and peak detectors added to both the transmitted st(k) and received r(k) signals

Cw1 = {0, 0, 0, 0}
Cw2 = {0, 0, 1, 1}
Cw3 = {0, 1, 1, 0}
Cw4 = {1, 0, 0, 1}
Cw5 = {1, 1, 0, 0}
Cw6 = {1, 1, 1, 1}

For the intents and purpose of the simulation, an OFDM system with 1024 subcarriers

was implemented. Each carrier is serially loaded with a random codeword from the code-

book, each with an equal probability as shown in Figure 6.4.

The PSD of modulated data was inspected before passing it into the wireless channel
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and results are shown in Figures 6.5 and 6.6 for random and shaped inputs respectively. The

addition of a PSD scope to the block diagram enabled this measurements.

Figure 6.4: Loading OFDM carriers with spectral null codes from the codebook. Nc = 1024
for this example

6.4 Simulation

It has been shown how the spectral shaped data will influence the power spectra of the

OFDM transmission in Figure 6.6. Clearly there is a null at the intended frequency of

f = 1
n
. This observation holds for any number of spectral null groupings N . Figure 6.7

shows the PSD for the system a codebook designed to have two spectral nulls. The spectral

shaping techniques is therefore relevant to OFDM systems as well. The next chapter will

discuss possible implementations.

6.4.1 Performance

Let’s consider the performance of the OFDM system when the carriers are loaded with spec-

tral null codes. Figure 6.8a shows that the BER performance of the OFDM system remained

largely the same after spectral null codes were used. Hence no performance implications is

expected when making use of shaped inputs instead of some random input. Figure 6.8b

further strengthens this point since the constellation plot was as expected.
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Figure 6.5: PSD for the OFDM simulation by making use of Welsh’s method for random
data used as the input

Figure 6.6: PSD for the OFDM simulation by making use of Welsh’s method for spectral
shaped data used as the input compared to the PSD of random input data. Codebook
Cb(4, 2) was used. One null is observed as expected from the designed null code.
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Figure 6.7: PSD for the OFDM simulation by making use of Welsh’s method for spectral
shaped data used as the input compared to the PSD of random input data. Codebook
Cb(4, 4) was used. One null is observed as expected from the designed null code.

(a) BER performance comparison for Random
data vs. Spectral Shaped data

(b) Constellation for shaped data

Figure 6.8: BER and constellation plots for OFDM with spectral shaping techniques ap-
plied. The performance of both systems are equivalent and it can be derived that the spectral
null codes has no major impact on the system performance.
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6.5 Estimating channel integrity

Consider an OFDM signal, encoded with spectral null codes of length N . Any noise present

in the channel, be it Gaussian noise, NBI or Rayleigh fading, will corrupt some of the trans-

mission. This problem is common in any communication system. This section propose the

use of spectral null codes in order to determine the channel quality or the integrity of the

transmitted data. This is done specifically in the case of an OFDM system and it is used to

determine how NBI is detected in a multicarrier system.

Fundamentally the peaks and valleys of the signal is analysed and properties which in-

dicates the presence of noise is identified. Detecting a peak is an exercise performed on

the input signal where a change in gradient from positive to negative occurs. When the

gradient changes from negative to positive it results in a valley being created. Alternatively

detecting a valley is the same operation as taking the inverse of the signal and detecting the

peaks. For this reason the terms peak and valleys will be used interchangeably in this section.

The channel quality estimation is performed by detecting the peaks of the system and

comparing it to the expected peaks. Recall that the design of the spectral null code ensures

that the values of the expected peaks is known. The idea here is to show that the loss of a

spectral null can be detected and is indicative of noise and corruption in the channel. This

can be extended further by calculating the magnitude of the difference between the expected

peak and received peak. This magnitude may be correlated to the extent of the corruption.

Figure 6.9a and 6.9b shows this correlation. So the distance between the expected zero and

the actual value of the null at fn gives an indication on how the system performs. The spectral

null is less salient when the SNR is low (associated with a high BER and degraded system

performance). For better performing channels the spectral null becomes more prominent.

The more prominent the spectral null, the better the performance will be.
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(a) PSD for different SNR with Cb(4, 2)
(b) PSD for different SNR with Cb(4, 2) (sub-
plot)

Figure 6.9: PSD for different SNR with Cb(4, 2)

6.6 Overview

In this chapter the focus was on loading OFDM with spectral shaped data such as the spec-

tral null code. This was achieved by constructing a codebook Cb and only selecting codes

from there to map onto the subcarriers. Detecting the spectral nulls is similar to detecting

the peaks or valleys of a function. The algorithm looks for a change in the gradient from

positive to negative to determine that a point is a peak. Applying the same logic on the

inverse of the function yields the locations of the valleys. A linear magnitude scale will pro-

vide a good view on the peaks of the PSD. This method will detect the presence of spectral

nulls. The null was designed to occur at a specific frequency and any deviation or missing

null gives an indication of the quality and integrity of the channel.

The simulation was set up to include the principles from previous chapters with the ad-

dition of a PSD scope and peak detector at the transmitter and at the receiver. This made it

possible to determine the effect the channel has on the PSD and the peaks of the transmission.

Simulations showed that spectral null codes used on OFDM subcarriers still results in

a shaped frequency. Further the use of spectral null codes did not impact the system per-
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formance in terms of its BER. From there observations was made on how the SNR of our

transmission impacted the shape of the spectrum and the channel quality was estimated.

The next chapter extends the observations made in this chapter by introducing NBI

in the channel. It incorporates all the elements and techniques discussed thus far in this

document.
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Chapter 7

Optimised orthogonal

frequency-division multiplexing based

communication systems for wireless

environments

7.1 Introduction

In this chapter the methods discussed in previous chapters are combined into a comprehen-

sive OFDM simulation. It will include the generation of spectral null codes, reducing the

PAPR by means of clipping and filtering, PSD scopes and peak detectors at the transmitter

and receiver and a channel modelling the wireless environment including NBI. Results for

numerous simulations are presented and analysed. The performance impact spectral shaping

might have on the system is investigated as well as the effects of NBI on the OFDM trans-

mission. The focus here is how the PSD is shaped by various of the systems’ properties. The

BER performance of the system is also kept in mind during these simulations. Results are

compared when using random input data versus spectral shaped data.

The objective here is to understand the following
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1. How the spectral shaping affects the system performance

2. How the NBI in the channel affects the system performance and its PSD

3. Can the spectral null codes mitigate NBI

4. Possible applications of spectral shaping used with OFDM

7.2 Simulation implementation

Figure 6.3 shows the complete setup used for the simulation. The focus here is more on the

effect of NBI (in(k)) in the wireless channel. The OFDM signal will be coded with spectral

null codes from the code generator. Some PAPR reduction method was applied to make the

simulation more realistic. A simple clipping and filtering method was chosen. PSD scopes

along with a digital peak detector algorithm was added to the transmitter st(k) as well as the

receiver r(k). This creates a good opportunity to analyse the effect of the channel (including

the added NBI) on the signal. The simulation was implemented in full by making use of

MATLAB. See Appendix B for the relevant source code of the simulation.

As a reference for the rest of this chapter, Figure 7.1 shows the PSD output of the

simulation at the receiver where random input data was used and without any NBI present

in the channel. This is the basic simulation and no alterations to the OFDM system was

made. Unless otherwise stated, the channel will have AWGN with SNR = 20dB. The

number of carriers is Nc = 2048 and M = 16 modulation scheme is used. The input is

spectral null codes with a zero-disparity from the codebook Cb(16, 2) or Cb(16, 4) which is

loaded onto the subcarriers. Since the focus is with the effects of the channel on our signal,

all results shows the scope at the receiver.

7.3 Spectral shaping

Figures 7.2 and 7.3 show the PSD for OFDM systems where spectral shaped codewords, as

well as non-coded bits (random data) are used. The shaped codewords is selected at random
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Figure 7.1: PSD for the basic simulation where random data instead of shaped data was
used as the input and no NBI was present in the channel

from the codebook Cb(16, 2) and Cb(16, 4) respectively. In the case of Cb(16, 2) the codes

are designed to have a null at f = 1
2

of the normalised frequency, satisfying (5.11). This is

clear when observing the null PSD for the coded input. The random input has a PSD which

remains more or less constant throughout the bandwidth which is as expected. The same is

observed in Figure 7.3 where the PSD for codebook Cb(16, 4) with nulls at f = 1
4

and f = 3
4

is shown.

Using the spectral null codes and loading them onto OFDM subcarriers resulted in a PSD

with nulls at desired frequencies. Both of these cases has AWGN present in the channel,

which did not affect the PSD shape in any significant way. This design and the knowledge

of the system’s spectral properties has some interesting applications. The results are similar

to other methods of spectral shaping such as FIR-filtering [6] and notch filtering [103]. The

Finite Impulse Response (FIR) filter is a digital filter where discrete time samples is con-

voluted with the coefficients of the filter in order to obtain an output with only frequencies

in desired ranges. The notch filter allows all frequencies to pass except those in a certain
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Figure 7.2: PSD for random input vs. shaped input
(N = 2)

Figure 7.3: PSD for random input vs. shaped input
(N = 4)
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narrow exclusions band.

Figure 7.4 and 7.5 shows that the use of spectral null codes does not impact the BER

and CCDF. Both shaped data and random data loaded onto the subcarriers shows identical

results. We can then infer that the use of spectral shaping techniques will not have any

negative impact on the system’s performance in terms of the bit error rate or CCDF.

Figure 7.4: BER performance of ODFM systems with Shaped data vs. Random data.

This section shows that the use of spectral shaping techniques in OFDM systems is

feasible and it has no negative impact on the system performance.

7.4 Introducing NBI

NBI present in the channel can have a devastating impact on the system performance. If

no mitigation technique is applied it becomes impossible to recover the transmitted signal.

Figure 7.6 shows how NBI degraded the BER system performance. The results from the

simulation agrees with the results found by other studies as in Figure 2.6 [47, 48].
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Figure 7.5: CCDF performance of ODFM systems with Shaped data vs. Random data

From the previous section is has been shown that the OFDM power spectrum may be

shaped by loading specially designed spectral null codes onto the subcarriers. Consider Fig-

ures 7.7 and 7.8 showing the PSD for random data and the effect of NBI on it compared

to the case where no NBI was present. The NBI was modelled by (2.32) with an amplitude

being an order of magnitude greater than that of the OFDM signal. The impact of the NBI

is clearly visible at distinct frequencies where it interacts. Observe the increased power at

those frequencies. This pattern of increased peaks appearing in the PSD can be used to de-

termine if NBI or any other narrowband signal is present in the channel since its magnitude

is greater than the expected value of the signal. The same peak detection algorithm can be

used to detect both the peaks caused by narrowband signals as well as the valleys due to the

spectral null codes.
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Figure 7.6: The BER of OFDM system in the presence of NBI compared to the case where
no NBI is present

Figure 7.7: The effect of NBI on unshaped PSD compared to the PSD of random data in
the absence of NBI
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Figure 7.8: The effect of NBI on unshaped PSD and BER of OFDM system in the presence
of NBI (showing results for different modulation schemes)

7.5 Spectral Null Codes to Mitigate NBI

The narrowband signal corrupted a small number of subcarriers. It is assumed that the bits

become corrupted in such a manner that they do not adhere to any of the requirements for

being a spectral null code. For those subcarriers, the PSD will tend more towards that of

random data, diminishing the spectral properties which was designed. Figure 7.9 and 7.10

shows the results of adding NBI to the channel. These are compared to the designed PSD

shape with spectral nulls. In the case where random input data was used, the NBI caused

peaks in the PSD. And with shaped data the NBI malformed the expected spectral null

shape since the spectral nulls disappeared and the PSD resembles that of random data in

an AWGN channel. Figure 7.11 shows that similar observations can be made for codebooks

with a different number of null groupings (N = 4) in Figure 7.11.

The close spacing of subcarriers makes the system susceptible to NBI. Since the power of

NBI can be an order of magnitude higher than that of the signal, an increase in signal power
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Figure 7.9: Spectral null coded data compared to the PSD of random data when NBI is
present

Figure 7.10: Spectral null coded data affected by NBI compared to expected PSD
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Figure 7.11: PSD for shaped data with NBI compared to expected PSD (N = 4)

does not improve performance. The use of spectral null codes, even when the NBI coincides

with the null frequency, did not improve the system performance. Figure 7.12 shows that

the spectral shaping did not mitigate any of the errors caused by NBI in the channel.

Without mitigation or error correctional techniques the performance of the system is de-

graded by NBI. Spectral coding therefore does not cancel NBI but rather serves as a sensor

for the quality of the channel. Spectral nulls are expected as per the design. When a null

disappears it can be concluded that some noise was present.

The PSD designed is the one observed when there is no NBI present in the channel. Ob-

serve that the addition of narrowband signals in the channel affects the shape of the PSD.

The system does not conform to the designed spectral shape since the PSD at f = 1
2
6= 0

in Figure 7.11. Similarly it was observed that spectral nulls also disappeared as a result of

NBI in the case where N = 4 (Figure A.10).
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Figure 7.12: BER performance for shaped data with NBI compared to shaped data without
NBI

7.6 Overview

In this chapter the results from the completed simulation was presented. A concise descrip-

tion of the simulation was presented since the important components were designed and

discussed in full during previous chapters.

The simulation shown that the use of spectral null codes on OFDM carriers did not affect

the system performance negatively in terms of the BER as well as the CCDF performance.

The spectrum was shaped according to the designs proving that OFDM can be shaped by

making use of conventional spectral shaping techniques.

Further NBI or any narrowband signal or impulse noise may be identified by the peaks

it creates in the spectrum. These have a magnitude far greater than the system average and

it’s unlikely that it will occur by chance if it’s not caused by the noise.
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Finally observations was made in the case where NBI was present and the OFDM sub-

carriers was loaded with spectral null codes. Simulations has shown that the NBI will distort

the shape of the designed PSD. Therefore spectral shaping will not be able to improve the

system performance in terms of the BER. An alternative application for using spectral nulls

can be for a sensor of the channel. Any errors happening in the channel will cause the spec-

trum to deviate from the expected shape. The degree of this deviation can give an estimate

of the channel quality.

The effect of narrowband signals on the shape of the PSD is observed. The spectral null

is less prominent in the presence of narrowband signals and the spectrum tends more towards

that of a random input. Using these observations, the channel quality can be determined

and narrowband signals which might be present in the channel can be detected. However,

applying spectral shaping does not yield a better performance in terms of the BER. The

carriers loaded with spectral null codes still contained useful bits which became corrupted.

The benefit of using spectral shaping techniques lies in the desired spectral shape which can

be used to draw conclusions on the quality of the channel. The disappearance or diminishing

of the spectral null where a null is expected, is indicative of narrowband signals present in

the channel. These results holds for both wired and wireless channels.

Future work will be focused on improving the channel quality estimation by correlating

the designed PSD to the received PSD. Better algorithms for more reliable detection of nar-

rowband signals, specifically by loading only selected carriers with spectral null codes can

also be investigated. The possibility of automatically cancelling narrow band interference

when detected will also be investigated further.

A summary of the findings up until this point will be presented in the next chapter along

with planned future work and branches of study.
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Chapter 8

Conclusion

8.1 Introduction and overview

Previous chapters introduced some of the problems experienced with modern wireless com-

munications and motivated how new methodologies needs to be researched to ensure that

future generations will have sufficient access to the Internet and other means of communica-

tions. A good candidate for modern communications, primarily wireless but also wired and

optical mediums, is OFDM. It is a method making optimal use of the already crowded radio

frequency spectrum by using multiple and overlapping orthogonal subcarriers. The research

is focused on designing novel methods of using OFDM in order to make it more sustainable

for future use.

This chapter presents a brief overview on the findings during the course of research

including optimisations to the system, mitigating of some of the fundamental problems with

OFDM and employing conventional techniques in new ways in combination with OFDM. The

investigation was conducted primarily by making use of simulations based on mathematical

models of the wireless environments. The theory and observations here are also relevant in

other mediums.
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8.2 Restatement of research objectives

Section 1.3 initially stated the research objectives. Modern society has an increasing de-

mand for access to wireless mobile communications. This is due to the technology becoming

cheaper and more accessible and also due to the increasing population. Existing technolo-

gies may be improved upon making it more efficient and reliable. One such method is

called OFDM which already shows promising prospects for usage in the next generations

of communication systems. OFDM was investigated and determined if the current imple-

mentation may be improved in order to make it more sustainable and relevant for future use.

The research is focused on optimising the parameters of the OFDM system including

the number of subcarriers, the modulation scheme used and the optimal length of the cyclic

prefix. A fundamental problem with OFDM called a high PAPR will also be addressed.

Finally a novel method of using conventional spectral shaping techniques will be developed

and tested in an OFDM system. The system needs to be more robust against narrowband

interference and other impulse noise which is a common occurrence in the wireless environ-

ment and notoriously difficult to avoid or recover from. It was determined if the spectral

shaping can help to mitigate the effects of narrowband interference on the system and pos-

sible applications of this technique was explored.

Investigations will also focus on detecting the presence of narrowband disturbances in the

channel and the cancellation thereof by employing spectral shaping methods and analysing

the received spectrum.

8.3 Achievement of objectives

The primary objectives was to optimise the OFDM system, reduce its PAPR as well as

shaping the OFDM spectrum.
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The conventional OFDM system was modified at the transmitter as well as the receiver

in order to detect NBI which may be present in the channel. This has been achieved by

adapting the multiplexer to load carriers with spectral null codes and adding a power spec-

tral density detector at the modulator and demodulator. The results have shown that the

spectrum of OFDM can be shaped by employing conventional techniques. The disappear-

ance of spectral null indicates some corruption occurred. Further the system was created to

be more robust and applicable in modern applications by addressing the problem of the high

peak to average power ratio. This was done by clipping the input at a certain threshold.

This reduces costs and energy consumption. The most optimal properties was investigated

and implemented in this simulation.

More specifically, the design and implementation of the OFDM system was discussed in

Chapter 3. The system performance was investigated in terms of the number of subcarriers,

the modulation scheme used as well as the length of the CP. For each of the parameters

results were compare to one another and recommendations was made for choosing an opti-

mal implementation. The knowledge of how these parameters impacts the system allows for

quicker designs when implementing new systems. The major factor is usually the constraints

of the environment in which the system operates.

Chapter 4 investigated the fundamental problem where OFDM systems has a high PAPR

because of how the subcarriers are constructed. If a circuit design is inadequate clipping and

distortion may occur. A high PAPR requires high powered amplifiers with a wide opera-

tional ranges in order to decode the signal without clipping. These are usually expensive

and high powered making it problematic for future use. Various methods for reducing PAPR

was investigated and clipping and filtering was chosen to be applied in the simulation. The

PAPR was reduced by 4dB and this technique was applied in the simulations.

In Chapter 6 the simulations has shown that it is possible to shape the PSD of an OFDM

system by loading the carrier with spectral null codes. By doing this the system performance

was not affected in a significant way when comparing both the BER and CCDF performance.

M. Trollip October 2018 8.3



CHAPTER 8: CONCLUSION 8.4. SHORTCOMINGS

Adding AWGN to the system did have an impact on the shape of the designed spectrum.

This is an indication that the spectrum can act as a sensor for the quality of the channel.

Finally the effects of NBI on the OFDM system was investigated. As expected it degraded

the system performance significantly. It also produced peaks in the PSD with a magnitude

far greater than the average of the signal. A peak detection algorithm looking for a change

in gradient of the spectrum can easily detect the locations of the interference. The next

step was to create spectral null codes coinciding with the frequency of the interference. The

results showed that the NBI and spectral null acted to cancel each other, but this was only

as far as the PSD was concerned. The spectral null codes still carried useful data which the

NBI corrupted. Spectral shaping will not improve the BER performance of the system in

the presence of NBI. It is more useful as a sensor for the channel.

8.4 Shortcomings

One of the objective of this research was to investigate how spectral shaping applied in the

context of OFDM can be used to mitigate the degrading effects NBI has on the system. The

initial assumption that this would be the case was incorrect. Even though spectral shaping

did cancel the impact of NBI on the PSD, it did little to cancel the corruption caused by

NBI. What this has shown is that the spectral null codes still contains useful data which

will be corrupted by noise present in the channel. This opened the possibility that spectral

shaping might be more useful when it is employed as a sensor for the channel quality rather

than a mitigation technique. This is an avenue which can be investigated in future work.

8.5 Future work

Figure 8.1 shows the planned course for future work and investigations related to OFDM

combined with spectral shaping techniques. Future work will be focused on making use of

the spectral shaping and its properties in order to make estimations on the quality of the

channel and noise present at certain frequencies. The idea is to develop a mathematical ex-
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Figure 8.1: Future work related to the study of OFDM combined with spectral shaping
techniques
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pression which can properly and accurately describe the deviation in the spectral shape and

correlate its cause too the noise present in the channel. When it is certain that noise caused

the spectral shape to deviate from its designed shape, methods can be employed which will

cancel the NBI at certain frequencies. This might be in the form of automatically switching

carriers off which has been hit with NBI. If the channel sensing is done continuously and

carrier effected by noise is dynamically switched off, it may greatly improve the overall per-

formance of the system.

OFDM has many applications in PLC channels and Visible light communication (VLC)

channels [104]. The new optimised OFDM parameters and the usage of spectral null codes

can be extended and applied in those channels as well.

Furthermore, the OFDM system can be extended to model a modern MIMO system

which is more relevant for new technologies. The arguments for OFDM will extend to

the MIMO and MU-MIMO implementations and a function for the effect of noise on this

system will be derived as well. Finally a new system will be presented which will be even

more relevant, robust and sustainable. It will intelligently estimate the performance and

noise present in the channel and by making use of that metric the noise can be adaptively

cancelled by employing error correctional techniques.

8.6 Overview

An increasing demand for broadband wireless access motivates the development of more re-

liable and efficient techniques to be used in the next generation of communication systems,

beyond the 4th generation of mobile communications and Long Term Evolution. Orthogonal

Frequency Division Multiplexing allows data to be transmitted efficiently and reliably by

using multiple orthogonal subcarriers. It provides robustness against noise and corruption

in the channel. The channel can be either wired or wireless depending on the particular

application. Due to the close spacing of subcarriers, OFDM is susceptible to corruption

caused by various narrowband signals such as Narrowband Interference (NBI). OFDM has a
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high peak to average power ratio (PAPR). Circuits typically require high powered amplifiers

with a wide operational range. If the circuit design is inadequate clipping and distortion

may occur. This adds to the cost and power consumption of the system. In order to improve

battery life an efficient implementation of OFDM was investigated and proposals for various

methods which may be used in order to reduce PAPR is made.

Spectral shaping shapes the Power Spectral Density function in order to have certain

properties. Spectral shaping might improve the effectiveness of OFDM and make it sustain-

able in the long run for applications beyond the 4th generation of mobile communications

and LTE. Spectral null codes is used and loaded onto OFDM subcarriers. Introducing nar-

rowband signals in the channel degrades the system’s performance and also eliminates the

designed spectral properties. From this observation it can be inferred that some noise is

present in the channel. Previously, carriers hit by NBI or other narrowband noise had to

be switched off manually. It was found that combining OFDM with spectral shaping allows

the presence of Narrowband signals in the channel to be detected and conclusions can be

drawn over the channel quality. This did not improve the system in terms of bit error rate

performance but it did give an indication of noise being present in the channel.
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Simulation results
This appendix provides some additional simulation results which was not presented in

the earlier chapters.

Figure A.1: Comparison of PAPR and BER performance with random input vs clipped
input (τ = 0.5)

In Figure A.1 the CCDF shows that any form of clipping will yield a better system perfor-
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Figure A.2: Comparison of PAPR and BER performance with random input vs clipped
input (τ = 0.5)

mance. This is a reduction of approximately 4dB. This improved performance will result in

more efficient and cheaper circuitry. The BER in Figure and A.2 shows poor performance for

the clipped signal at τ = 1 when compared to the BER of random data. The reason for this

is because the system did not employ any error correctional techniques or attempt to recover

lost data. The clipping threshold with τ = 1 is set at the average power of the transmission.

This resulted in data being clipped along with the peaks of the impulse noise. The choice of τ

is not trivial since it can have major performance implications as evident in these simulations.

Figure A.3 shows the performance of the system when using a wide range for the clipping

factor. Note how at τ = 0.1 the system did not yield much of a performance improvement.

This is because a minimal amount of clipping was applied. For τ = 0.5 we can still see
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Figure A.3: Comparison of PAPR and BER performance in terms of clipping threshold τ
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Figure A.4: Comparison of PAPR and BER performance in terms of clipping threshold τ
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a slight deviation in the system performance. For τ = 2 to 5 we see little change in the

performance of the system as τ increases. This shows that the highest peaks of the system

is most probably below the value of τ P̂ (fn). The BER for this setup was compared in terms

of τ (see Figure A.4). Although this is sill poor performance, a general trend is visible,

where an improved system performance is observed when the clipping factor is increased.

The reason for this is straight forward, a large clipping threshold will clip less values from

the peaks. If no data carrier is clipped, the systems performance can be very similar to that

of random data. The clipping threshold should ideally lie between the average value and

peak value of the system.
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Figure A.5: Comparison of constellation for τ = 0.1 through τ = 10.0 respectively
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Figure A.6: Choosing a clipping ratio τ for effective PAPR reduction. Clipping will
disregard any signal above τ . Clearly when τ = 1 a large portion of useful data is discarded,
greatly decreasing system performance. τ = 3.5 on the other hand only discards some noise
and keeps the OFDM data intact, yielding a good PAPR performance.

Figure A.7: PSD for shaped data with NBI compared to expected PSD (N = 8)
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Figure A.8: PSD for spectral null coded input in AWGN vs. AWGN + NBI channel
(N = 2)

Figure A.9: PSD for shaped data with NBI compared to expected PSD (N = 8)
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Figure A.10: PSD for shaped data with NBI compared to expected PSD (N = 8)

Figure A.11: BER for shaped and clipped data in the presence of NBI
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Simulation source code

Relevant source code for the simulation application is provided in this appendix. For

a full set of source code please contact the author. The code is kept in an online version

control system.

Listing B.1: Main function code coordinating all the steps according to the block diagrams
1 % FILE : OfdmSystem .m

2 % AUTH: Martin T r o l l i p - 201174479

3 % DATE: 2017/02/27

4 % DESC: Main s imu la t i on f i l e

5 %% Setup and c l e a r workspace

6 t i c ;

7
8 c l f ;

9 c l c ;

10 c l e a r a l l ;

11 c l o s e a l l ;

12
13 %% I n i t i a l i s e v a r i a b l e s

14 snr_to_plot = 20 ;

15 nbi = 1 ;

16
17 M = 16 ;
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18 cyc l i c_pre f i x_perc = 0 . 2 5 ;

19 subcarrier_count_Nc = 1024 ; %Must be a log2 (M) f a c t o r here ( ) ( rows )

20 codelength_n = 16 ;

21 snr_range =1:30;

22 number_iterat ions = 1000 ;

23 num_nulls = 16 ;

24
25 %% Generate Input

26
27 % We modify the source to generate p a r a l l e l s i g n a l which can be mapped ...

d i r e c t l y

28 % onto the a v a i l a b l e sub c a r r i e r s . ( Ins tead o f making use o f a s e r i a l ...

input ,

29 % assume that s tep i s t r i v i a l enough ) . We s h a l l choose random codewords ...

to

30 % place on a s e l e c t e d c a r r i e r ( i e 8 b i t s per c a r r i e r ) . Then we repeat

31 % those b i t s and ana lyse the r e s u l t s . The f o l l o w i n g w i l l be t e s t e d :

32 % - Al l c a r r i e r s has symbols out o f the codebook

33 % - Only put symbols from the codebook on random channe l s

34 % - Put symbol from the codebook on one c a r r i e r only

35 % - Purely random data

36 % - Loading symbols on time vs f requency domain

37 % - Demonstrate that i t works f o r more z e ro s

38 % - Method o f d e t e c t i n g NBI in a channel ( synched r e c e i v e r and

39 % transmi t t e r ?

40 %

41 % s e r i a l _ i n p u t = gene ra t e_se r i a l I nput ( num_nulls , codelength_n ) ;

42
43 pa ra l l e l _ in put = ...

g ene ra t e_para l l e l I nput ( num_nulls , codelength_n , subcarrier_count_Nc ) ;

44 random_input = ...

pa ra l l e l _ in put ;%generate_randomInput ( codelength_n , subcarrier_count_Nc ) ;

45 % para l l e l _ in put = random_input ;

46 %% Transmitter Tx

47 to_transmit = t ran smi t t e r ( para l l e l_ input , M, subcarrier_count_Nc ) ;

48 random_to_transmit = c l i p ( t r an smi t t e r ( random_input , M, ...
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subcarrier_count_Nc ) , 2 . 5 ) ;

49 expected = to_transmit ;

50 plot_CCDF( to_transmit , random_to_transmit ) ;

51
52 %TODO add zero padding

53 ber = ze ro s ( l ength ( snr_range ) , number_iterat ions ) ;

54 random_ber = ze ro s ( l ength ( snr_range ) , number_iterat ions ) ;

55 outputs = ze ro s ( subcarrier_count_Nc , codelength_n , max( snr_range ) ) ;

56 random_outputs = ze ro s ( subcarrier_count_Nc , codelength_n , ...

l ength ( snr_range ) ) ;

57 f o r snr = snr_range

58 d i sp l ay ( snr ) ;

59 f o r i t r = 1 : number_iterat ions

60 %% Channel

61 t ransmit ted = channel ( to_transmit , snr , 1 ) ;

62 random_transmitted = channel ( random_to_transmit , snr , 1 ) ;

63 expected_transmitted = channel ( expected , snr , 0 ) ;

64 %% Rece iver

65 output = r e c e i v e r ( transmitted ,M, subcarrier_count_Nc ) ;

66 random_output = ...

r e c e i v e r ( random_transmitted ,M, subcarrier_count_Nc ) ;

67 expected_output = ...

r e c e i v e r ( expected_transmitted ,M, subcarrier_count_Nc ) ;

68 %% BER Analys i s

69 ber ( snr , i t r ) = ca l cu la t e_ber ( para l l e l_ input , output ) ;

70 random_ber ( snr , i t r ) = ca l cu la t e_ber ( random_input , ...

random_output ) ;

71
72 mean = ( outputs ( : , : , snr ) + output ) /2 ;

73 outputs ( : , : , snr ) = mean ;

74 end

75
76 i f ( snr == snr_to_plot )

77 plot_ ( random_output , output , expected_output ) ;

78 end

79 end
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80
81 %% Analys i s

82 plot_ber ( snr_range , ber , random_ber ) ;

83
84 %% F i n a l i s e

85 toc ;

Listing B.2: Code for clipping the input and reducing PAPR
1 % FILE : c l i p .m

2 % AUTH: Martin T r o l l i p

3 % DATE: 2017/04/26

4 % DESC: Cl ip the input at a c l i p p i n g r a t i o \ tau

5 f unc t i on [ c l i pped ] = c l i p ( input , tau )

6 in_rea l = r e a l ( input ) ;

7 x_mag = abs ( in_rea l ) ;

8
9 kappa_real = tau∗mean(mean(x_mag) ) ;

10 f o r r = 1 : s i z e ( input , 1 )

11 f o r c = 1 : s i z e ( input , 2 )

12 i f (x_mag( r , c ) ≥ kappa_real )

13 i f ( in_rea l ( r , c ) < 0)

14 in_rea l ( r , c ) = - kappa_real ;

15 e l s e

16 in_rea l ( r , c ) = kappa_real ;

17 end

18 end

19 end

20 end

21
22 in_imag = imag ( input ) ;

23 x_mag_i = abs ( in_imag ) ;

24 kapp_imag = tau∗mean(mean(x_mag_i) ) ;

25 f o r r = 1 : s i z e ( input , 1 )

26 f o r c = 1 : s i z e ( input , 2 )

M. Trollip October 2018 B.4



Appendix B - Simulation source code

27 i f (x_mag_i( r , c ) ≥ kapp_imag )

28 i f ( in_imag ( r , c ) < 0)

29 in_rea l ( r , c ) = -kapp_imag ;

30 e l s e

31 in_rea l ( r , c ) = kapp_imag ;

32 end

33 end

34 end

35
36 c l i pped = complex ( in_real , in_imag ) ;

37 end

Listing B.3: Code for generating any codebook
1 % FILE : generate_CodebookMain .m

2 % AUTH: Martin T r o l l i p

3 % DATE: 2016/06/01

4 % DESC: This func t i on w i l l r e turn a codebook f o r any C_b(M,N) white N ...

prime or non - prime

5 f unc t i on codebook = generate_CodebookMain (N,M)

6
7 z = M/N;%number o f e lements in a s p e c t r a l n u l l grouping

8
9 A = ze ro s (N, z ) ;

10 f o r i = 1 :N

11 k = 0 ;

12 whi le k < z

13 A( i , k+1) = ( i + k∗N) ;

14 k = k + 1 ;

15 end

16 end

17
18 a l l_permutat ions = generate_AllBinaryCombos (M) ;

19
20 i f i sp r ime (N)
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21 codebook = generate_Codebook (A, a l l_permutat ions ) ;

22 e l s e

23 codebook = generate_CodebookNonPrime (A, al l_permutat ions ,N) ;

24 end

25
26 codebook = s e l e c t Z e r o D i s p a r i t y ( codebook ) ;

27 codebook = unique ( codebook , ' rows ' ) ;

Listing B.4: Code for genertating a codebook if N is prime
1 % FILE : generate_AllBinaryCombos .m

2 % AUTH: Martin T r o l l i p

3 % DATE: 2016/06/01

4 % DESC: Generate Codebook by i t e r a t i n g and f i n d i n g the e n t r i e s o f combo ...

s a t i f f y i n g A

5 f unc t i on codebook = generate_Codebook (A, combo)

6 [ combo_r , combo_c ] = s i z e ( combo) ;

7 [ a_r , a_c ] = s i z e (A) ;

8
9 r e s u l t s = ze ro s ( combo_r , a_r ) ;

10
11 f o r combo_row = 1 : combo_r

12 curr_code = combo(combo_row , : ) ;

13 f o r a_row = 1 : a_r

14 curr_a = A(a_row , : ) ;

15 sum = 0 ;

16 f o r a_col = 1 : a_c

17 %add elements

18 ind = curr_a (1 , a_col ) ;

19 elem = curr_code (1 , ind ) -48 ;

20 i f ( elem == 0)

21 elem = -1 ;

22 end

23 sum = elem + sum ;

24 r e s u l t s (combo_row , a_row) = sum ;
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25 end

26 end

27 end

28
29 codebook = ze ro s (1 , combo_c) ;

30
31 f o r res_row = 1 : combo_r

32 curr_res_row = r e s u l t s ( res_row , : ) ;

33 i f range ( curr_res_row ) == 0 % A1 = A2 = A3 . . .

34 codebook = [ codebook ; combo( res_row , : ) ] ;

35 end

36 end

37 end

Listing B.5: Code for genertating a codebook if N is non-prime
1 % FILE : generate_CodebookNonPrime .m

2 % AUTH: Martin T r o l l i p

3 % DATE: 2016/06/01

4 % DESC: Generate a codebook in the case where N i s not prime by i t e r a t i n g ...

and f i n d i n g a l l the e n t r i e s in combo s a t i s f y i n g A

5 f unc t i on codebook = generate_CodebookNonPrime (A, combo , N)

6 factN = f a c t (N) ;

7 [ f_r , f_c ] = s i z e ( factN ) ;

8 [ c_r , c_c ] = s i z e ( combo) ;

9
10 codebook = ze ro s (1 , c_c ) ;

11 f o r i = 1 : f_r

12 c = factN ( i , 1) ;

13 d = factN ( i , 2) ;

14
15 u = ze ro s (1 , c ) ;

16 v = ze ro s (1 , d - 1 ) ;

17
18 f o r j = 1 : c
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19 u (1 , j ) = j ;

20 end

21 u ;

22
23 f o r k = 1 : d -1

24 v (1 , k ) = k ;

25 end

26 v ;

27
28 [ u_r , u_c ] = s i z e (u) ;

29 [ v_r , v_c ] = s i z e ( v ) ;

30
31 sub_A = ze ro s (u_c , 2) ;

32
33 f o r nv = 1 : v_c

34 f o r mu = 1 : u_c

35 sub_A(mu, 1) = u (1 , mu) ;

36 sub_A(mu, 2) = mu + ( nv∗c ) ;

37 end

38 sub_A ;

39 codebook = [ codebook ; generate_part ia l codebook (A, sub_A , ...

combo) ] ;

40 end

41 end

42 end

Listing B.6: Code for generatting all possible binary combinations with length n

1 % FILE : generate_AllBinaryCombos .m

2 % AUTH: Martin T r o l l i p

3 % DATE: 2016/06/01

4 % DESC: Generate a l l p o s s i b l e binary combinat ions f o r codes with a ...

l ength o f n

5 f unc t i on A = generate_AllBinaryCombos (n)

6 t ry

M. Trollip October 2018 B.8



Appendix B - Simulation source code

7 poss ib l e_codes = 2^n - 1 ;

8 a s s e r t (n ≤ ...

16 , ' generate_al l_possible_binary_combo : tooBigToProcess ' , ' P lease ...

s e l e c t n ≤ 16 ' ) ;

9 A = de2bi (0 : 2^ n - 1 ) ;

10 catch causeExcept ion

11 baseException = ...

addCause ( MException ( ' generate_al l_possible_binary_combo

12 : tooBigToProcess ' , ' P lease s e l e c t n ≤ 16 ' ) , causeExcept ion ) ;

13 throw ( baseException )

14 end

15 end

Listing B.7: Code for plotting CCDF
1 %% 2017/03/21

2 % Martin T r o l l i p - 201174479

3
4 f unc t i on plot_single_CCDF ( input , l i n e )

5 papr = 0 : . 2 5 : 2 0 ; % dB vecto r o f PAPR va lues

6
7 semi logy ( papr , c cd f ( papr , input ) , l i n e ) ;

8 hold on

9
10 t i t l e ( 'CCDF' ) ;

11 x l a b e l ( ' \gamma in dB ' ) ;

12 y l a b e l ( 'CCDF(\ x i ) = Pr (\ x i >\gamma ) ' ) ;

13 xlim ( [ 0 2 0 ] )

14
15 end

16
17 f unc t i on [ c cd f ] = ccd f ( papr , input )

18 x_mag = input ;

19 papr_ratio=x_mag.^2/mean(x_mag) ;

20 papr_ratio_dB = 10∗ log10 ( papr_ratio ) ;
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21 f o r i = 1 : l ength ( papr )

22 y ( i ) = ( l ength ( f i n d ( abs ( papr_ratio_dB ) ≥ ...

papr ( i ) ) ) / l ength (x_mag) ) ; % # of samples exceed ing papr ( i )

23 end

24 ccd f = y ;

25 end
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Appendix C - Figures

Additional figures
This appendix provides some additional figures which was not presented in earlier chap-

ters.

Figure C.1: CCDF and PDF
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Figure C.2: Federal Communications Commission (FCC) - Radio Spectrum Allocation [4]
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