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Abstract

ISSIPATION mechanisms in a broad spectrum of physical systems and media at-
tracted great interest among fundamental scientific and applied communities.
Understanding the origin of various energy dissipation (non-contact friction)

mechanism is still a wide-open problem. The frictional nature of layered systems, such
as those hosting charge density wave (CDW) and topologically protected surface state,
awaits to be investigated. Regarding CDW, I investigated non-contact energy dissi-
pation on 1T-TaS, surface. I studied the origin of dissipation on two phases of CDW
and the effect of Mott insulating state on dissipated power. The low-temperature
experimental results indicate that on a strongly pinned commensurate CDW phase,
Joule dissipation is the main dissipation mechanism. The character of dissipation
changes at room temperature and for nearly commensurate CDW phase. There the
fluctuation driven dissipation is the main dissipation channel. The room temperature
spectroscopy performed on the nearly commensurate phase of charge density wave in-
dicates that the source of the fluctuating force and dissipation is the stochastic motion
of weakly pinned charge density waves. Next, I studied the electronic nature of BisTes
surface and energy dissipation on this topologically protected surface. I observed the
suppression of the common Joule type losses due to a topologically protected surface
state, which prevents electron scattering into the bulk states. It was found that dis-
sipated power is related to the presence of image potential states that are found in
the gap between the tip and the sample. The study shows that the damping coeffi-
cient increases due to charge fluctuation in the system when image potential states
get populated via a single or few-electron tunneling process. Furthermore, the appli-
cation of magnetic fields leads to the breaking of the topologically protected surface
state and the rise of the Joule dissipation. Last, I report on the observation of dissipa-
tion peaks at selected voltage-dependent tip-surface distances on the oxygen-deficient
strontium titanate (SrTiOj3) surface. The experiment was performed at low tempera-
tures (17" = 5K). The observed dissipation peaks are attributed to tip-induced charge
state transitions in quantum-dot-like entities formed by a 2D system of single oxygen
vacancies present at the SrTiO3 surface.
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Introduction

RICTION and energy dissipation is one of the old problems humankind has en-
countered and played with. The friction force, in the textbooks, is defined as
the force keeping an object from sliding on another object. It could simply be

the reason why wheels were invented in the first place since dragging a big heavy object
is not easy. The problem of friction and related dissipative phenomena is not only the
concern of big objects, but it is also interesting at the small scale.

After scanning probe microscopy was introduced, it was possible to study the friction
at the atomic scale [I} 2]. Today the dissipation is measured even when there is no
contact between the objects [3]. Understanding the force interactions and energy
exchange between macroscopic bodies have importance in many aspects of physics.
It is particularly critical to understand and eventually control the carrier dynamics
in materials that are used for advanced technological applications. Step by step, we
learn more on different properties of materials: like electrical or thermal conductivity,
robustness or reactivity of surfaces to be able to make more advanced products. As a
simple example, if excellent electrical conduction is demanded, we use metals, but we
might also use ceramics when we need to control the size and shape of the material
with voltage. We chose the material according to our needs. In this thesis, I will
approach to the scientific problem of energy dissipation in layered materials and study
frictional phenomena to develop a better understanding of the possible mechanisms
that drive the energy dissipation in those materials. The focus of this thesis is; what is
the effect of electronic structure/nature of the layered materials on dissipated energy
and what is the nature of energy dissipation? Answering this question will give us
an idea not only on the dissipation mechanism but we will also learn more about the
electron and phonon dynamics on the surfaces of the materials.

Dissipation spectroscopy is successful in probing different frictional phenomena over
structural or electronic phase transition [4, [5]. Energy dissipation is effected by the
electron and phonon dynamics in the crystals/surfaces during phase transition [0, [7].
On the other hand, the Joule power dissipation of a metallic surface is known to
depend on material conductivity. Fluctuating electromagnetic fields are present in
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every physical system at a finite temperature. The fluctuating field, in turn, might
increase the dissipated energy of the oscillating cantilever. However, it is not an easy
task to separate different coupling forces acting between the tip and the sample, as well
as to precisely determine the exact dissipative mechanism that occurs in the sample.
One of the reasons is that the coupling mechanisms are usually more complex than the
theory anticipates. Another critical point is that often more than one coupling force
is involved. Pendulum AFM is useful to determine the dominant mechanism because
of its high force sensitivity and non-contact and non-invasive mode of operation.

In this thesis, I studied the energy loss over temperature-driven electronic and
structural phase transitions. Consequently, the effect of electron dynamics was stud-
ied. I will also address the problem of electronic structure and its influence on Joule
type of dissipation. For that reason, an important part of my work was devoted to
the development of STM in combination with AFM. The van der Waals crystals are
distinctive for their frictional behavior, which is, of course, easy to oversee in scaled-up
measurements. At the nanoscale, different aspects of physics can be found in van der
Waals layered materials depending on parameters like temperature, electric or mag-
netic field, and pressure. Such rich systems are of my interest in order to understand
the dissipation mechanisms on layered surfaces.

In the following chapter 3, an introduction to non-contact dissipation is made. The
section provides the general theoretical background of the force interactions between
an oscillating tip and the sample. Forces that can be measured in our system and
origins of related non-contact dissipation are also discussed. This chapter is the base
of the discussions on the findings in this thesis.

Following the theoretical background introduction, experimental techniques are
discussed in chapter 4. It starts with the introduction of the experimental setup called
pendulum AFM. The section explains the force and dissipation measurements that
are performed with a cantilever oscillating like a tiny pendulum over the surface. The
cantilever probe and its force sensitivity are described here. A considerable amount of
time of this study is also dedicated to the development and optimization of scanning
tunneling microscopy (STM). Some STM and STS data are presented to show the
improvement in the system and the importance of tip quality. An introduction to
combined, simultaneous AFM/STM measurements are made.

The next four chapters are dedicated to the results obtained on studied samples,
and they are analysed depending on the physical phenomena that have an impact on
measured energy dissipation. Highly oriented pyrolytic graphite (HOPG) is the first
sample that is mentioned in this thesis. The sample description and the experimental
results are stated in chapter 5. HOPG is a van der Waals material with a relatively
simple structure that is an excellent example to demonstrate the lack of Joule dissi-
pation. Such a result is explained as due to the long electron mean free path and the
lack of electron scattering. In the following chapters, we see that this is not the case
for all van der Waals layered materials due to interactions complexity that is related
to crystallographic and electronic structure.

After HOPG, another van der Waals material, TaS, is studied. Experimental
results are discussed in chapter 6. Similarly to HOPG, the bulk crystal consists of the
stacked layers coupled by van der Waals interaction. However, it is quite different from



Introduction

HOPG regarding the crystal structure that has a significant effect on the electronic
and frictional properties of the sample. TaS, is metal dichalcogenide, meaning that a
single layer of the crystal is composed of one transition metal atom (Ta) in between two
chalcogen atoms (S) that are covalently bonded. The sample possesses an interesting
property called charge density wave (CDW) over a wide range of temperatures. CDW
is the result of electron-phonon coupling that is very weak in HOPG. TaS, goes under
structural transition and holds different charge density waves at different temperatures.
At room temperature, the nearly commensurate charge density waves (NCCDW) is
present that transforms into commensurate charge density waves (CCDW) for sample
cooled down below 183 K. This structural change triggers metal-insulator transition
upon further cooling down to even lower temperatures. At a low temperature, the
system is more ordered, electron-electron coupling starts to increase, and thus, the
Mott insulating phase is observed. The sample is studied at different temperatures to
see the effect of different CDW phases and Mott insulating phase on dissipation. On
TaS, surface, we observe the impact of electron localization onto the energy dissipation,
which manifests itself as an enhancement of Joule dissipation. On the other hand, on
a less ordered CDW phase, we observe van der Waals type of energy loss, due to the
fluctuating electromagnetic field.

In chapter 7, the topological insulator (TI) surface of BiyTes is discussed. BiyTes is
also layered material with a van der Waals interaction between the layers. However, it
has completely different electronic properties than the previously mentioned samples.
In this chapter, image potential states (IPS) are measured by STS, and energy dissipa-
tion in the presence of them is studied. IPS are unoccupied states that are bound with
a Coulomb like potential above the sample. When the state gets occupied, dissipation
in the system increases due to charge fluctuation. In the chapter, I present STM, AFM,
and combined AFM/STM experimental results. The sample is a semiconductor with
a small band hap, and electron scattering in this sample is suggested to be very low
comparing to the ordinary metals owing to the topologically protected surface state.
Thus the Joule type of dissipation is suppressed, which allows studying the dissipation
originating from IPS.

The last sample that is discussed in this thesis is SryTiO3. It is not a layered
structure but still is an interest because it may hold two-dimensional electron gas
(2DEG) on its surface. Depending on density, oxygen vacancies may lead to the
electronic 2DEG formation. It is found that the oxygen vacancies may act as quantum
dots and can be charged-discharged when an oscillating tip tunes the chemical potential
of the underlying surface. These events give rise to dissipation, and the mechanism is
discussed in more detail in chapter 8.

Chapter 9 sums up the thesis by giving a general conclusion and a short outlook
for future experiments.






Theory

E intuitively know that the objects are moved from their original positions to

a specific direction when they are pushed or pulled. We hardly think that

this is a result of the force applied by our hands. This type of force is called

contact forces and acts perpendicularly to the surface of the object. As a result, the

object is moved in the direction of the applied force. On a cold day, without thinking,

we rub our hands to each other to warm up. If we ask where the heats come from,

the answer a physicist would give is the friction forces. Friction forces differ than the

normal forces as they act parallel to the surface of the object, and a certain amount
of energy is lost.

Three laws of contact friction are the following;

1- Amontons’ first law: The force of friction is directly proportional to the applied
load
2- Amontons’ second law: The force of friction is independent of the contact area
3- Coulomb’s law of friction: Kinetic energy is independent of the sliding velocity

Although contact friction has been studied extensively, it is still an interest of fun-
damental and applied research. Contact aging, superlubricity, field controlled friction
are the current state of the art of contact friction. On the other hand, contact between
the objects is not needed for interaction. Two separate objects can have interaction,
and force can exert on these objects. These forces called as non-contact forces. Grav-
itational force is one of the examples of the non-contact forces. Earth gravitational
force acts on our coffee cup and makes it fell on the floor.

In this chapter, we will describe the theoretical concepts in the field of non-contact
friction that can be investigated experimentally using scanning probe microscopy
(SPM). First, we will introduce the forces present between two macroscopic objects
and within the working range of pendulum AFM and STM. These forces are relevant
to the interactions of two macroscopic objects separated 0.5 - 30 nm from each other
and maintain the coupling between those objects. In this work, we are interested in
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macroscopic objects such as the cantilever with a sharp, conducting, and rigid tip at
the end of it and the sample with a flat surface is our concern.

After that, mechanisms of energy exchange between an oscillating tip and the
surface in a non-contact regime will be introduced. Although we are discussing energy
transferred between objects that don’t have a contact, we will see that the dissipative
dynamics of the surface and also the bulk properties of the objects can be learned from
dissipated energy. Using this information, we will explore the dissipation mechanisms
of the surface due to the dynamics of the electronic nature of surfaces. We will begin
with an example of a dissipation-less system and discuss the necessary ingredients to
dissipate energy in the sample.

1.1 Forces measured by AFM

We can determine the acting forces between the objects that are separated by a
vacuum gap [8]. The total force acting on an object is the sum of the electrostatic, van
der Waals, chemical, and Pauli-repulsion force [9]. The contribution of these forces
to the total force is not equal since their strength and interaction length are not the
same. One has to determine the dominant force by studying the distance dependence
of the frequency shift [3].

Ftotal = Fel+deW+Fchem+FPauli (11)

Except of Pauli-repulsion and chemical forces present at very short separation dis-
tances the mentioned forces are attractive.

1.1.1 Electrostatic interaction

Elektron means amber in Greek, and word electric is derived from that. Around 600

B. C., they discovered that rubbing amber with a ball of wool makes amber attracts
some objects. Today, we know the reason is that the amber is electrically charged.
Objects can be positively or negatively charged. While the objects charged with the
same sign repel each other, objects that are charged with opposite sign attract each
other. Here electrostatic interaction that we discuss is the interaction between electrons
that are at rest. Interaction range can be up to micrometer distance depending on the
electron density of charged objects [10].

Two electrons can sense each other even if they are separated hundreds of nanome-
ters since electrostatic interactions are long-ranged. When two-sphere are charged with
the same polarity, the electrostatic interactions are repulsive. In the AFM configura-
tion, however, the charged AFM tip creates an image charge of the opposite sign in
the nearby surface, and thus the interaction force is always attractive. An illustrative
presentation of the magnitude and long-range character of this force:

1 Q1@

FCoulomb(F) - 47T€[) 2

(1.2)



1.1. Forces measured by AFM

where ¢q is the permittivity of vacuum, ); and ()5 are the charges in unit volume
and 7 is the distance between them. In the case of AFM, there may be static charges
present on the tip or locally on the surface. Although the forces between the tip and
the sample in such cases may be high and affect the measurements, static charges can
be reduced by annealing the cantilever or by coating the tip apex with a metal.

When two metal surfaces are brought closer together, and a bias applied between
them, they form a capacitor. The attractive force between them can be calculated as
the following ﬁcapacitor:%o%lﬂ, using the area of the capacitor A, the distance between
them 7" and the applied bias U. However, this relation is only valid for plate capacitors,
and we need to take the conical shape of the tip into account. Calculating the distance
dependence of the force for an AFM tip is more complicated than the plate capacitor
due to the long-range electrostatic forces and the stray fields of the conical tip. For
the tip-sample distances z larger then the tip radius R, an approximation can be made
by considering AFM tip as a sphere attached to the cone (Hudlet). The force between
a sphere and a plane for z > R:

2
Fophere(2) = —71'60%[]2 (1.3)

Now using the opening angle ¥ and tip height h, expression is closer to the real tip

case. The total electrostatic force for AFM tip:

R? 2+ R R/ sin(¢y)
F, =— e 4+ A(In(———) -1+ — 1.4
el.total(z) 7TEOUv [Z(Z + R) +c (H( H ) + 2+ R )] ( )
where 02:[ L If tip sample distance z < R, force dependence becomes

[intan(¥o/2)] -
megR/z. At these distances force is dominated by the contribution of the tip apex.
So far we considered the materials without their work function ®. If the objects
are made from different materials, the difference in their work function also affects
the force between them. The difference is called as contact potential difference (CPD)

Ucpp.

Ucpp = ®; — @, (1.5)

We reduce the equation above by combining tip dependence with the capacitance
gradient. Finally, we get the electrostatic force after we introduce the Uspp into the
simplified equation.

dc
Fo.(2) = —meol —|(U = Uéipp) (1.6)

Here we should note that the minimum force between the tip and the sample is
when CPD is compensated. The equation above expresses the CPD compensated case.

1.1.2 van der Waals interaction

Here we will consider the interaction between the dipole of neutral particles as a
result of quantum mechanical or electrical fluctuations. Although expectation value
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of finding a dipole of a neutral particle vanishes, an electric dipole d; can be created
due to quantum mechanical or electrical fluctuations. During the process, electric field
rises and induces a polarization ay/7 on another neutral particle. The interaction
length of the polarization is 1/7°. Dipole dy is created as a result of this polarization
that induces a polarization on «; /7. In another words, increase in fluctuation gives a
rise to van der Waals interaction. We can write the interaction between two dipoles:

dqd o
Viaw (7) = =% = ——5~ (1.7)

However, applying this approach for the macroscopic objects is not so realistic as we
need to consider the interaction of all particles. This is not possible due to the rapid
decay of polarization by a third particle. The potential is not easy to write for large
objects using this approach that creates significant problems for theoretical calcula-
tions. Nevertheless, the contribution of van der Waals interaction may be substantial
in some systems. At this point, we can make an empirical approach, we can write a
potential for the cantilever.

Here we will use empirically described potential with a distance dependence V,qu (7) =
1/7 [9]. Force can be derived using the potential:

) =0 ) = -8 (15)

Force is specified by using H, the Hamaker constant, as a fitting parameter to
describe the complex interaction with the radius of the tip R.

1.1.3 Chemical interaction -Leonard Jones potential

We will also mention interatomic interactions between neutral atoms and molecules
using Lennard-Jones potential. It is an essential concept because it offers an under-
standing of how atoms make a solid. .

Atoms are kept together with an attractive potential scaling with 1/76. The origin
of this attractive potential is the van der Waals interactions that we mentioned in
the previous section. Induced dipoles due to the fluctuating field of the noble gases
create an attractive potential. So atoms attract each other when they are far from
each other. On the other hand, if there would be an only attractive force, the atoms
would collapse. Pauli repulsion, scales with 1/r'2 keeps their cores from collapsing
when the distance between them is short.

Minimum energy configuration of infinitely many atoms is hexagonal closed packed
structure in Lennard-Jones potential. It also explains the dispersion relation of gases
and interactions of neutral molecules. Lennard-Jones is the potential generalized form
of the interactions of atoms both at long and short separation distances.

A B
Vi (1) = = + =P (1.9)

Here A and B are the positive constants that contains properties of the material.
More general form of the equation including € and o is:
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Vis(7) = 4el(5) = (3)"] (1.10)

where o = (B/a)'/% , e = A?/4B. In the following, Lennard-Jones force is derived
from the potential:

Foa() = 2020y — (2 (111)

The Lennard-Jones interaction force and the van der Waals forces show themselves
in the force-distance spectroscopy measurements in AFM. It is used to define the
attractive and repulsive regime and give a good insight on the tip-sample interaction
at the atomic level.

We discussed the nature of the potentials and related forces that are encountered in
AFM studies. The forces that are mentioned above can be considered as conservative.
This is only true for closed systems in which the energy is not lost to outside of the
system, and any energy exchange is reversible within the system. However, nature is
full of open systems, and energy is almost always exchanged between those systems.
It is continuously transferred to another form and eventually, it dissipates.

1.2 Mechanisms of Energy Dissipation

Non-contact energy dissipation can be measured experimentally in the form of energy

exchange between two macroscopic objects. To understand the non-contact friction;
one question we could ask would be "How and under which conditions is the energy
transferred from one object to another?”. If we talk about the most general case,
interactions between the objects that are not in contact are mediated by electromag-
netic field and energy is carried between two objects accordingly [6]. However, we
can study dissipation mechanisms in more detail, depending on where the transferred
energy dissipates once after it is transferred to the object.

We will discuss three primary dissipation mechanisms in this thesis, namely the
Joule-dissipation mechanism, fluctuation-dissipation (van der Waals friction), and phononic
friction. These dissipation mechanisms may exist in bulk or on the surface of the crys-
tal. A structural or electronic phase of the crystal, phase transitions or excitation of the
states may have a strong influence on the energy dissipation mechanisms [4], 111 [5, [6].
This thesis covers the energy dissipation due to electronic and structural phase tran-
sition and the impact of electronic structure on the energy dissipation.

1.2.1 Joule-dissipation mechanism

We know by experience that if we pass a current through a wire with a finite resistance,
the wire heats up. Ohm’s law states that the dissipated power P in the unit of Watt
can be expressed as P = R * I?, where R is the resistance, and I is the current. Here
electrical current causes heat dissipation - the process also known as Joule heating.
In the example of pendulum AFM, the tip is brought close to the sample surface.
The charge at the end of the tip creates an image charge inside the crystal. When the
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Figure 1.1: Schematic representation of three main non-contact dissipation mech-
anisms are phononic (left), Joule dissipation (middle), and van der Waals friction
(right) between the moving tip and the sample are shown. Phononic friction occurs for
small tip-sample distances if tip or surface are elastically deformed, and energy is lost
due to phonon excitation. Joule dissipation is due to long-range Coulomb interaction,
and energy loss occurs due to the creation of translational currents in the crystal via
image charge. Van der Waals friction is the energy loss mechanism due to fluctuating
dipoles. Enerqgy loss is observed due to so-called virtual photons. A wvirtual photon from
the tip is emitted due to dipole fluctuation and is absorbed by the sample. Re-emitted
photon is Doppler shifted when it is absorbed by the tip, which is the reason for van der
Waals friction. In other words, van der Waals dissipation occurs when the oscillating
tip experiences different electromagnetic “environment” every oscillating cycle.

virtual
photon
cmission

V7%

tip oscillates in a lateral direction to the surface, the image charge follows the same
movement. However, image charge is in a different medium than the actual charge
on the tip; its translational current experiences friction proportional to the resistance
of the crystal. While being a coupled system, energy losses are compensated by an
energy transfer from tip to the image charge. This mechanism is the non-contact
version of Joule heating. Since the interaction between the tip and the surface is
Coulomb interaction, the dissipation depends on tip-sample distance d and follows d%
dependence. The interaction length can be up to pum.

We can derive the Joule losses using an oscillating capacitor approach for the os-
cillating cantilever and the surface. We can replace the current in a wire with a
displacement current D that varies in time due to oscillating tip. For an applied bias
U, D can be written as the following;

oC 0C 0z

D(t)

where C is the capacitance that varies due to tip oscillation and z is the distance

between the tip and the sample. Due to oscillations of cantilever Z(t) = A;w;sin(w;t).

Inserting resistance of the tip and sample Ry, 2(¢) and D(t) to the Ohm’s power
relation we find the Joule losses.

10
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oC?
Pjowe = TD*(t) = Rtsg U? AZw? sin® (w;t) (1.13)
Then the average dissipated power < Pj,,. > for one oscillation cycle is found as
27 Jw 802
< Prouie >= / Prouedt = WRtsE U? AZw? sin® (w;t) (1.14)
0
Using the parameters for our system

< Pjoue >~ 107*Watt /cycle ~ 10 "ev/cycle (1.15)

1.2.2 Dissipation due to charge fluctuation

The fluctuating charge driven dissipation is a strongly temperature dependent phe-
nomena because temperature excites the particles and fluctuation increases, as well as
disorder in the systems. Although at a finite temperature charges always fluctuate, dis-
sipation due to charge fluctuation is not easy to measure since dissipation mechanism
is usually dominated by other mechanisms for example Joule dissipation mechanism.
[12, [6]. Fluctuation of single particles (atoms, electrons, dipoles) increases depending
on given energy as expected from fluctuation-dissipation theorem:

o

['(z) = T /.

< Fp(z,0)F., > dt (1.16)

Here the thermal fluctuating force F f1u(2,t) is averaged over time at a certain distance
z. When the force is averaged spatially, we get:

F’i == /aldek (1.17)
where o0, is the stress tensor of the sample.
1 1 9 9
Ok = E[EzEk + BBy, — §6zk(E + B*)] (1.18)

Here E and B are electric and magnetic fields respectively. Calculating this force
in this general form has an advantage for the possibility of extending it to a more
complex geometries. The theory explaining the fluctuation-dissipation approaches to
the problem as stochastic event.

1.2.3 van der Waals friction mechanism

A distinct case of fluctuation driven dissipation is van der Waals friction occurring
when fluctuating dipoles causes the attractive interaction force. Within the oscillating
reference frame, the virtual photons, which are the results of dielectric fluctuations,
experience momentum transfer. Thus considerable energy transfer between tip and

sample occurs. The typical distance dependence of van der Waals dissipation is of
I o d=3/2.

11
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High force and energy sensitivity are needed to measure van der Waals friction.
Measuring van der Waals friction is hard to even with a sensitive cantilever since other
dissipation mechanisms usually contributing to total dissipation more. However, if the
correct physical system is found, it can be measured using the pendulum system as
the sensitivity of it is in the order of T',,;, &~ 107 %kg/s.

1.2.4 Phononic energy dissipation

Pendulum AFM can induce both electronic and phononic excitations while oscillating

the cantilever near a substrate. Regarding the phononic mechanism, the tip oscillates
in very close proximity of the surface couples to the topmost atoms owing to short-
range chemical and van der Waals interactions. The in-plane motion of the cantilever
tip induces a time-dependent stress field acting on the surface, which in turn produces
longitudinal acoustic waves. Surface phonon excitation costs energy, which is next
measured as damping of the cantilever oscillations. For a spherical tip oscillating
laterally at a fixed frequency above an elastic surface, the friction coefficient depends on
the force like Ty, o< F2(d), where F(d) is the static force resulting from the interaction
between the tip and the surface. According to the Lifshitz theory, the elastic stress
caused by van der Waals interaction leads to a static force F(d) o< d72, so that the
phonon friction coefficient T',y, is expected to vary as d—*.
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Experimental techniques

N this chapter, I will explain the experimental setup, namely pendulum AFM, and
discuss the techniques used for performing the experimental work that is covered
in this thesis. We will also discuss the modifications made on the home built

pendulum system to perform scanning tunneling microscopy (STM) and spectroscopy
(STS) measurements.

Pendulum AFM is a home built atomic force microscopy operating in the ultra-
high vacuum chamber [I3]. The system can operate at room temperature (300 K),
liquid nitrogen temperature (77 K) and liquid helium (5 K) temperature. An external
magnetic field up to & 7T can be applied perpendicular to the sample surface.

Details of operating modes of the pendulum system will be given in the following
sections.

Figure 2.1 shows the 3-dimensional drawing of the pendulum system and the photo
of the scanning probe microscope head.

Preparing the experimental setup and characterizing the tools take more time than
the actual measurement itself. Before we run the experiment, we first create an envi-
ronment where the implementation of STM was a big part. The preparation includes
the sample to be measured, the proper probe to measure in AFM and STM configura-
tion that the carried measurement would be affected by the environment as small as
possible. Then there is the characterization of the probe, which is one the drawback of
probe microscopy and measuring in real space. If the probe is not well characterized,
then the measurement itself would not be useful. For that reason, preparation and
calibration of the cantilever play an essential role in the measurements. In this chap-
ter, we discuss the cantilever preparation for specific measurements. First of all, to be
able to measure such small forces, the system has to operate under ultra-high vacuum
(UHV) conditions. This is crucial for two things; one is to have a clean environment
such that the sample surface is not covered with adsorbate and the tip is clean as well,
the second one is that the particles in the environment must be insignificant amount
that the energy loss of the cantilever due to collision with the gas is negligible. Gas
particles in the environment affect the quality factor of the cantilever negatively if the
pressure is above 1076 mbar. Below that pressure, the reduction of the sensor quality
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Figure 2.1: Schematic drawing showing the pendulum AFM unltra-high-vacuum sys-
tem as well as the microscope head. The numbers stand for: 1 and 2 - set of mirrors
for laser beam deflection alignment, 3 - sample, 4 - STM contact, 5 - cantilever with
a cantilever holder, 6 - tip and sample at the far approach.

factor in negligible.

2.1 Pendulum Geometry AFM (p-AFM)

Pendulum geometry AFM takes advantage of oscillating the tip in a direction parallel

to the surface, and the perpendicular force gradient does not change drastically during
one oscillation cycle. The measured force is averaged over several oscillation cycles and
the lateral distance covered by tip oscillation. Since conservative forces are perpendic-
ular to the surface and force gradient can be considered as constant, the dissipative
forces are proportional to the viscous drag of the cantilever. Thus dissipative forces
are favoured in pendulum geometry AFM measurements. However, the poor lateral
resolution is a drawback of the method due to lateral averaging.

2.2 Cantilever dynamics in non-contact friction
measurements

Dissipation spectroscopy similarly to any spectroscopic techniques relies on perturba-
tion of the initial state and the detection of the perturbed final state. Due to the
non-invasive character of the method and small perturbation introduced by the tip,

many measured phenomena can be described within linear response theory. However,
the initial and final states are not the same in general:

E; # Ey (2.1)
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2.2. Cantilever dynamics in non-contact friction measurements

(a) (b) (c)
MN ML I\/lL

Leff LEff Leff

Figure 2.2: Forces acting on the advanced tip of the cantilever suspended in pendulum
geometry. On (a) the attractive forces stiffen the cantilever causing its oscillation
frequency to rise. In the presence of surface step the lateral forces soften (b)/stiffer(c)
the cantilever thus making its frequency decrease/increase.

The sensing mechanism in our system of mechanical oscillator bases on dissipative
force response to an interaction between the oscillator and the surface and the tip intro-
duced perturbation. A cantilever oscillates like a tiny pendulum. Therefore, minimum
detectable force and dissipated energy (power) are limited by the sensitivity of the can-
tilever, which is determined by its physical/mechanical properties. Also, the energy
that can be stored in the oscillator decays over time. Generally, it doesn’t matter how
good material quality of mechanical oscillators are, they are not dissipationless. Exter-
nal force drives the mechanical oscillator to keep the oscillation amplitude constant. If
the driving force stops, the oscillation amplitude decays in time due to internal losses.
In our case, the motion of the cantilever was controlled with a Phase Lock Loop (PLL)
electronics provided by Nanonis. The idea behind the PLL is to create a replica of
oscillation signal that is later put back with an adjusted phase to excite the sensor in
a maximum efficient way.

There are defects in the bulk of every material; these defects cause dissipation.
The cantilever is made of highly doped Si when the cantilever oscillates defects in Si
cause resistive switching. Resistive switching introduces stochastic fluctuation that
dissipates energy. We can characterize the cantilever as a damped harmonic oscillator
by using the linear simple pendulum approach.

Equation of motion for the cantilever can be written as:

meffd ;gt) + thliﬂ + Mg pwpa(t) = fear(t) + F(x(t)) (2.2)

Here f.,;(t) is the driving force acting on the cantilever to compensate the energy
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losses and keep the oscillation amplitude constant. In this equation m.s; effective
mass , I' damping coefficient, F(x(t)) tip-sample interaction force, and frequency of
the oscillator is wy. We are interested in the damping coefficient, which using Stokes
relation, defines the frictional force. Introducing the velocity of the harmonic oscillator
v friction force can be written as;

Ffrict'ion = —Tv (23)

Here we can write the damping coefficient of I' in more detail as all dissipation
channels contribute to total energy loss. In the following equation, N indicates the N**
dissipation channel.

N
I=> =T +T+T5+-+Ty (2.4)
1

There might be many dissipation channels in one system. We will start to derive
the internal losses of the cantilever because the internal loss of the cantilever is always
present during the measurements. Dissipation below this value is not measurable as
the signal is lost in the background of the internal dissipation signal. To determine
the cantilever internal looses, I measure the time scale of the decay of the cantilever
without having any interaction with the surface. The decay time of the oscillation
amplitude of the cantilever after the driving force is stopped is measured, and the
quality factor is derived using this information. Quality factor Q, along with spring
constant k, and oscillation frequency wy determine the friction coefficient of the free
cantilever.

TWo

Q="0 (25)
k

2.2.1 Minimum detectable force and dissipation

In analogy the minimum detectable force can be determined which for the extreme
case of ultra-soft cantilevers (k ~ uN/m) is as low as aN/v Hz:

2kgTk;
7 fiQi

Similarly the dissipated power of the free sensor (index 0 refers to the free cantilever)
is calculated:

Fmin =

(2.7)

Pp=— 2.8
° eQ; (2:8)

By means of measuring the distance d dependent excitation voltage we can determine
the dissipated power in case of tip sample interaction, as follows:
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2.2. Cantilever dynamics in non-contact friction measurements

R@ - =t - L9, (2.9)

Fi(d> = Pz'(d)

e

— — I 2.1
271'21422]07; 0 ( 0)

2.2.2 Advanced technology geometry Cantilever (ATEC)

In this section, we will discuss the force sensing mechanism in pendulum geometry
AFM. We will introduce the asymmetric tip ATEC-NC cantilevers and find the relation
between lateral and normal force components acting on the oscillating tip. Here we
use the linear harmonic oscillator approximation for the pendulum system To be able
to make such an approximation, cantilever movement should be small enough so that
sin(a) ~ 0. In this particular work, we considered a < 3°.

:
(a) ® i (c)

o ~ oL
i/ y
“ / %
[ \
fA
{4 Lo
Lest oA
3L )
f———!
\ N a
AOSC AOSC

Figure 2.3: The advanced tip geometry causes the non-negligible perpendicular ampli-
tude of the laterally oscillating sensor as described in the text. (a) cantilever geometry,

(b) - oscillating advanced tip cantilever and (c) - a schematic drawing for calculation
of perpendicular amplitude.

Equation of motion for an oscillating beam that is driven with a frequency modu-
lated signal can be written as the following,

mesrZ(t) = —kz(t) + F(2(t)) (2.11)

where m.ys is effective mass, k is spring constant,

FN - kdt
Ly =VI2+d2+ Ld
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FN.Leff. sin(a) = FL.Leff. COS(pi/2 + Oé)
Aosc = Leff-a

a; = Lesr(1 — cos(a))

Although the frequency shift is proportional to the force, it is not easy to distinguish
lateral and normal components of the force acting on the cantilever because of the
asymmetric geometry of the cantilever. One can use the static bending of the cantilever
to determine the normal forces act on the tip. Lateral movement of the cantilever is
measured from the PSD and movement perpendicular to surface can be calculated
using the above equation. We will use frequency shift for determining the distance
and bias dependence of the forces present between the tip and the sample. To discuss
the normal forces, let’s consider the static bending of the cantilever. When o = 0
the system can be considered as pendulum when o = 90 it operated as in the normal
geometry. For the large deflection angles at the close approach, the normal forces
might be higher due to induced perturbation and the system might become not stable
because of the of operation out of the linear regime. The phenomenologically found
value are: for the soft (long) cantilever

a=1.87°

and for the stiff (short) cantilever

a=3°
. The relation between normal and lateral components of the force can be calculated
as the following:

Fy = F,.0.0524 (2.12)

If cantilever with the same spring constant is used, smaller forces (both conservative
and dissipative) comparing to conventional AFM can be measured with pendulum
AFM because of the asymmetry of the cantilever (tip).

Cantilever is oscillated using an excitation signal at a central frequency, and the
optical detection method is used for detecting beam deflection. An infrared laser is
used for that purpose; infrared laser was focused on the cantilever and reflected light is
measured on the photosensitive diode (PSD) using low noise current-voltage converter
(IV-converter). PSD has four cells, which allow us to distinguish between the vertical
and horizontal deflection of the cantilever. Vertical deflection is a measure of static
forces acting between the tip and the sample. Static force can be calculated by using
the spring constant of the cantilever and displacement of the cantilever due to static
bending in perpendicular direction.

Fy = kd. (2.13)

18
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Figure 2.4: A schematics of AFM experiment. The bending of the cantilever and
the oscillation amplitude are measured with an optical detection mechanism. FExcita-
tion signal is adjusted with the help of PLL in order to keep the oscillation amplitude
constant.

2.2.3 Cantilever and calibration

Ability to use very soft (sensitive) cantilevers without snapping into the contact with
the sample is the strength of pendulum AFM. However, traditional cantilevers known
from conventional AFM can not be used in this system due to the tip geometry. We
are using the optical detection to measure the beam deflection, and the real amplitude
of the oscillating cantilever may change depending on the mechanical properties of the
cantilever, and measured amplitude depends on the exact position of the laser spot on
the cantilever bar [T4H16]. For calibrating the amplitude, we are using an amplitude
dependence of phase noise of an oscillating beam.

If an external sinusoidal signal does not drive the cantilever, there are still thermally
induced random forces exciting the cantilever. The amplitude of the cantilever due
to thermally induced forces is setting a limit for the minimum oscillation amplitude
and lateral resolution that can be measured. Thermal noise can be reduced by cooling
the cantilever to lower temperatures. We are limited to the liquid helium temperature
in the pendulum system. When the cantilever is driven with a sinusoidal signal, a
fluctuating signal still present on the periodically driven harmonic oscillator. Phase
noise of the cantilever has information on the internal friction of the cantilever. For
the semiconducting sensor, it is the resistive switching that causes the internal friction
of the oscillating beam. So, the phase noise, which is measured by PLL depends on the
oscillation amplitude of the harmonic oscillator. If the spring constant, the shape of the
cantilever and the temperature is known, one can calibrate the oscillation amplitude
by using the following relation.

z(t) = xosin(wg) + A(t) sinfwot + ¢] (2.14)
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Figure 2.5: A phase noise measurement depending on amplitude. For large oscillation
amplitudes (moving toward larger values of z-axis) the random walk of the phase as
measured by the lockin decreases. Image on the right shows the measurement curve
with a power fit. [15]

ao

0p=——, a=42131 (2.15)

I’/‘mS

As the oscillation amplitude decreases its phase noise o, should increase propor-
tionately following the proportionality constant a. Therefore, by measuring the phase
noise for different driving amplitudes, we can calibrate the amplitude of the sensor.

Force and dissipation both depend on the distance and applied bias. Both have
rich information for determining the interaction force and dissipation mechanisms.
However, defining the tip-sample distance is not accessible only by AFM. Although
AFM attractive and repulsive regimes can be determined very precisely, the real tip-
sample distance may not be measured with high precision depending on the material
quality of the tip or sample. For instance, uncompensated charges in the tip cause
static bending of the cantilever, and high forces are measured even at greater distances
preventing the tip-sample close approach. A more precise technique for defining the
tip-sample distance (or the sample surface) is scanning tunneling microscopy (STM).

STM feedback operates based on quantum tunneling phenomena, and tip-sample
distance is typically smaller than 1nm. Tip sample distance can be considered around
0.5 nm when tunneling junction is stable with a metallic tip.

2.3 Scanning Tunneling Microscope (STM)

Scanning tunneling microscopy is the grandfather of force microscopy and still being
developed to study the electronic properties of surfaces in real space (STM). STM is a
technique based on the quantum tunneling phenomenon. Electrons are not allowed to
be in a potential barrier, but Schrodinger equation has a solution for electrons on both
sides of the barrier if the potential barrier is thin enough (figure 2.6). This implies that
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2.3. Scanning Tunneling Microscope (STM)

sample

Figure 2.6: Schemcatic drawing to describe the tunneling barrier and quantum tun-
neling mechanisms in STM. While it is forbidden for an electron exist in the gap it
can tunnel through the barrier if it has enough energy.

electrons can tunnel through the barrier. STM has the advantage of using current as
feedback, can operate at typically smaller distances than non-contact AFM. In typical
STM studies, metallic wires with atomically sharp end are used to achieve atomic
resolution. The material of the tip is important, and materials like tungsten, gold,
PtIr which are metallic and have continues density of states are chosen for LDOS (or
DOS) measurements. By choosing these kinds of materials, one can be sure to measure
the DOS of the surface, not the tip. Our interest is towards the use of cantilever for
combined STM/STS studies.

Scanning tunneling microscope (STM), is a member of a scanning probe microscope
family that is used to investigate conductive and semiconducting samples with an
atomic resolution. It is based on the quantum tunneling phenomenon, which explains
electron passing through a barrier. In the case of STM, electrons tunnel between an
atomically sharp tip and a conductive/semiconducting sample. Bias is applied between
the tip and the sample to measure a net tunneling current [17, [1§]

Representative image of quantum tunneling from sample to tip is shown above. ¢
is the work function of the sample. Region 2 represents the potential barrier (and
in the case of the STM, it is the gap between the tip and the sample). To make
a microscope using the tunneling phenomena tip mentioned above is scanned over
the sample surface while the tunneling current kept constant between the tip and the
sample. Hence, this mode is called the constant current mode. While tunneling current
is used as a feedback parameter, tip-sample distance should be less than 1nm. During
the scan, the STM tip follows the morphological and electronic structure of the surface
simultaneously. Another operation mode of STM is the constant height mode where
the tip-sample distance is kept constant. In this mode, the tunneling current changes
due to the electronic and morphological structure of the surface and the measured
tunneling current is used to generate a topographic map of the surface. STM tip
can be moved with a sub-angstrom resolution by using piezoelectric materials. The
resolution is in the picometers in the z-direction. Since currents that are measured in
STM studies are in the pico ampere range, I/V (current to voltage) converter with 10®
to 10'° gain is used. By using an I/V converter, the tunneling current is converted
into voltage depending on the gain factor of the I/V converter. The preferred position
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Figure 2.7: (a) Power spectrum density (PSD) of the current signal depending on
the frequency for comparing noise levels. While noise is the highest when there is no
ground, 50 Hz noise is significantly reduced with the new current line. STM data on
HOPG surface with atomic resolution before (b) and after (c) changing the cables.

of the I/V converter is almost immediate after the tip-sample junction.
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Figure 2.8: A scheme is showing STM at operation. The bias voltage is applied to the
sample while the tip is grounded. The sample has approached the tip until tunneling
current is measured. The tunneling current is measured via I/V converter and used as
a feedback to control the tip-sample distance.

STM cables in the system were changed to shielded coax cables to achieve a better
signal to noise ratio. The tunneling current is used as a feedback signal for performing
STM and STS. Typical tunneling current at maximum in the range of low nA, a signal
is difficult to transfer over long distances because it can be disturbed by external
signals. Initially the STM was tip biased, and tunneling current was read from the
tip as well, and later on, for convenience, the operation has been changed to sample
biased configuration while the tunneling current was read out from the tip. Carrying
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tunneling current and bias through separate wires reduces the noise substantially in
the current signal. Tunneling current signal has to be carried for 2m before it is
converted to a voltage by an amplifier which makes it more vulnerable to all types of
noises around. After introducing new cables for current and bias, signal to noise ratio
was tested by using mechanically cut Ptlr STM tips. The tests were done for the open
circuit of tunneling current (without surface) and closed circuit of tunneling current
(with sample).

STM was tested with Pt/Ir tip. I found that the best I/V converter is Variable
Gain Low Noise Current Amplifier DLPCA-200 from Femto. I tested the electronic
noise and found the best grounding configuration for reducing the noise. I tested can-
tilevers and found that bests are Pt or gold-coated ATEC-NC for combined STM/AFM
experiments.

Figure 2.9: STM data on poly-crystalline Au surface with Au(111) facets taken by
using platinum coated cantilever ATEC-NCPt. STM data show different scan ranges.

Herringbone structure is shown in the image on bottom-right. Tunneling parameters,
L,=500 pA, V,=1.2V.

Poly-crystalline Au surface with Au(111) facet was used as a test sample for STM.
We preferred it because Au is a metal and its surface is soft. The surface is easy to
scan in STM mode and it is not likely to damage Au (or Pt) coated Si tip on such
surface. Herringbone structure on Au (111) was successfully measured in STM mode
using ATEC-Pt cantilever.

Nc-AFM operated at least couple of nm away from STM operation distances. The
tip-sample distance is mediated by a measured force and it is possible to scan the sur-
face for a long period of time without manipulating or damaging the surface. Tapping
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Figure 2.10: TuS; surface scanned by using tapping mode (left) and STM mode
(right). Oscillation amplitude of free cantilever 500pm, 400pm on the surface. Tap-
ping mode image shows less features on the same area. STM image shows more details.
Inset image is the zoom in that is marked in STM data. Tunneling parameters, I, =64
pA, Vb =11V.

mode is also useful in pendulum geometry AFM in order to scan the surface at close
tip-sample distances in AFM mode. However, force signal is gathered as an avareged
signal over many oscillation cycle. In pendulum AFM, the cantilever is oscillated in
lateral and reduces the lateral resolution depending on oscillation amplitude. Con-
sidering the size of typical atomic lattices are in hundreds of pm ranges and typical
oscillation amplitude for a stiff cantilever is minimum 300pm, it is not very likely to
achieve the atomic resolution. We can solve this problem by operating the system in
STM mode. STM data shows atomic structure details because the feedback signal is
the tunneling current and the tip does not oscillate in the lateral direction. More-
over, the tip scans the surface at smaller tip-sample distances and gives higher spatial
resolution as compared to AFM mode of operation.

2.4 Combined p-AFM/STM

We succeeded to perform spectroscopy measurements with the pendulum system using
an STM feedback with an oscillating tip with a relatively stiff cantilever (k>40N/m)
with metal (Au) coating. While tip-sample distance is regulated by tunneling current,
we achieved stable tunnel junction with small lateral oscillation of the tip. Operating
AFM feedback with such small amplitude is not possible because the change in force
is not high enough to be used as a feedback signal. However, once a stable feedback
mechanism can be achieved using tunneling current as a feedback signal, a change in
the excitation signal is within the measurement range. We typically used oscillation
amplitude A,,. < 70 pm to avoid disturbance in the feedback line. Larger oscilla-
tions introduce high translational currents that cause instability in the feedback. The
combined AFM/STM operation was important to define the tip-sample distance since
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STM operates typically at much closer distances as compared to AFM. The typical
range of operation is at < Inm tip-sample distance.

Figure 2.11: Schematic drawing showing the working distances in STM, AFM and
simultenous STM/AFM measurement modes. STM has the shortest working distance,
tip-sample distance can be determined better in this mode.

2.4.1 Probes

Pt90/Ir10 alloys are rigid and can be prepared by mechanical cutting. Tips made of

Ptlr wires are good to perform stable STM measurements, but one cannot measure
forces with them, as they are rigid wires and static forces cannot be measured due
to lack of bending. In most of the measurements we used gold-coated Advanced
Technology Cantilever for non-contact measurements (ATEC-NCAu cantilever) with
a nominal spring constant k~50 N/m except the measurements on Au(111), HOPG
and room temperature measurements on 1T-TaS,.

ATEC-NCAu is a multipurpose cantilever with a metallic tip and high-quality
factor (measured up to 25000). If mounted sufficiently good, up to 107'* N/v/Hz
force sensitivity can be achieved. Metallic tip enables to perform STM, STS, and
AFM measurements consequently without a need to change the probe. Moreover,
simultaneous AFM/STM measurements can be done. Regular/ordinary STM tips
that are metallic and rigid wires were not used in combined STM/pAFM studies. The
experiments were carried out with the flexible STM tip. We gain information about
the forces by monitoring the static bending of these flexible probes. The scanning tip
was metallic (gold coated) and free from uncompensated charges in order to perform
proper STS measurements and to avoid static bending of the cantilever caused by
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electrostatic interaction. The same is valid to our AFM measurements, although AFM
nominal working distance is further away from the surface as compared to STM.

Static forces were measured using the vertical deflection signal. Data shows that
if the tip is not metallic, forces are in the nN range while it is in the pN range if the
tip is metallic. The amount of the uncompensated charges at the end of the semicon-
ducting tip might be the reason of huge forces that are measured with a non-metallic
tip. Since the tip has a significant role in understating the measured phenomena in
SPM, testing and calibrating the tip the correct way are also very important. Force
measurements shows the importance of the tip material and quality to perform si-
multaneous STM/AFM measurements. It also explains why sometimes tip-sample
distance is not defined very well using only force-distance curves. If the soft cantilever
has a semiconducting tip, the forces would be measurable while the tip still far away.
Since the cantilver is soft, the sample wouldn’t be harmed but the cantilever would
bend. While the tip is brought closer to the sample surface, the bending may be too
much to operate the oscillated cantilever in the linear regime. As a result it wouldn’t
be possible to operate the pendulum AFM in close proximity of the surface. If the
tip is metallic (free from uncompansated charges), it is possible to operate the system
in STM mode and one can determine the tip-sample distance based on the operation
distance of STM and than measure the forces at those distance. This would help to
determine the boundaries of the measurement.

In simultaneous measurements, we used STM feedback and measured z-V by ap-
plying A = 30pm lateral oscillation to the tip. At the very close distance of STM
operation, much smaller amplitudes compared to regular AFM measurements have to
be applied. So, the modulation currents due to the oscillation of the cantilever are
negligible, and do not contribute to the STM feedback. In this mode, tunneling cur-
rent were gathered together with dissipation signals simultaneously as well as force
information.

2.5 Sample preperation

Pure crystals are used in this study. For the layered samples, we cleaved the topmost

layers using sticky tape and immediately introduced the crystal into the load lock.
Some samples were heated to check the effect of air exposure to the samples, but we
didn’t see a strong influence of cleaving them in air. We also annealed some of the
HOPG and BiyTes samples up to 110 C° and didn’t see much of an effect in our regular
STS and dissipation measurements. SrTiOj sample was prepared in the preparation
chamber by flashing-annealing cycles (Details are given in the chapter ).
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Figure 2.12: Spectroscopies showing the difference of a good (metallic) and bad (un-
compensated charges). Data taken in (a), (c) with a bad and (b), (d) with a good
tip. (a) and (b) showing the vertical deflection during the bias spectroscopy measured
simultaneously with dissipation signal on Biy Tes surface. tip sample distance is 40 nm
in(a) and S5nm in (b). Amount of static force measured is in the same range for the
two spectra but the amount is huge for 40nm distance. Tip-sample distances in (c)
and (d) are less than Inm as both I(V) spectra are measured in STS mode. While 1(V)
curves are not similar, (d) is the expected curve on BiyTes surface. Following this,
static force shown in (c) is an order of magnitude larger than in (d).
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van der Waals layered materials - HOPG

RAPHITE is known as one of the best solid lubricants for industrial applica-
tions because of the lack of friction between its layers. Graphite crystal is
composed of AB stacked graphene layers. As a two dimensional zero bandgap

semiconductor, graphene attracted scientists a decade ago. Scientists who succeeded
to isolate graphene were awarded Nobel prize, and it is still a popular material today
in nanoscience and technology [19]. Being one atom thick, electron-phonon coupling
in graphene is not so strong and leads to a long mean free path of electrons as long as
there are no defects or edges. Long mean free path means that Joule type of dissipation
is expected to be negligible or lack in graphene. Although electrons in graphene are
highly mobile, the dissipationless conduction is only valid for a perfect crystal. Any
defect in graphene may act as a scattering center for the energetic electrons and causes
an energy loss. Single-atom defects, grain boundaries, or edges can be considered as
defects. A recent study shows that defects at the edges of the graphene device act as
scattering centers and dissipates via heat. Dissipation is very low on the not defected
area [L11, 20].

One of the main challenges for making graphene devices is the substrates used for
support graphene. Substrates have a strong influence on the electronic and structural
properties of graphene that makes it not easy to prepare a perfect graphene device.
Metal substrates dope the graphene and semiconductor substrates make charge pud-
dles.

Graphite is a known crystal, but it also holds interesting physics; superlubricity,
van hove singularities were reported on graphene/graphite systems. Highly oriented
pyrolytic graphite (HOPG) has fewer defects comparing to graphene due to the produc-
tion process. However, the topmost layers can be rotated due to the weak interaction
between them. Super periodic structures called as moire patterns form on the rotated
layer on graphite. Moire patterns were reported to have different conductivity than
HOPG [21I]. Recently, Mott insulating behavior and the superconducting transition
was reported for special rotation angles on twisted bilayer graphene.
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Chapter 3. van der Waals layered materials - HOPG

3.1 Structural properties

Carbon atoms in the graphene layer are strongly bonded in a hexagonal lattice, and
there is only weak van der Waals interaction between the layers so that the layers can
be cleaved easily. Different than other derivatives of van der Waals layered materials,
graphene doesn’t have covalent bonds, only carbon-carbon (C-C) bonds in the layer
and empty p, orbitals. On the left image in Figure 3.1, AB stacked graphene layers,
HOPG, is shown. STM image showing the triangular atomic resolution on HOPG
using a Pt/Ir STM tip at 77K. AFM image on the right is showing the large area scan
at 77 K on HOPG.

Figure 3.1: The schematics of HOPG structure and STM image showing the atomic
resolution on HOPG (left). Large scale AFM topography image shows a clean HOPG
surface with some steps and terraces on the right.

3.2 pendulum AFM study on HOPG at 77K

Force-distance spectroscopy was performed on a clean terrace on the HOPG surface
(shown in Figure 3.1) by pendulum AFM with ATEC-CONT cantilever (force constant:
0.2 N/m). Force- distance curves are shown in Figure 3.2 show the lack of the long-
range electrostatic dissipation on HOPG. In Figure 3.2 distance dependence of the
frequency shift changes with an applied bias voltage, and it starts to shift visibly when
the tip-sample distance is around 14 nm. However, dissipation curves with 0 (black)
and 5 V (red) applied bias only show rise when the tip-sample distance is less than 1
nm.

Dissipation map showing the distance and bias dependence of the force and the
dissipation is similar to force-distance curves. Although the force map indicates the
existence of electrostatic force, it does not influence the dissipation. Simultaneously
measured dissipation doesn’t show any dependence on the applied voltage and the
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3.2. pendulum AFM study on HOPG at 77K
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Figure 3.2: Force distance curves for 0 V and 1 V applied bias voltage. While force-
distance curve changes with an applied bias voltage, dissipation behavior stays the
same.

distance. Only when the tip-sample distance is less than 1 nm, then dissipation rises,
which can be regarded as a phononic type of dissipation at this interaction range.

While electrostatic interaction can be measured between an oscillating tip and
HOPG surface as it is visible in a force signal, dissipation due to this interaction is
below 10~ kg/s. The spectroscopy is performed far from other scattering centers like
step edges or defects.

Although electrostatic dissipation was not observed on HOPG, it is expected to see
a rise in the Joule dissipation or van der Waals friction close to the edges of the terraces
or on several moiré/HOPG systems. The lack of long-range Joule type of dissipation
is natural when we take into account the long mean free path of electrons in graphitic
surfaces due to the weak electron-phonon coupling and thus lack of electron scattering.

The experiments on HOPG were done when STM and the tips for STM were
not optimized. Suggested experiments with an optimized setup would be to study
the electronic structure of HOPG and repeat the force measurements close to the
step edges or on moiré structures where electron localization or stronger interlayer
coupling presents. Combining the STM study with dissipation spectroscopy would
open up a possibility to investigate unconventional superconductivity on moire systems.
Electron-phonon interaction is crucial for conventional superconductivity, but moire
patterns show unconventional superconductivity upon Mott insulating state for some
rotation angles that is a result of Coulomb interaction rather than electron-phonon
coupling. Omne can study the effect of electron-phonon coupling via moire patterns
with different rotation angles as Coulomb interaction can be tuned by the change of
the rotation angle of the graphene layers [11]. —

I have also performed z(V) spectroscopy and could measure image potential states
with a metallic cantilever in STM mode [22]. However, I couldn’t perform z(V) spec-
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Figure 3.3: HOPG force-maps. On the left force map is shown and on the right is
the energy dissipation. Both are represented as follows: on z-axis mutual tip-sample
voltage 1s shown, while the y-axis stands for tip-sample distance.

troscopy with an oscillating tip. The layers possible were moved with an applied force
by an oscillating tip as a result of the weak interaction between the layers that shows
the effect of superlubricity on HOPG.

3.3 Summary

Here results on HOPG give a straightforward explanation to the lack of electrostatic

friction. For that reason, it is considered as the reference sample for other layered
materials in this study. In the next two chapters, we will see that other layered
materials are not as straightforward. We will discuss the determining factors for energy
dissipation and its strong dependence on the structural and electronic properties.
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Transition-Metal Dichalcogenide - 1T-TaS,

RANSITION Metal Dichalcogenides (TMDC) are of great interest to scientist
because they hold a platform to explore conventional and unconventional elec-
tronics simply by thinning the layered crystals. They are studied for a long

time for their phase transitions and understanding the nature of charge density waves.
However, as most of the crystal system, they are rediscovered for their topological
behaviors and unusual superconductivity is driven by phase transition. 1T-TaS, is
a peculiar one as it has a rich phase diagram for CDW and also goes under Mott
transition at low temperatures. It is our interest to understand the frictional nature
of 1T-TaS, due to electronic and structural phase transition driven by temperature
change.

4.1 Crystal structure

Van der Waals layered materials are similar to graphite with a weak van der Waals
interaction between the layers except individual layers are not single atom thick. Layers
can be cleaved with sticky tape and top of the surface would be terminated with S
atoms.

In a layer, Ta atom is surrounded with three-coordinate sulfide atoms that are
covalently bonded to Ta. TaS, is found in the different structural phases leading to
considerable differences in their electronic and structural formation. The most known
polytopes are 1T-TaS, and 2H-TaS,. Single-layer 2H-TaS, has a triangular lattice
where Ta atom is at the center, and S atoms are positioned in a triangular lattice
as its upper and lower neighbors. This type of stacking is called ABA-stacking, and
inversion symmetry is broken in such structure. However, in 1T-TaS,; Ta atoms are
surrounded by S atoms forming a quasi/nearly octahedron, preserving an inversion
symmetry with ABC-stacking. Crystal structure and unit cell of 1T-TaS, are shown
in Figure 4.1. The lattice constant of the crystal in the normal direction (c-axis) is 585
pm and 338 pm in the layer. While 2H-TaS, is superconducting at low temperature,
1T-TaSs becomes an insulator. Although phase transitions in both systems are quite
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Figure 4.1: 1T-TaS; crystal has van der Waals interaction between the layers (see
text for details).

intriguing, in the scope of this thesis, we will focus on 1T-TaS,.

4.2 Charge Density Wave and Mott Phase transition

Disorder in physical systems increases with temperature. When the systems are cooled
down, weak interactions in the system become more important. Peierls suggested that
a one-dimensional metallic electronic system coupled to the crystal lattice (electron-
phonon coupling) cannot be stable at low temperatures due to electron-phonon in-
teraction. Periodic lattice distortions give rise to a collective mode known as charge
density waves (CDW). Dispersion relation of charge density of the new phase differs
from the metal [23-26]. Position-dependent modified charge density of the system
can be expressed with the following relation with a wave vector of electron-hole pairs
q = 2k and electron density po.

p(x) = po + prcos(2kpx + ¢) (4.1)

Different phases of 1T-TaS, are accessible upon heating or cooling the sample.
Above 543 K the system is in a phase so-called normal phase (N) as metal and may
transform into 2H-TaS,. When it is cooled down, several phases appear; incommen-
surate (I) phase between 543 K and 351 K, nearly commensurate (N) between 351 K
and 183 K and finally it transforms to commensurate phase with Cv/13xy/13 - R13.9°
super-periodic structure. When it is heated up from the C phase, the 1T triclinic in-
commensurate (I) phase appears between 223 K and 283 K in addition to other phases
existing on cooling. In the CCDW phase, 13 Ta atoms form David star where they
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4.2. Charge Density Wave and Mott Phase transition
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Figure 4.2: A model showing distortion in 1D atomic chain, CDW formation and band
gap opening. a) 1D atomic chain is in order and stable in absence of electron phonon
coupling, showing an ordinary metal structure. (b) When the lattice is distorted, CDW
are formed and band gap opens.

have a triangular symmetry. One Ta atom is at the center of the star, and 12 Ta atoms
slightly come closer to the central atom.

1T-TaSe,y, structurally similar crystal to 1T-TaS,, goes under incommensurate to
nearly commensurate phase transition at 523 K on cooling with a jump in resistivity
but the metallic state is still preserved, and resistivity goes down following the decrease
in temperature immediately after the jump [28]. The resistivity of 1T-TaS, also shows
a jump following the transition from I to NC phase, however, it makes a second jump
at 183 K while cooling due to the transition to commensurate phase [29, 30]. Period-
icity of CCDW matches with the lattice of the crystal so that the CDW is supposed
to be pinned stronger than in higher temperatures. Since high temperature induces
disorder making the collective excitation more possible at higher temperatures, CDW
has weaker pinning at high temperatures. At incommensurate phases, conduction can
occur due to sliding of the CDW or through boundaries.

It can be seen in figure 4.3 that resistivity is three orders of magnitude higher in-
commensurate phase than in nearly commensurate phase. There is more to understand
about the drastic change in resistivity in 1T-TaS,. As 1T-TaSE, stays as a metal at
low temperatures and 1T-TaS2 becomes insulator; the behavior of 1T-TaS2 cannot
be explained only by the structural phase transition in the crystal. CDW transitions
are due to electron-phonon coupling that introduce CCDW with v/13xy/13 structure.
Metals with half-filled d orbital may exhibit metal-insulator transition at low temper-
atures due to strong electron correlation, which is explained by Mott. Hence, it is
called a Mott transition. Mott transition in 1T-TaS2—2 has been proposed by Tosatti
and Fazekas [29] as an explanation of the drastic change in resistivity. However, the
CDW formation is due to electron-phonon coupling, and superlattice formation creates
a necessary environment for electron-electron coupling resulting in the Mott transition.
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Figure 4.3: (a) Change in p, for 1T-TaSy depending on temperature. Sharp changes
in resistance happen at phase transition temperatures, and hysteresis around 200 K
presents between heating and cooling. [27] 1T-TaSy crystal. (b) Temperatures where
phase transitions occur and different CDW phases. (c¢) Models are showing three types
of CDW phases that are measured on 1T-TaS;. In the CCDW phase, so-called David
star is formed by 13 Ta atoms.

CCDW state exists without needing the presence of Mott state, rather the presence
of CCDW generates the conditions for Mott transition to happen. Thus, 1T-TaS,
goes under structural, Peierls transition and electronic, Mott transition simultane-
ously, and both of them trigger metal-insulator transition. The Mott gap is reported
to be around 400 meV; the CDW gap is almost two times larger than that and equal
700 meV [31], 32].

In the next two sections, I will show experimental results on the electronic and
frictional responses of 1T-TaSs studied with STM and pendulum AFM, respectively.
The first question we would ask whether strongly pinned CCDW and the Mott gap is
the reason for high Joule dissipation at low temperatures.

4.3 Study on the electronic properties of 1T-Ta$S,

Electron-electron and electron-phonon coupling have a great impact on the complex
structural and electronic properties of the sample. Both electron-phonon and electron-
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4.4. Study on energy dissipation mechanisms on 1T-Ta$S,

electron interaction contribute to the observed CDW. The sample was studied by STM
using a metallic cantilever at T=77K. An atomic-level resolution was achieved, and
Scanning Tunneling Spectroscopy (STS) was performed at temperatures T=77 K and
T=5K. STM and STS measurements were performed with Au coated tip with ATEC
geometry cantilever and with spring constant k=40 N/m. The STM was measured in
constant current mode.
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Figure 4.4: STM data shows atomic level resolution on CCDW on 1T-TaSs with
Dawvid star formation at 77 K. 1.28 nm periodicity can be measured on the line scan
along the superlattice(left). Tunneling parameters for STM data: ;=400 pA , V,=1V.
Differential conductance at 5K is compared to differential conductance at 77 K.
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David star formation was marked with yellow stars on STM data shown in figure
4.4. The line scan over the superlattice is also shown. The period of the superlattice
is measured to be equal to 1.28 nm, where the theoretical value is 1.2 nm. The
corrugation of David star is equal to 150 £10 pm. Relatively huge corrugation is
due to the protrusion of Ta atom at the center of David star, which is a result of
surrounding Ta atoms coming closer to the center.

STS was performed on the same area, and the dI/dV (V) curve has been numerically
derived from the measured I(V) curve. Differential conductance (dI/dV(V)) at 77 K
and 5 K are compared in figure 4.4. Mott gap has been measured 350 mV at 77 K,
which is slightly smaller than the values reported before. However, the band gap I
measured at 5 K is more close to the values already reported. The first impression
STS data gives is that the band gap becomes wider at 5K due to the Mott insulating
state.

4.4 Study on energy dissipation mechanisms on
1T-Ta52

4.4.0.1 Dissipation measurements at 5 K

Next force-distance spectroscopies were performed at 5K with relatively stiff and
metallic cantilever (ATEC-NCAu) with a spring constant of k=52N/m and central
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frequency fy &~ 250kH. Oscillation amplitude A,,. =~ 3nm is used. Acquired force and
dissipation data are averaged over several atomic sites due to relatively high oscillation
amplitude, yet it can be considered as local.
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Figure 4.5: (Left) Damping coefficient depending on applied bias was taken on an
area shown in STM data at 5K (inset). (right) Force and dissipation spectra on 1T-
TaSy depending on the tip-sample distance at T=5K. 50 mV was applied between the
tip and the sample to compensate contact potential difference. Inset data shows the
STM image of 1T-TaSy surface at 5K with an atomic resolution and CDW. I,=1.6nA,
Vo=80mV, k=40N/m, amplitude Ays.=3nm, and fo=256 kHz.

I studied the energy dissipation on 1T-TaS; at 5K when the charge density wave
is incommensurate phase together with the Mott insulating phase. The dissipation
spectra (damping coefficient) shows a parabolic dependence on the applied bias. This
parabolic behavior is attributed to the electrostatic interaction and Joule dissipation,
between the cantilever and the surface. The STM data is shown in the inset with
atomic resolution, but CCDW is not as pronounced as it is at 77K. Sample resistance
at 5K is two orders of magnitude higher at 5K comparing to the resistance at 77K due
to Mott insulating transition. The frequency shift and dissipation curves plotted in
figure 4.5 shows the distance dependence of force and dissipation. The spectroscopy
was performed by applying 50mV between the tip and the sample to compensate
contact potential difference (CPD). Although CPD reduces the electrostatic interaction
to a minimum by compensating the additional field due to work function difference
of the materials, dissipation still shows a strong dependence on tip-sample distance.
The curve was power fitted, and 1/1? dependence was found. Such dependence is the
signature of pure electrostatic friction that can be measured on bulk structures.

After single spectroscopies, force and dissipation spectroscopy versus both bias
and distance were performed. Figure 4.6 left (left) shows the frequency shift (Af)
depending on applied bias and tip-sample distance. Although due to complicity we
didn’t calculate the force quantitatively using frequency shift data, we can say that the
frequency shift is proportional to the force, meaning that the higher frequency shift
corresponds to a higher force. The map shows that the force has a strong dependence
on both bias and distance. The dissipation map is shown in the right of figure 4.6, and
the dependence of dissipation on bias and distance is strong. That is also valid for Af
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Figure 4.6: The Af (force) map is shown on the left side. Map shows the dependence
of the force to the applied bias and the distance between tip and the sample. Negative
shift in the frequency means higher forces. Dissipation map measured simultaneously
with force map is shown on the right side. Higher damping coefficient means higher
dissipated energy. The spectra is taken by using gold coated ATEC geometry cantilever
(ATEC-NCAuw). Parameters: fo=250kHz, k=52N/m, A,s.=3.3nm.

map. The damping coefficient is a measure of dissipation, and the minimum damping
coefficient on this phase was 1-107%kg/s. If we calculate the power dissipation using
the oscillation amplitude A,,. and the central frequency fj of the cantilever we find the
power dissipation in the order of few eV /cycle. In dissipation measurements typically
meV /cycle power dissipation is measured for single/few electron charging-discharging
events [33].

Considering this the dissipated power on this CCDW together with Mott insulating
phase is humongous, however, understandable. Dissipation spectra strongly indicate
that the primary dissipation mechanism is Joule dissipation, and it is proportional
to the sample resistance. At low temperatures, the system tends to be more stable,
and that is what’s happening to 1T-TaS;. At T=5K, the CDW on the sample is
strongly pinned as compared to pinning at higher temperatures. When the system
is cooled down to 5K, CCDW triggers Mott insulating transition, which introduces
higher resistance and leads to higher Joule dissipation.

4.4.0.2 Dissipation study at room temperature

To compare the effect of different CDW phases on energy dissipation, similar force and
dissipation spectroscopy were performed on the sample surface at room temperature
(T=300K). In figure 4.7, force (left) and dissipation (right) maps are shown. While
the frequency shift doesn’t show any dependence on distance and bias, the dissipation
map shows dependence to both of them.

Force and dissipation map on the surface shows dissipation without net normal
force. This situation can be understood if one assumes that the dissipation mechanism
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Figure 4.7: The Af (force) map is shown on the left side. Dissipation map measured
simultaneously with force map is shown on the right side. Higher damping coefficient
means higher dissipated energy. While dissipation changes depending on distance and

bias, force doesn’t change. Parameters: fo=12.225kHz, k=0.12N/m, A,s.=3nm.

is due to the fluctuation of the electromagnetic field. Averaged normal force can
be zero while the system dissipates energy. The analog to what we measured on
the NCCDW phase of 1T-TaS, is the Brownian particle. Single Brownian particle
surrounded by other particles would be hit by those particles and possible be drifted
from its original position when given enough time with the energy transferred to that
particular particle from the surrounding particles. However, it wouldn’t be possible
to move it from its original position to the designated point because there is no net
normal force acting on it. The direction of the forces is random, and the total force is
zero because it is a vectorial quantity and they cancel out each other. The same thing
applies here, considering the measurement of frequency shift. Normal forces contribute
to the frequency shift, and if there are fluctuating forces present on the surface, the
averaged net force measured by an oscillating tip may be zero, yet energy is dissipated.
Fluctuating forces and dissipation relation is given below by the fluctuation-dissipation
theorem. Here I is the thermal average of the fluctuating force in the equilibrium state
at fixed separation d between the tip and the sample.

r < f(to)f(tl) > (42)

kgT

In the geometry of pendulum AFM, we consider that the pendulum system operates
in the linear regime which required a symmetry oscillation of the cantilever around the
minimum. This symmetry oscillation may result with zero or very small net normal
force if there is van der Waals interaction between the tip and the sample. However,
one can favor the normal forces by using a larger oscillation amplitude thanks to the
asymmetric shape of the cantilevers. If the oscillation amplitude is small, the oscillation
would be symmetric. However for larger amplitudes due to tip asymmetry tip motion
would be slightly favoured to one side thus making the sensor slightly sensitive to the
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normal force. Amplitude-dependent force distance spectroscopy was performed to try

this idea.
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Figure 4.8: Damping coefficient increases with an increasing amplitude or bias. Am-
plitude dependence of force curves show that if the amplitude is big enough, the averaged
normal force can be different then zero so that negative frequency shift may be observed.

In Figure 4.8, the force and dissipation distance curves are plotted for different
amplitude and applied bias voltage. The black curve is with small oscillation amplitude
Agse=3nm and 3.5V. It shows that the dissipation starts to rise for the tip-sample
distance d< 6nm. On the other hand, force doesn’t show a change till d= 2nm and
only shows a positive shift as it is in the repulsive regime in the Lennard-Jones potential
without experiencing an attractive regime. The red curve obtained for bias voltage
5V and A,,.=3 nm is also consistent with the black curve. The dissipation starts to
rise already at large distances, and force also follows that, but it doesn’t show different
behavior than the black curve. Force only rises due to the increased applied voltage. It
needs to be mentioned that van der Waals interaction may be dependent on the applied
voltage as the electric field is stronger for higher applied biases. Dissipation measured
for larger oscillation amplitudes is slightly higher than the red one, but the force seems
to be different. For the Aosc=10nm, frequency is slight shifts to a negative side. So far,
the data in this figure are consistent within the measurement set, and 10nm amplitude
oscillation is needed to make the oscillation slightly asymmetric for the ATEC-CONT
cantilevers. The presented data gives a strong hint that fluctuating random forces are
the source of energy dissipation on 1T-TaS, surface at room temperature. To further
examine this I performed the dynamic dissipation measurements by measuring the
noise of the interacting force.

Origin of van der Waals friction was studied further by performing dynamic dissipa-
tion measurements. The power spectrum density (PSD) of the frequency shift is shown
in Fig. 4.9. If there is an event that is triggered at a specific frequency (force), it shows
itself as a peak in the graph. If only random forces are present, background noise is
measured without any peak. Fluctuation itself is a source of the noise signal, and if
there is a change in the environment or the behavior of it, the noise signal changes
accordingly. The measurement was done to see the noise dependence measured on the
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Figure 4.9: Dynamic measurement shows that the fluctuating forces are the source of
dissipation on 1T-TaS; surface. The character of the noise reflects a certain carrier
dynamic on the surface. While the tip is positioned far from the surface the Power
Spectrum Density of the Af shows 1/f* dependence. The exponent 1 is characteristic
for a semiconducting device, namely the cantilever. The noise behaviour changes to
1/f when the tip-sample surface is reduced to a distance of 7 nm and exponent 2 is
characteristic to the Brownian motion process.

cantilever when it is far away from the surface and when it is interacting with the
surface.

Figure 4.9 shows PSD curves for different tip-sample distances. Distance d is 27nm,
17nm, 7nm, and 2 nm, respectively. For d=27nm tip-sample interaction is negligible
and the measured noise corresponds to the free oscillating cantilever and shows a 1/f!
dependence. The exponent 1 is characteristic for many semiconducting devices. The
cantilever is a highly doped Si cantilever that has uncompensated charges, deep trap
states, etc. in the cantilever bulk. Oscillating the cantilever causes resistive switching
of those charge centers and gives rise to 1/f dependent noise. Similar behavior is seen
for d=17. When d=7 the curve starts to deviate from the 1/f to 1/f2. 1/f* is more
visible on the graph for d=2nm.

Dynamic measurement shows that the fluctuation-dissipation has a certain dynamic
on the surface. As tip approaches to surface 1/f noise starts to shift to 1/f2 noise.
Different from the free cantilever case, the exponent 2 is a signature of the Brownian
motion process. The measurement strongly indicates that van der Waals friction is
due to the random fluctuations of the weakly pinned charge density waves [34] at room
temperature. Thus, weakly pinned CDW on the surface fluctuates collectively at finite
temperature, generating fluctuation of the electric field. On the other hand, weakly
pinned CDW are known to slide due to applied bias or pressure. In this case, there is
no bias voltage applied, and the measurement was done in a non-contact regime, so
the energy transferred to CDW is not enough to slide it but it is possible to disturb
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CDW with an oscillating tip, and tip loses energy due to fluctuating electromagnetic
field caused by wiggling motion of the CDW.

4.5 Summary

Experimental results show that energy dissipation mechanisms on 1T-TaS, strongly
depend on the CDW phase. It is found that the Joule dissipation mechanism is the
main dissipation channel on the CCDW at T=5K. The rise in Joule dissipation may
be due to two reasons; one is the ordered strongly pinned CCDW, and the other one
is the strong localization of electrons in the Mott state. At room temperature when
the charge density wave is in a nearly commensurate phase, Joule dissipation is not
enhanced due to the increased disorder in the system. There are three orders of magni-
tude difference between damping coefficients measured at 5K and room temperature.
That is similar to the resistance change shown in Figure 4.3 (a). The damping coeffi-
cient on different phases on 1T-TaS, doesn’t only show a difference in the magnitude,
but the dissipation mechanisms are entirely different on two phases. Reduced Joule
dissipation makes it possible to measure the van der Waals friction due to CDW fluc-
tuations at room temperature so that van der Waals friction is the main dissipation
mechanism at room temperature.

One can do further experiments on this particular system to study the transition
to/from Mott insulating state by measuring dissipation while sweeping the temperature
over the phase transition temperature. It is an electronic phase transition; therefore,
it affects the sample resistance. Dissipation spectroscopy shows that the dissipation is
high at the CCDW phase. However, it is not completely clear if it is due to CCDW or
due to the Mott insulating phase. If one can make temperature-dependent experiments
that trigger the system to get rid of Mott insulating state without disturbing the
CCDW - dissipation measurements can be performed to see the contribution from
Mott insulating state to dissipation. Such a study would help to develop a better
understanding of the effect of electron-electron and electron-phonon coupling on energy
dissipation. Sample can also be studied at CDW transition temperatures to see if the
transitions are continuous or instant events.

In the next chapter, I will discuss the effect of electronic states on the dissipation
on the topological insulator surface.
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Topological Insulator Surface - Bi;Te;

I, TE; has been studied for its thermoelectric properties and rediscovered as a
topological insulator. Topological insulators (TI) attract great attention due
to the potential use of the topologically protected surface electronic states in

advanced communications and information processing systems, as well as in quantum
computing [35]. A layered compound BisTes is a model TI with prevented electron
backscattering, long electron lifetimes [36H38] and reduced electrical resistance at low
temperatures due to effect of weak anti-localization [39]. Although the electronic prop-
erties of topological insulators have been studied extensively, frictional response of their
surfaces are yet to be reported. The impact of electronic structure and topologically
protected surface states on the dissipative interaction between an oscillating tip and
the sample is the scope of the present study.

Image potential states (IPS) on metallic surfaces [40-46] resembling Rydberg series
were observed on several topological insulators [47H50], with the energy states lying
slightly below the vacuum level. Angle-resolved two-photon photoemission (2PPE)
studies of BisTesSe surfaces reported on the first IPS to be at £ = 4.5eV above Fermi
level [49]. IPS are weakly coupled to the bulk in comparison to the other surface
states. The lifetime of IPS on TI surfaces is in the order of fs, similarly to metallic
surfaces [46]. Lifetime of the states are inversely proportional to the band gap in
the surface projected band structure of the crystal. Lifetime of IPS on BisTes is in
the order of fs, comparable to the lifetime of IPS on metals, which is longer than
expected considering its narrow bandgap [51]. In Scanning Tunneling Spectroscopy
(STS), IPS are detected as Gundlach oscillations, which is a phenomenon of field
emission resonance through IPS in the tip-sample gap [52]. The IPS are located a few
nm away from the surface with increasing tendency for higher quantum numbers n.
The wave functions of IPS were reported to be extended ~20nm away from the surface
in two photon photoemission experiments [53]. Although, the presence of such IPS are
well known, their impact on non-contact energy dissipation is not explored, so far.

Atomic force microscope (AFM) utilising a cantilever oscillating like a tiny pendu-
lum over a surface is designed to measure extremely small non-contact energy dissi-
pation and serve as an ultra-sensitive, non-invasive spectroscopy method [4, B [7]. Tt
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has been shown that non-contact pendulum geometry AFM (pAFM) is sensitive to
different types of energy loss mechanism in non-contact regime, where the oscillating
probe is seperated from the sample by a vacuum gap. In particular, phonon excitation
[4], Joule ohmic dissipation [4]] or van der Waals dissipation [54, [6] were reported.

Here I performed Scanning Tunneling Spectroscopy (STS) with pAFM on a clean
BisTes surface. The measurement setup is described in Figure 1(a). Rydberg-like se-
ries of conductance maxima are observed by z-V spectroscopy, where the bias is swept
with active feedback in constant current mode. These field emission resonances are
very well resolved up to the fifth order [55]. Mechanical dissipation measurements by
pAFM show increased energy losses at discrete separations and voltages up to distances
of 14nm. Combined STM/pAFM measurements reveal that the Gundlach oscillations
are accompanied by increased mechanical dissipation. Therefore, the enhanced dissi-
pation losses at discrete separations and voltages is interpreted as related to charge
fluctuations of the IPS. Tunneling processes lead to occupancy and de-occupancy of the
IPS, which is detected by pAFM. If magnetic fields are applied, Joule-type dissipation
rises, which is most probably related to the destruction of the topological protection,
which opens the channel for scattering to bulk states giving rise to increased Joule
dissipation as it is more common on ordinary metallic surfaces [4].

All experimental work discussed in this chapter were acquired by using ATEC-
NCAu.

5.1 Crystal structure and topologically protected
surface state

BisTes is a layered crystal with a trigonal unit cell with van der Waals interaction
between the layers. A layer consists of Te®-Bi-Te-Bi-Te® is called as quintiple
layer and Van der Waals planes lie between the quintiple layers [56]. When crystal
is cleaved, it is cleaved between quintiple layers due to the weak interaction. Figure
5.1 (a) shows the unit cell of the BisTes, (b) STM data on large scale showing clean
BiyTez surface with two atomic steps on it, and (c¢) shows an atomic resolution with
STM data and differential conductance (4t(V')) spectra that were measured on using
scanning tunneling spectroscopy (STS) technique. The tip sample distance is kept
constant by disabling the feedback and tunneling current is measured while the bias
is swept. Differential conductance curve was numerically calculated from the I;(V)
data. Red fitting curve shows the position of where Dirac cone should be positioned.
Position of Dirac cone can be determined by fitting a linear curve and find where it
crosses 0 in differential conductance axis. 1 did not measure sharp dirac cone because
of the contribution from the bulk of the crystal to the tunneling current. All the
measurements were performed at 5K and using gold coated ATEC-NCAu with a spring

constant k~50 N/m
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5.2. STM and STS study on the electronic properties of Bi;Te;
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Figure 5.1: (a) unit cell of BiyTes showing quintiples and van der Waals gap. (b)
Large scale STM image taken at 5K. b) STS showing the Dirac cone together with STM
topography (inset). dI/dV was numerically calculated from I(V) curve. Fitted curve
on dl/dV (V) shows the Dirac cone. Tunneling parameters: It = 80pA;Vs = 300mV.

5.2 STM and STS study on the electronic properties
of Bi2T63

First, I characterized the surface by means of STM and STS. The STM image in figure

5.1 (b) shows the large scale topography that was acquired in constant current mode
at bDK with a gold-coated cantilever tip. A typical Scanning Tunneling Spectroscopy
(STS) spectrum taken at close tip-sample distances is presented in Figure 5.1(c). The
inset shows an atomically resolved topography image, acquired in constant current
mode STM performed . Close to Fermi energy, the dI/dV spectrum reveals a linear
dependence on bias voltage and the linear part of the curve crosses the voltage axis
at about V; = —0.3V bias voltage. Depending on the crystal growth conditions and
doping, values between -0.1V to -0.4V have been reported [57, 58] [49]. The similar
linear density of states, resembling a Dirac cone, is a signature of the topologically
protected surface state of pristine BisTes [59]. It is reasonable to assume that the
topologically protected electronic structure of the BisTes surface is preserved [59].

2(V') spectroscopy measurements were performed by a continuous sweep of the
tip-sample voltage while keeping the current constant by the STM feedback. Thus,
the STM tip retracts if there is an increase in the tunneling current thereby revealing
Rydberg-like series of electronic states as shown in Figure 5.2. The total change of tip-
sample distance z observed between the V; = 1V — 10V voltage sweeps is about 2.5nm,
showing 6 step-like increments. The change of each Az step is about 300pm. The first
peak (n=0) located close to Vi = 5V is related to the local work function [44] of the
surface. z(V') spectra show a sequence of field emission resonances numbered by the
quantum numbers, n=0,1,2,3,4,5, which are clearly visible in the differentiated z(V)
curves as shown in Figure 5.2. Recent 2PPE experiments on bismuth rich surfaces
reported IPS [47H49, [60], 50], and apart from Rydberg-like series, a peak localized at
2.5eV energy, which is present in our STS data as well. In local probe measurements
its presence is location dependent and thus it might be related to the subsurface defect
or interlayer /interface states [61), 22]. The IPS of the tip is showed in Figure 5.4. The
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Figure 5.2: z(V) curve (green) showing series of image potential states measured be-
tween the STM tip and Biy Tes surface. The feature appeared close to 2V may originate
from surface/subsurface or interlayer states. Steps present above 5V are the image po-
tential states of the crystal that are measured above the surface. Numerically derived
2(V) curve is plotted on z(V) curve. Peak positions on dz/dV (V) curve corresponds to
the energy position of IPS

peaks are more broadened compared to the IPS of te sample. It needs to be mentioned
that, since the STM measurements are performed with a tip mounted on a cantilever,
the static deflection of the sensor was monitored. Forces in the range of p/N were
detected.

5.3 STM study on the IPS on Bi;Te; with an
oscillating tip

It has been shown in the previous chapters that pendulum geometry AFM is sensi-
tive to different types of non-contact energy transfer, namely phonon excitation , Joule
ohmic dissipation or van der Waals dissipation originating from charge fluctuations be-
tween surface and the probing tip. Here we bring together the results from Scanning
Tunneling Spectroscopy (STS) and measurements of energy dissipation experienced by
a sharp AFM tip oscillating with lateral amplitude A=500 pm over atomically clean
surface cooled down to T=5K temperature. At selected tip sample distances and bias
voltages conductance maxima are observed in tunneling current signal. We attribute
those maxima to the single electron field resonances localized between the probing tip
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Figure 5.3: dz/dV (V) curve showing the IPS measured for both positive and negative
sample bias. While IPS of the sample are probed at positive sample bias, IPS of the
tip are probed if sample bias is negative.

and sample. The existence of such Rydberg series, known as IPS on the surface is
first confirmed by means of STS. Simultaneous STM/AFM measurements with oscil-
lating STM tip showed that every resonance tunneling into the primarily unoccupied
IPS is accompanied by huge peak in energy dissipation of the cantilever oscillation.
Furthermore, we show that AFM dissipation signal is sensitive to Rydberg series of
IPS even at distances of 12nm above the surface - far away from tunneling regime. We
attribute dissipation peaks to charging and discharging the IPS as the oscillating tip
modulates the bias voltage locally in a very similar manner as it was already shown in
the case of quantum dots, with discrete energy spectrum . The observed phenomenon
may be regarded as the completely non-invasive force version of the image potential
resonance tunneling. The method, is non-invasive and insensitive to the deformation of
the measured structures. Furthermore, measurements in magnetic fields demonstrates
that the topologically protected surface state is crucial for observation of dissipation
peaks due to suppression of electronic, Joule type of dissipation which usually is the
main dissipation channel on ordinary metallic surfaces.

While STM is a known, standard tool for electronic structure characterization
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Figure 5.4: dz/dV measurements performed at the same surface spot with static
(black) and oscillating (red) STM tip. The amplitude of lateral oscillation was equal to
30pm and the number n numerates the subsequent image potential states. As compared
to static situation, the oscillating tip substantially broadens the IPS localized at bias
voltages Vb ; 5V, while n=0 image potential state localized at Vb = 4:8V is unchanged
in dynamic measurements. b) simultaneous STM-dz=dV (violet) and AFM-dissipation
(black) measurements performed by oscillating tip. The field emission resonances vis-
ible in dz/dV spectra is accompanied by series of AFM nanoscale dissipation features.

[T7, 18, 62], AFM measures the mechanical properties of surfaces [63, 64]. We per-
formed combined STM/AFM spectroscopy measurements, namely z(V) dependence
with oscillating STM tip in order to understand the relation between those states and
energy dissipation. Energy dissipation of the cantilever was monitored, while simulta-
neously measuring the tunneling current between the tip and the BisTes surface. The
amplitude of lateral oscillations during combined STM/AFM spectroscopy measure-
ments by pAFM was set to ~ 30pm. Due to the geometry of the tip, this results in
amplitude variations normal to the surface of 2—3pm. This is two orders of magnitude
smaller than the change of tip-sample distance Az observed in z(V') curves. In Figure
5.4(a) dz/dV data show the IPS related resonances for static (black) and oscillating
(red) STM tip.

The tip oscillation substantially changes the IPS spectra as compared to the static
situation. IPS localized at bias voltages Vb > 5V are broadened by a factor of 2, while
n=0 IPS localized at Vb = 4.8V is almost unchanged in dynamic measurements. In
both cases the width of the IPS proves that IPS on BiyTes surface are relatively long
lived, with the lifetime of fs, in agreement with other studies. Moreover, oscillating tip
spectra report on broadening of IPS, as compared to static situation. The tip oscillation
smears out the IPS with n > 4, presumably due to reduced sensitivity at far distances
and intermixing the states with high n number by the tip induced oscillating tunneling
barrier. The tip oscillations allow to measure the dissipated energy on Bi2Te3 surface
and simultaneous STM and AFM measurements are shown in Figure 5.5 (b), where
series of IPS is accompanied by sudden changes in dissipation signal. Here, again four
IPS are visible. The dissipation signal rises for each quantum number. The drop of the
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5.4. pAFM study on the energy dissipation mechanisms on Bi,Te;

dissipation towards the maximum of the dz/dV curves is related to the z retraction of
the z(V) spectroscopy. Although the frictional response of the AFM is known to depend
on tip-sample distance and bias voltage that is applied between the tip and the sample
[4, [54], the simultaneous increase of the dissipation signal and the correspondence to
the series of IPS provides strong evidence that both phenomena are linked together,
and the field emission resonances affect the mechanical nano-dissipation on BisTes
surface.

5.4 pAFM study on the energy dissipation mechanisms
on BiQTeg

After the topographic and spectroscopic characterization of the BiyTes surface, we
measured the mechanical energy dissipation between oscillating pendulum-AFM tip
and the sample as a function of applied tip-sample bias voltage and distance. Apart
from provoking such conventional forms of energy transfer as phonon and Joule ohmic
dissipation [65], [4], the external perturbation caused by an oscillating tip might push
a finite quantum system towards a transition or a level crossing with subsequent re-
laxation of the system, that eventually resulting in the enhancement of energy loss
[33, 66], [5]. On BiyTes surface, we claim that the energy losses occur when the oscil-
lating tip couples to the charge fluctuations of IPS due to electron tunneling. In the
AFM mode, the tip is retracted away from the STM operation distance and the feed-
back is switched from STM to AFM operation. The tip is oscillated with 300 — 400pm
lateral oscillation amplitude and the oscillations perpendicular to the sample are in the
order of 30pm. Before measuring dissipation, the tip-sample distance and oscillation
amplitude are controlled in order to exclude modulation currents due to the cantilever
oscillation. After retraction, the sample bias was swept between 10V to -10V while
the tip is grounded and dissipation and frequency shift spectra are recorded. The
pendulum AFM voltage dependent measurements show parabolic dependence of the
frequency shift (Af) and non-monotonic dissipation, as shown in Figure 5.5(a). At
Snm tip-sample separation, we observe the first peak in dissipation data located at
V = £7.4V and a second peak at V' = +8.5V. Both are symmetric with respect to
contact potential difference (CPD) (see Supplementary Information section S3). This
is in analogy to AFM measurements of weakly coupled quantum dots [67] or molecules
in break junctions [68], where the voltage drop is divided across two capacitances
(tip-molecule capacitance and molecule-sample capacitance). If the capacitances are
comparable, symmetric case is observed. The Af signal acquired simultaneously with
dissipation signal shows deviations from the simple parabolic dependence which co-
incides with the position of the enhanced dissipation, meaning after each dissipation
peak, cantilever tip-sample capacitive coupling changes and the tip is subject to slightly
different force fields.

The distance dependence of energy dissipation is shown in Figure 5.5 (b). The
data were obtained by approaching the tip towards the Bi;Tes sample with a constant
voltage of V, = 9V. Two main features are present in the dissipation versus distance
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Figure 5.5: Tip-sample voltage dependent dissipation (black) taken at constant tip-
sample distance d=5nm shows series of dissipation enhanced features marked by arrows
positioned symmetrically with respect to bias voltage Ub = 0V and located roughly at
Ub = -7.4V and Ub =-8.5V: Simultaneously with dissipation the frequency shift signal
(red) was acquired. The lateral oscillation amplitude was equal to A=300pm oscillation
amplitude (fo=269kHz, k=58 N/m.)

spectra: Firstly, a series of dissipation peaks at z = 2,6, 10nm distances are observed.
Secondly, we notice an overall rise of dissipation plateau after tip approaches to the first
dissipation peak. At distances larger than z > 10nm the minimum value of damping
coefficient is equal to I' = 7.0-107'%g /s and then levels off to be about I' = 2-10~%kg /s
at closer tip-sample distance. This rise of dissipation plateau after the first dissipation
peak suggests the opening of a specific dissipation channel at distances closer than
z = 9nm and tip-sample voltage V, = 9V. Distance - dependent dissipation spectra
measured at sample bias V, < 5V are shown in Figure 5.6 (c). The spectra show d—3/2
power law in agreement with the theory of non-contact dissipation on thin metallic
film on an insulator [6, [I].

The dissipation map in Figure 5.6 shows the distance and voltage dependence of
the damping coefficient I'(V, 2) of the cantilever. Red arrows mark the positions of the
dissipation peaks on the map. The maxima are observed at non-zero biases even at
close distances, which indicates that dissipation is not force but voltage controlled. It
has to be noted that the van der Waals force present at lower biases cannot cause the
discussed dissipation features. Similar to the case of charging of quantum dots [33], [66],
the amount of dissipated energy is also in the order of tens of meV per cycle indicating
a single electron tunneling process. The position of dissipation peaks shifts linearly
towards higher bias voltages with increasing tip-sample distance due to the decrease
of capacitive coupling between tip and sample. This is shown in detail in Figure 5.6,
and the measurement reported on lever arm o = 3nm/V. Thus, at far distances, the
voltages of dissipation features are shifted compared to the voltages observed by STM.
This can be understood by taking into account that AFM data are influenced by the
voltage drop across the vacuum gap, which is divided by the two effective capacitances
Chip and Cyyp (see Figure 5.6). At very close distances below 4 nm, we observe a
nonlinearity in tip-sample capacitive coupling. This suggests that the tip radius R is
approximately equal to 4nm [9]. The extrapolation of the first dissipation maximum
to the d < Inm, a working distance of STM, results in comparable energy scale seen
by STS.
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5.5. Energy dissipation on Bi,Te; under external magnetic field

5.5 Energy dissipation on Bi;Te; under external
magnetic field

To further examine the effect of magnetic field on the dissipation and corroborate on

the effect of weak anti-localization [39, [69] we performed the dissipation measurements
under external magnetic fields ranging from B = 0 — 0.8T oriented perpendicularly to
the sample surface (see Figure 5.7). The tip was positioned at a 5 nm distance above
the surface. As the magnetic field rises, dissipation maxima become less pronounced,
and the overall dissipation background raises as marked by green arrows in Figure 5.7.
The spectrum obtained for B = 0.8T resembles the common Joule dissipation parabolic
shape obtained on ordinary metal surfaces [4]. Moreover, there is a rise of the overall
dissipation background even for compensated CPD voltage (Vopp = 0V') as shown in
Figure 5.7. Thus, it concludes that Joule dissipation, connected to bulk connectivity,
rises for a magnetic field B > 0.2T, where the spin-momentum locking appears to
be destroyed, and back-scattering becomes prominent. According to Kohler’s rule
R(B)/R(0) =~ 1+ (uB)? [39, [70] the metallic sample resistivity in the weak magnetic
field limit exhibits a B? dependence, where p is the mobility of the film. Since the
dissipated power is proportional to the magnetoresistance of the sample, the dissipation
curve should show a parabolic dependence on B. The parabolic fit of the data for
B > 0.2T is shown as a solid red line. Accordingly, it shows that AFM dissipation is
sensitive to the effect of weak anti-localization, the unique property of the topological
matter and the suppression of Joule type of dissipation on topologically protected
surfaces is crucial for observation of dissipation due to the presence of image potential
states.

5.6 Discussion

To corroborate onto the origin of observed energy dissipation we first estimate the
damping coefficient following theoretical predictions given by Volokitin et.al. [6] and
formula (19.73) therein:

(4meg)?w(V? + V@) RO®
292 od pd3/?

The theoretical model considers a metallic film on top of an insulating/semiconduct-
ing bulk substrate. Such a model accounts for the topologically protected electronic
structure of the sample and the measured dissipation versus distance (see Figure 5.5)
indeed follows I" o< d=3/? dependence. A more detailed analysis with this model seems
not adequate because of the lack of knowledge of the parameters for the case of TI.

In Figure 5.5 the dissipation maxima shifts with voltage and distance, due to voltage
division between Cy;;, and Cy,,. The symmetry of the curves is in analogy to nc-
AFM measurements of quantum dots [67] and molecules on thick insulators [71]. The
symmetric appearance is also common in break junction experiments, where resonant
tunneling is observed at both polarities [68]. At the voltages, where dissipation maxima
occur, we do observe small irregularities in the Af signal which fit well two capacitor

= (5.1)
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model with different values for Cy;, = 0.17aF" and Cj,, = 0.8aF" at d = Snm tip-sample
distance. The ratio Cy;,/Csup = 0.2 gives the position of IPS above the BiyTes surface
equal to z = 0.4nm, which is a realistic estimate. Moreover, experiments with different
tip material show that the positions of dissipation peaks and related A f are symmetric
with respect to CPD, as expected for a two-capacitor model (Figure 5.7 and 5.8).

Our low-temperature (7' = 5K) AFM dissipation spectroscopy experiments showed
multiple mechanical dissipation mechanisms over a topological insulator surface. The
dissipation spectroscopy performed at tip-sample distances as large as several nm is
sensitive to single electron tunneling into IPS. We attribute the observed dissipation
peaks to charge fluctuation (van der Waals friction) in the system present when the
IPS are occupied via single/few electron tunneling. The observation of IPS related
dissipation features requires the suppression of Joule type of losses that is very small
or absent on topologically protected surfaces due to lack of electron back-scattering.
Joule and van der Waals type of energy losses are in the same order of magnitude
on BisTes surface. When an electron tunnels to the IPS, van der Waals dissipation
increases due to increased charge fluctuations, while Joule dissipation decreases due
to the screening effect. On the other hand, at larger magnetic fields (B>0.2T), we ob-
served an increase in Joule dissipation due to the increase in electron back-scattering.
As a result, dissipation peaks become less pronounced. The electronic characterization
provided by the AFM mechanical dissipation peaks reported here may be used as an
efficient and completely noninvasive tool for topological surface analysis, of consider-
able importance for nanotechnology. Finally, we demonstrated that pendulum AFM
can address quantum effects in energy dissipation.

5.7 Summary

To summarize, IPS were measured on topological insulator surface using STM for
the first time. This measurement opened up a possibility to perform dissipation spec-
troscopy with the presence of IPS on topological insulator surface. Low-temperature
(T = 5K) AFM dissipation spectroscopy experiments reported on multiple mechanical
dissipation peaks over a topologically protected surface state on BiyTes. They are
attributed to the field emission resonances through image potential states present in
the tip-sample gap. Magnetic field dependent measurements showed that observation
of dissipation features requires absence of Joule type of losses or Joule dissipation may
shadow the features measured in dissipation spectroscopy. In this sample Joule dis-
sipation is very low or absent due to topologically protected surface state, hence, the
lack of electron back-scattering. The electronic characterization is linked with the me-
chanical dissipation peaks and the method can be used as an efficient and completely
noninvasive tool for surface analysis, of considerable importance for nanotechnology.
Dissipation measurements were linked to the IPS thanks to the combined STM and
AFM study. The dissipation spectroscopy was performed at distances as large as sev-
eral nm and is sensitive to single electron tunneling into image potential states, orders
of magnitude below the standard I/V converter measurement limit. It is demonstrated
that pendulum AFM can address quantum effects in energy dissipation.
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Figure 5.6: Energy dissipation map on Biy Tes plotted versus distance and tip-sample
voltage. Darker contrast represents four large dissipation features marked by red ar-
rows. The white rectangle marks the region shown in b, b) shows the detailed zoom of
the dissipation map for bias voltage between —9V < V, < —5V. The schematics of the
tip-sample geometry and the equivalent electrical circuit is shown in c, where R, d, z
and S stands for tip radius, tip distance to the IPS, the distance of IPS to the surface
and tip projected active surface area, respectively.
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Figure 5.7: On (a) dissipation versus bias for different external magnetic field is
shown. The tip is at a constant distance z=5nm from the surface. Constant vertical
shift is applied to curves for wvisibility. Black curve with well pronounced two peaks is
for B = 0T and there are two peaks visible on the curve. As the magnetic field rises
overall Joule type of dissipation increases and dissipation features gets suppressed. This
effect is best visible in proximity of the dissipation peaks as marked by arrows. On (b)
relative energy dissipation change versus magnetic field measured by p-AFM dissipation
spectroscopy onto a topologically protected surface state on BiyTes . The strong rise of
dissipated power above B=0.3T is likely related to the breaking of topologically protected
surface state by the B field.
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Figure 5.8: Single electron tunneling between IPS of Biy Tes sample and an oscillating
AFM tip. With positive bias voltage applied to the sample, the conditions for single/few
electron resonant tunneling is created between tip and sample through the IPS at the
gap. The tunneling process increases the charge fluctuations in the system and thus
enhances AFM dissipation. The electric field applied between tip and sample is in the

order of E «~ 10°Vm™!, and the tip-IPS and IPS-sample capacitances are marked Cy;,
and Cygyp respecitvely.

o7






2DEG system - SryTiO;

6.1 Strontium titanite (STO)

MONG the all 2D layered compounds the SryTi0O3 surface might become the
exotic one in relevance to the present study. It does not belong to the family
of intercalated compounds. However, the presence of 2-DEG on the surface

and surface vacancies let me treat the system also as 2D- material. Strontium titanate
stands out among other oxides as a material with a broad spectrum of physical phenom-
ena and functional properties. Throughout the last decades, the interest in SryT%O3 has
increased due to its popularity as a versatile substrate for oxide electronics research and
engineering [72], [73]. Extreme electron mobility and superconducting properties [74-
70], quantum paraelectricity in bulk [77], itinerant, impurity, and vacancy based mag-
netism [78],[79, [73] of SroTi05 have been subjects of fundamental studies. In particular,
charge trapping by oxygen vacancies (V,) [80] and vacancy related magnetism [8TH84]
are pertinent to this chapter. Pristine Sro7703 develops oxygen vacancies when grown
or annealed under oxygen-poor conditions [85], bombarded with noble gas ions [86], or
under intense laser or ultraviolet irradiation [87]. When in numbers, V, can lead to the
formation of two-dimensional electron gas (2DEG) on the surface of bare Sry27i03 [88-
91]. Moreover, oxygen vacancies were shown to be inherently magnetic both in bulk
SroTi05 [92),83], 03] and at its surface [94H99) [76, 100, [84]. They were shown to exhibit
either local uncorrelated magnetic moments [92) [I0T] or stable long-range magnetic
order, when present in sufficient concentration [102, 97, [83], 03], [76, 100, T04]. Here
we measure the dissipation experienced by a sharp AFM tip oscillating at a range of
lateral amplitudes (100 ~ pm to 5 ~ nm) over an oxygen deficient Sro7i03(100) single
crystal surface cooled down to low temperatures of T = 5K. At selected tip-surface
distances and bias voltages, dissipation peaks are observed in the cantilever oscillation.
We attribute these peaks to charge and spin state transitions in individual or possi-
bly collective groups of oxygen vacancies, which act as natural quantum dots at the
oxygen-deficient surfaces of STO, as suggested by recent first-principles calculations
[84]. We further discuss possible pathways for electrons which could give rise to these
transitions under the action of the time-periodic electrostatic or van der Waals poten-

29



Chapter 6. 2DEG system - Sry;TiO3

tial exerted by the AFM tip. The dissipation peaks appear at large crystal reduction
(therefore with many surface vacancies), and long tip-sample distances (even above 10
nm), disappearing above 7' = 80 — 90K . While these elements point to a collective
mechanism involving many vacancies, we find that the crude single vacancy model al-
ready provides a helpful understanding. Here we measure the dissipation experienced
by a sharp AFM tip oscillating at a range of lateral amplitudes (100 ~ pm to 5 ~ pm )
over oxygen deficient STO (100) single crystal surface cooled down to low temperatures
of T'=5K. At selected tip-surface distances and bias voltages, dissipation peaks are
observed in the cantilever oscillation. We attribute these peaks to charge and spin state
transitions in individual or possibly collective groups of oxygen vacancies, which act as
natural quantum dots at the oxygen-deficient surfaces of STO, as suggested by recent
first-principles calculations [84]. We further discuss possible pathways for electrons
which could give rise to these transitions under the action of the time-periodic elec-
trostatic or van der Waals potential exerted by the AFM tip. The dissipation peaks
appear at large crystal reduction (therefore with many surface vacancies), and long
tip-sample distances (even above 10 nm), disappearing above T' = 80 — 90K. While
these elements point to a collective mechanism involving many vacancies, we find that
the crude single vacancy model already provides a helpful understanding.

6.2 STM Results

Surface morphology and chemical composition of STO are known to change signifi-
cantly under high-temperature annealing. We thus start our study by examining the
topography of Sry7%i03 with a scanning tunneling microscope (STM) between cycles
of annealing at subsequently increasing temperatures. While rough and irregularly-
shaped at low annealing temperatures, SroTtO3 surfaces develop a well-defined terrace
and island structure after prolonged annealing at about 800°C' forming a range of
reconstruction patterns [2x2, 2x1 and dominant c¢4x2] yet retaining a relatively high
surface roughness [105]. At about 900°C' well-ordered step-terraces develop and acquire
smaller reconstruction unit cells of 2x2 and arising from oxygen vacancies v5zv/5, a
behaviour which persists at higher annealing temperatures[105]. Representative con-
stant current topographies after annealing at T" = 8500C" and 1050°C' are shown in Fig.
6.1. (a), (b) and (c) respectively, exhibiting, as mentioned, well-formed terraces and
roughness at the atomic scale after annealing to 7' = 850°C' and atomically flat terraces
with clear v/521/5 reconstruction after 1050° [I05]. The atomic resolution STM image
[Fig. 6.1.(c)] of the 1050°C-annealed surface with Vi;as= 1 ~eV shows several tetrag-
onal reconstruction domains of three different orientations [106]. It exhibits a variety
of structural peculiarities, which appear as either points or extended areas/lines of
increased or decreased apparent height. Bright features can be attributed to adatoms
on top of the reconstructed ad-layer or oxygen hydroxyl groups resulting from rest
gases in the vacuum chamber, as it is known [107] that interstitial Ti atoms can cause
a substantial increase in local surface reactivity and thus facilitate O-H group adsorp-
tion. Dark features could, on the other hand, indicate missing ad-islands in the v/5zv/5
reconstruction [108] [82] or, considering that annealing was carried out at oxygen-poor
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6.2. STM Results

conditions, more likely represent oxygen vacancies at or near the surface [109, 105]. In
agreement with that, the density of empty states 1eV above the Fermi level, which the
STM probes, is high at all sites where a surface O atom is present.

‘ (@2e0g

Bz, =1.3]1.110.3nm

Figure 6.1: Overview of the ¢ 4x2 reconstructed STO(100) surface after long term
annealing at T=850°C and V5 2 V5-R 26,6 reconstructed STO(100) obtained after
annealing to T=1050°C' (b,c) [105]. Images are constant current topographies with tun-
neling parameters Uy, =2V, I=30pA (a) and Uyp=-1V, I = 10pA (b,c). Dark features
visible after high temperature annealing (c) are related to oxygen vacancies [109, [105].
The length of the scale bar is 200nm, 50nm and 10nm for (a), (b), (¢) images, respec-
tively.

The figure below shows the corresponding STM images as measured by pendulum
AFM, also showing the group of oxygen vacancies.

First, we use the scanning tunneling spectroscopy (STS) mode of our AFM to
measure at closer tunneling tip-surface distances the dI/dV spectra above the V525
reconstructed areas and above the apparent dark spots in STM images. The main
difference between the spectra of reduced and non-reduced STO is an additional defect
state in the gap O4 lying at about 1.2eV below the Fermi level, absent for samples
annealed at moderate temperatures. Published data [105] attribute a similar STS peak
to reduced STO and surface oxygen vacancies, suggesting that the dark STM spots
mark vacancies formed in the process of high-temperature annealing. Another feature
of the differential conductance spectra of O-vacancy is a weaker peak at about 0.3eV’
below the Fermi level (Og) in the Figure below. It can be attributed to a shallower
in-gap state of the O-vacancy, which, as shown in the recent theoretical study[84] can
be gradually emptied by changing the local chemical potential of the surface under the
scanning probe tip.

After the topographic characterization of the surface between the annealing cycles,
we measure the non-contact frictional dissipation coefficient I' as a function of the
applied tip-sample bias voltage. Measurements are taken with a stiff gold-coated tip
oscillating in pendulum geometry at a moderate planar amplitude of 1nm while kept
at a constant tip-sample distance of 15nm. Dissipation spectra for samples annealed
at T = 850 °C' and 950 °C' are shown in Figure below. Both spectra were taken
on flat terraces, far from the step edges. The sample annealed at lower temperature
reveals a spectrum which displays a parabolic curve characteristic of Joule non-contact
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Figure 6.2: Constant current STM images of STO surface long-term annealed at T =
950°C' taken with a metallic tip in pendulum geometry. The tunneling parameters were
Uup = —1.5V, I = 100pA and Uy, = —0.55V, I = 30pA for (a) and (c), respectively.
The lenght of the scale bar is equal to 100nm and Snm on (a) and (c), respectively.
Height profile (b) shows that the surface is composed of atomically flat terraces of
average width about 25nm. Dark features visible on (c) are presumed to be oxygen
vacancies. Note that already after annealing to 950°C" samples are morphologically
close to that shown by tuning fork.

BElAz,=45nm

friction [65]. Similarity with Nb metal above T [4] indicates some ohmic electron
conduction in the STO surface. The dissipation spectrum of the 950 °C' annealed
sample, however, exhibits, in addition, two distinct dissipation peaks at V' = Vop £+
3.25V located symmetrically around the contact potential voltage Vop = —0.7V and
a broader, less pronounced dissipation peak around 4.2V as shown in the figure below.

6.3 Local and non-local dissipation

Key clues that clarify the tip-induced O-vacancy transition mechanism are provided
by the dependence of the dissipation behavior on the tip-sample distance z. For dis-
tances spanning a range from near-contact regime to 15nm, we measure the bias (V)
dependence of the AFM frictional dissipation coefficient I', thus obtaining a full I'(V, d)
map. We use two different tips in pendulum geometry: (i) a stiffer gold-coated can-
tilever tip with a moderately low stiffness of 50N/m operated at a nominal amplitude
of A = 1nm and (ii) an ultra-sensitive probe with very low stiffness of (0.1/N/m) which
implies larger oscillation amplitudes of up to 5nm. Unlike the stiff cantilever, the
soft sensor is not gold-coated, which results in a very high value of ) but requires
significant doping of the silicon tips for attaining reasonable conducting properties.

The stiff tip dissipation map taken above a reconstructed section of the SryTiO5
surface is shown in Figure 6.5 (a). It shows features found in other similar experi-
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Figure 6.3: The dI/dV spectrum of the reduced surface is characterised by the presence
of a broad peak localized at about 1.2eV below the Fermi level Oy, a signature of an
ozygen deficient system [105]. A smaller peak Op just below the Fermi level (see inset)
can also be attributed to oxygen impurity levels. For comparison, the spectrum for
non-reduced sample is shown in beige (light brown).

ments [4]. For each tip-sample distance, the friction coefficient exhibits a parabolic
behavior, which is a cross-section of the map in Figure 6.4 (a) at d = 15nm and a
hallmark of Joule-loss non-contact friction [65, 4]. The map is near-symmetric with
respect to the contact potential difference (CPD) voltage marked in the plot. The
outer hull of the dissipation map is defined by the critical bias voltage for excitation
of electrons over the band gap of the STO signaling a sharp increase in dissipation
(about £2.5V) at close range. The sharp dissipation peaks at the sub-bandgap volt-
ages marked with arrows both reach I' = 5- 1071%gs, maintaining roughly the same
intensity independently of the tip-sample distance. The peaks are observed at non-
zero (with respect to CPD) biases even at close range and shift towards higher bias
voltages with increasing tip-sample distance, which indicates that the effect is voltage
rather than force controlled, similar to the case of quantum dots [33] and in analogy
to quantum dots the amount of dissipated energy given by different sensors is also in
the order of 10-20 meV /cycle. To further investigate the dissipation mechanism, we
repeat the dissipation measurements with an ultra-sensitive doped-silicon sensor. Very
low stiffness (kK = 0.1N/m) of the sensor implies larger horizontal oscillation ampli-
tudes of up to 5 nm and the absence of metal coating might imply different interaction
behavior. The non-contact friction dependence map I'(V,d) taken with a soft tip is
shown in Figure 6.5 (b). Here again bright features correspond to the high dissipation
maxima up to I' = 2 -107%kg/s. However, instead of just two dissipation peaks, the
soft non-local sensor sports a whole family of dissipation maxima. We noticed a sub-

63



Chapter 6. 2DEG system - Sry;TiO3

Dissipation (107°- kg/s)
P >
U (@)

B
AN
1

Bias (V)

Figure 6.4: Bias voltage dependence of friction coefficient I' between the metallic tip
oscillating with amplitude A = 1 nm and Sr2Ti05(100) sample annealed at two dif-
ferent temperatures of 850°C' (black) and 950°C' (blue). Higher annealing temperatures
(characterised by /525 reconstruction) lead to larger dissipation and pronounced dis-
sipation peaks marked by arrows. Additional grey axis on the left and pale-blue axis on
the right give corresponding per-cycle energy dissipation values PleV/cycle].

stantial change of CPD value (ACPD = 0.1V) indicated by the elbow shape of the
arrow in the transition while switching from one to the next dissipation maxima trace.
It is consistent with the idea of the oscillating tip, causing a persistent accumulation
of charge below it and further corroborates the guess that the charging dissipation sce-
nario is responsible for the dissipation peaks. These again prove the electronic nature
of energy dissipation in analogy to quantum dots [33, [110].

6.4 Discussion

The dissipation peak phenomenology fits a model of charge and spin state transitions
in oxygen vacancies present at reduced STO surfaces, as follows. The distant pendulum
tip projects a potential shadow on the underlying Sro7i03(001) surface deforming the
local electronic chemical potential (either directly or indirectly by distorting the surface
atom positions). This perturbation is larger for a charged tip, but even at zero voltage,
the van der Waals polarization interaction shifts the chemical potential by modifying
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Figure 6.5: Local and non-local bias voltage V' and tip-sample distance d resolved
dissipation maps I'(V,d). The dissipation maps were taken with two different AFM
tips suspended in pendulum geometry: (a) the stiff gold-coated cantilever tip with a
moderately low stiffness of 50N /m driven at a moderate nominal amplitude of 1nm and
(b) an ultra-sensitive probe with very low stiffness of (0.1N/m) driven at oscillation
amplitudes of up to 5nm.

the electron self-energy. If one or more oxygen vacancies happen to lie in the potential
shadow of the tip (see Figure below for a sketch) the vacancies closer to the tip’s
position experience a different electron chemical potential than those at the periphery.
At certain values of the imposed potential (the strength/depth of which is dependent
on the tip-sample distance and mutual bias), the topmost filled impurity level of one
of the O-vacancy can become aligned with an empty electron reservoir thus provoking
one electron to leave the vacancy, causing a transition [84]. Electrons can be exchanged
between a neutral vacancy and a charged one, or a vacancy and the conduction band
of the surrounding STO surface as well as the 2DEG known to exist on the doped
interfaces of STO [90, [75]. Oxygen vacancies on STO surfaces are known to exist as
both isolated entities or as cluster defects. The latter can exhibit multiple impurity
levels and reside in a number of charge states [84]. Alignment of one or several impurity
levels of such an extended vacancy with either a single-vacancy impurity level or the
STO electron bath can lead to one or several consecutive electron transitions, taking
place by resonant tunneling or generally by electron transfer. An oscillating AFM tip
at a fixed bias can cause, when it reaches the right distance, a sufficient deformation
of the local chemical potential to provoke one of these transitions, which is reversed as
the tip oscillates back. Every single electron transfer channel leading to a transition
can manifest itself as AFM tip dissipation peaking precisely when the bias voltage and
distance first reach the values required to activate the transfer. The approximately
symmetric pattern for positive and negative tip voltage suggests that this mechanism
is reversible.

In the dissipation measurements carried out with the stiffer gold-coated tip, the area
swept is much smaller, and the two observed dissipation peaks can originate from the
single and double discharging of a standalone vacancy with electrons being transferred
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to either other vacancies/vacancy clusters or to the STO conduction band. We estimate
the average distance between the dark defects on our sample from STM images to be
3.7 pm 1.6~ nm. Thus a stiff tip swinging with an amplitude of 1~ nm is unlikely to
impact more than one vacancy, even considering that the characteristic dimensions of
the perturbation caused by the tip suspended at several nm distances shall be larger
than the amplitude of its swing. The softer non-local tip swinging at an amplitude of
5nm will, on the contrary, enclose in its potential shadow path several O-vacancies or
a vacancy cluster resulting in more electron transition channels and consequently more
dissipation peaks. The fact that in the latter case some dissipation peaks exist even
in the case when the CPD is completely compensated is a likely residual effect of the
van der Waals interaction, as the O-vacancy impurity level is a relatively shallow one
and does not require much perturbation to be emptied. This assumption is especially
important to us since vacancy charge states were shown to be stable with respect
to mechanical perturbations of the system [84] thus making the influence of the tip
on the observed charge and spin-state transition much more likely to be electronic
than mechanical in origin. Unfortunately, we cannot specify exactly what levels we
are precisely talking about. Comparison of our STS data with DFT calculations|84]
suggests that for a single vacancy charging scenario, the observed dissipation might
arise from the transitions between q=—2e and q=—1e charge states. Interestingly, that
should also involve a spin transition, from S = 1/2 of the q=—1e state, to S = 0 in the
q=—2e state, where the two electrons in the two Ti oppositely facing dangling bonds
couple antiferromagnetically. [84].
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Figure 6.6: Pendulum AFM as a characterization tool for oxygen vacancies on STO.
(a) A sketch of the setup: pendulum AFM tip oscillating over an oxygen vacancy on
the TvOs-the terminated surface of strontium titanate. The vacancy is characterised
by two dangling Ti-bonds left behind by the departing oxygen atom which then trap the
two electrons also left behind by the oxygen. The system acts as a quantum dot with the
two additional electrons giving each Tt a local magnetic moment of 1~. The pendulum
AFM tip suspended above the surface at a range of heights starting from 0.5nm and
swinging with a lateral amplitude of 1 — bnm and vertical amplitude of less than 1nm
can overshadow one or several vacancies (depending on the lateral amplitude). On (b)
Formation energy diagram for different charge states of a single oxygen vacancy at the
TiO-terminated SroT103(001) surface as a function of the chemical potential j1 imposed
by the AFM tip (respective to the valence band mazimum). (c¢) The sketch is explaining
the observed dissipation parabolas. In the AFM-tip height-bias space lines of constant
exerted chemical potential form slightly distorted parabolas. If the chemical potential
exerted by the AFM tip coincides with the transition potential for an oxygen vacancy,
periodic vacancies charge and spin state transitions present a dissipation channel for
the AFM pendulum oscillation energy, resulting in a dissipation peak as seen on the
dissipation maps.
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Conclusion

HE main question that was asked at the beginning of my study was ”"How does
the electronic structure effects the non-contact energy dissipation?”. During
my study, I tried to answer this question by performing experiments and un-

derstanding the theoretical explanations for the results. To be able to answer such a
question, improvements in the experimental setup was done. The main purpose was
to be able to combine two different scanning microscopy techniques namely AFM and
STM. The STM cables were changed with shielded ones and optimization was done
to achieve the best signal to noise ratio. While pendulum AFM was used for under-
standing the energy dissipation on layered materials, STM was used to understand
the electronic nature of them. Using these two techniques and combining them, allow
me to study: HOPG, 1T-TaS,, BiyTes, and SrTiO3 surfaces to understand different
dissipation mechanisms.

Force and dissipation spectroscopies were performed on HOPG. Experimental re-
sults indicate that Joule dissipation lacks or negligible on a clean HOPG surface. Lack
of Joule dissipation is due to the weak electron-phonon coupling and thus long electron
means free path where there is no defect.

After HOPG, 1T-TaS,; was studied with STM and AFM. 1T-TaS, have different
charge density waves (CDW) on the surface. Measurements were made at different
temperatures; 5K, 77K, and room temperature. The structure of charge density waves
was measured successfully with STM. Scanning tunneling spectroscopy (STS) mea-
surements showed the increase of the bandgap when the system is cooled down to
the Mott insulating phase. Low-temperature dissipation spectroscopy data indicate
that the main dissipation mechanism on 1T-TaS, is the Joule dissipation mechanism
due to Mott transition and strongly pinned commensurate charge density wave phase.
However, at room temperature, Joule dissipation is suppressed due to the increased
disorder in the system when the charge density wave is in a nearly commensurate
phase. Hence, van der Waals friction was measured as the main dissipation mecha-
nism. Origin of van der Waals friction was studied further by performing frequency
shift noise measurements. The measurement strongly indicates that van der Waals
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friction is due to the random motion of the weakly pinned charge density wave.

BisTes, have a topologically protected surface state and it lacks Joule dissipation.
The sample was studied by means of STM/STS, pendulum AFM and combined pen-
dulum AFM/STM. Dirac cone, a hint for the existence of a topologically protected
surface state, was measured with STS. Image potential states were measured for the
first time on a topological insulator surface using z(V) spectroscopy. On the same
system, dissipation spectroscopies were performed and dissipation peaks were mea-
sured. Pendulum AFM/STM combined measurements were performed by using STM
feedback with an oscillating tip. Dissipation data during the z(V) spectroscopy was
collected successfully and opened up a window to understand the effect of image po-
tential states into energy dissipation. This combined measurement showed that the
dissipation is strongly related to the image potential states and the main mechanism
is the charge fluctuation when tip populated the image potential states in the single
electron tunneling process. Results show that Joule dissipation is negligible in BisTeg
so that it is possible to probe the dissipation due to charge fluctuation. Furthermore,
magnetic field measurements show that it is possible to break down the topologically
protected surface state which is seen in dissipation spectroscopy as a rise of Joule type
of looses.

Both TaS, and BisTes are layered materials but they are different from HOPG
since they hold a dissipative system (CDW and IPS) that oscillating tip might per-
turb or interact with. To combine the electronic properties with the dissipation, STM
and AFM experiments were performed simultaneously. Performing STM-AFM com-
bined measurements were only possible after the improvement of the STM line of the
system. The results show that having a metallic tip also improved the dissipation
measurements.

Finally I reported on striking singlets or multiplets of dissipation peaks above
SrTiOj3 surface present at low temperatures (T=5K) and after sample annealing to high
temperatures (7" > 1000°C') which leads to oxygen deficient sample. The observed dis-
sipation peaks are attributed to tip-induced charge state transitions in quantum-dot-
like entities formed by single oxygen vacancies (and clusters thereof) at the SrTiO3 sur-
face. This in view of technological and fundamental research relevance of the material
opens important avenues for further studies and applications.
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