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The evolution towards a finite-time singularity of the Navier-Stokes equations for flow of an in-
compressible fluid of kinematic viscosity ν is studied, starting from a finite-energy configuration
of two vortex rings of circulation ±Γ and radius R, symmetrically placed on two planes at angles
±α to a plane of symmetry x = 0. The minimum separation of the vortices 2s and the scale of
the core cross-section δ are supposed to satisfy the initial inequalities δ � s � R, and the vortex
Reynolds number RΓ = Γ/ν is supposed very large. It is argued that in the subsequent evolution,
the behaviour near the points of closest approach of the vortices (the ‘tipping points’) is deter-
mined solely by the curvature κ(τ) at the tipping points and by s(τ) and δ(τ), where τ = (Γ/R2) t
is a dimensionless time variable. The Biot-Savart law is used to obtain analytical expressions
for the rate-of-change of these three variables, and a nonlinear dynamical system relating them
is thereby obtained. The solution shows a finite-time singularity, but the Biot-Savart law breaks
down just before this singularity is realised, when κs and δ/s become of order unity. The dynam-
ical system admits ‘partial Leray scaling’ of just s and κ, and ultimately full Leray scaling of
s, κ and δ, conditions for which are obtained. The tipping point trajectories are determined; these
meet at the singularity point at a finite angle.

An alternative model is briefly considered, in which the initial vortices are ovoidal in shape,
approximately hyperbolic near the tipping points, for which there is no restriction on the initial
value of the parameter κ; however it is still the circles of curvature at the tipping points that
determine the local evolution, so the same dynamical system is obtained, with breakdown again
of the Biot-Savart approach just before the incipient singularity is realised.

The Euler flow situation (ν = 0) is considered, and it is conjectured on the basis of the above
dynamical system that a finite-time singularity can indeed occur in this case.

1. Introduction
In this paper, we address the Clay Mathematics Prize question articulated by Fefferman (2006),

one variation of which may be paraphrased as follows: given at some initial instant a smooth
velocity field u0(x) of finite kinetic energy in an incompressible fluid filling all space, can a
singularity of the field appear within a finite time under evolution governed by the Navier-Stokes
equations? We shall show by explicit example that, with high probability, a point singularity for
the Euler equations can indeed appear within a finite time; and we shall show explicitly how, at
the last moment, vortex reconnection precludes the formation of a Navier-Stokes singularity.

The singularity question was originally posed by Leray (1934), and has since then provoked in-
tense investigation, both theoretical and numerical, but no definitive answer has hitherto emerged.
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The complex situation with regard to the Navier-Stokes equations has been reviewed by Doer-
ing (2009) and in the recent book, both entertaining and instructive, of Lemarié-Rieusset (2016).
Much parallel work has been devoted to the Euler equations for ideal flow of an incompressible
fluid of zero viscosity; but even here the ‘regularity’ question remains open. It is widely believed
that, even if the Euler equations can admit the appearance of a finite-time singularity, the dif-
fusive effect of viscosity, no matter how weak, must always smooth out an incipient singularity
before it forms. We shall show that the nonlinear process leading to a singularity can be stronger
than the viscous smoothing effect throughout nearly all of the evolution that we consider, until
the very last moment at which viscous reconnection of vortex lines must be taken into account.

The theorem of Beale et al. (1984) states in effect that if a finite-time singularity occurs at time
t = tc, then the vorticity ω = ∇ × u must be unbounded as t↑ tc; more precisely, that∫ tc

0
sup |ω(x, t)|x∈R3 = ∞ . (1.1)

This theorem, proved in the Euler context, but equally applicable (as the authors state) to the
Navier-Stokes equations, encourages us to specify the initial conditions in terms of the vorticity
field and to focus on the development of this vorticity field ω(x, t) for t > 0.

Many similar and tighter results, have since been obtained by powerful methods of functional
analysis. For example, Seregin & Šverák (2002) have proved that if a finite-time singularity of
the Navier-Stokes equations occurs at time t = tc, then the pressure field p(x, t) is unbounded
below, a result that makes good physical sense, given that the pressure is minimal in the core of a
stretched vortex, and if |ω(x, t)| → ∞ at some point in the core due to extreme stretching, then p
may be expected to tend to −∞ at the same point. Escauriaza et al. (2003) have similarly proved
that the L3-norm of u must blow up as t ↑ tc:

lim supt↑tc

∫
R3
|u(x, t)|3 dV = ∞ . (1.2)

Caffarelli et al. (1982) had earlier proved that, if a singularity occurs, then the space-time
Hausdorff dimension of the singularity cannot be greater than 1/2, implying in effect that it can
be at most a point singularity. For this reason, if a singularity is to form, then the length-scale of
the vorticity field must collapse to zero from all directions towards the point in question. This is
difficult to reconcile with the fact that the rate-of-strain tensor which is responsible for vorticity
intensification must always, in an incompressible fluid, have at least one positive eigenvalue sug-
gesting increase rather than decrease of scale in the direction of the corresponding eigenvector.
This might lead one to believe that a point singularity cannot form; but we shall show that this
belief is misplaced, at least for the Euler equations, although for rather subtle reasons.

A clue is provided by the theorem of Constantin et al. (1996), who proved, again in the context
of the Euler equations, that any singularity must involve a singularity of the direction as well as
the magnitude of the vorticity, so that the direction of the vorticity vector is indeterminate at
the singularity. This suggests that one should look to the interaction of non-parallel vortex tubes
in seeking a route to a possible singularity – rather like looking for the proverbial needle in a
haystack!

Such a search was initiated by the numerical investigations of Schwarz (1985) and Siggia
(1985) on the behaviour of interacting vortex filaments in Euler flow, an approach that has par-
ticular relevance for the evolution and reconnection of quantised vortices in superfluid 4He (see
for example Bewley et al. 2008, who observed the motion of particles trapped on the quantised
vortices). Siggia & Pumir (1985) set out a procedure for computing the Biot-Savart evolution of
a vortex filament, taking into account the decrease of the cross-section of the filament associated
with vortex stretching; they provided evidence that the cross-sectional area may decrease to zero
in a finite time, or at least for so long as the filament remains genuinely ‘tube-like’ without strong
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Figure 1. Biot-Savart approach to a singularity (using ‘cut-off’ regularisation) starting with two circular
vortices (as in figure 4), radius R and circulations ±Γ, symmetrically placed on planes inclined at angles
±π/4 to the vertical, with initial separation parameter s(0) = 0.03 (as defined in §3); time is non-dimension-
alised relative to R2/Γ; the arrows represent the velocity distribution on the vortices; (a) t = 0: the initial
state showing only the portion of the circles near the points of closest approach; (b) t = 0.03: the tip sep-
aration has decreased and the local velocity has increased; (c) t = 0.073: very near to the singularity time,
when the vortices approach ‘collision’ at the origin; (d-f) xz-projections of the same evolution, showing the
increase of curvature at the tip, and approach to locally hyperbolic form. A movie showing this process may
be found in the supplementary material.

deformation in the plane of cross-section. Similarly, Pumir & Siggia (1987) showed that a vortex
filament can pair with itself with length-scale decreasing like (tc − t)1/2 and velocity increasing
like (tc − t)−1/2 (‘Leray scaling’ that implies singularity at time t = tc), and concluded that a
finite-time Navier-Stokes singularity “cannot be easily dismissed”. In the present paper we adopt
an approach similar to that of these pioneering papers.

The work of Pumir & Siggia led to the important paper of de Waele & Aarts (1994) on the
evolution of two vortex filaments treated as line-singularities, in a variety of initial configura-
tions. These authors again focussed on Euler flow, using a regularised form of the Biot-Savart
law to determine the velocity field induced by the vortex filaments; they found that a ‘pyramid’
or ‘tent-like’ structure tended to emerge in every case. We have shown in the same way (Kimura
& Moffatt 2018a,b) how a singularity may be approached by counter-rotating vortices centred
on the two branches of a ‘tilted hyperbola’. A similar Biot-Savart computation for two initially
circular vortices on planes inclined at angles ±π/4 shows the approach to a singularity displayed
in figure 1(a–c); the xz-projections (figure 1(d–f)) show a strong increase of curvature at the tip
and approach to a locally hyperbolic form. Discretisation of the vortices and the ‘cut-off’ reg-
ularisation adopted clearly limits the validity of this type of computation as the singularity is
approached. The challenge that we now confront is to analyse the details of this phenomenon un-
der Navier-Stokes evolution, taking account of the finite vortex-core structure and the associated
effects of viscous diffusion.
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There have been many direct numerical simulations (DNS) of the processes of vortex interac-
tion and reconnection in viscous fluids, some showing trends towards a singularity (e.g. Kerr &
Hussain 1989; Kerr 2005b), and some showing near approach but ultimate evasion of a singu-
larity (e.g. Deng et al. 2005; Hou & Li 2006, 2008) — we might describe this as the adventus
interruptus of singularity formation! But whatever the outcome of such investigations, it must be
admitted that, even if a genuine singularity does exist for suitable initial conditions, any brute-
force computational approach must fail in the final stage of approach to it, simply because the
length-scale of the phenomenon must always decrease to less than the computational resolution
available. The best that can be hoped is detection of self-similarity during the initial stages of the
collapse process, which could be then coupled with analysis incorporating appropriate scaling
assumptions in the manner well described by Eggers & Fontelos (2015). This desirable outcome
has not yet been achieved, the indications being rather that there are significant departures from
self-similarity as a putative singularity is approached (Kerr 2005a; Bustamante & Kerr 2008).

The computational difficulties are evident in the recent work of Hormoz & Brenner (2012)
and Brenner et al. (2016), who find that the Biot-Savart description of approaching vortices has a
tendency to break down some time before a singularity is reached because of the flattening of the
vortex cross-sections that is observed to occur. They propose a model in which counter-rotating
vortex pairs are flattened to sheets that become unstable through some kind of Kelvin-Helmholtz
or roll-up mechanism, forming a new sequence of vortex pairs on a smaller scale on which the
whole process can then iterate. DNS has already achieved evidence of the earliest stages of such
an iterative process (McKeown et al. 2018).

We contend however that the vortex core flattening encountered by Kerr (2005a), Brenner
et al. (2016) and others does not in fact occur under Navier-Stokes evolution if the separation of
the vortices is small compared with their radius of curvature at closest approach and if the vortex
Reynolds number RΓ = Γ/ν is large enough; this assertion is based on the asymptotic analysis of
Moffatt et al. (1994), by which it was proved that a vortex subjected to non-axisymmetric strain
is not disrupted but retains its compact cross-sectional structure when RΓ � 1 (for details, see
§2.3 below). We shall find that the above dual requirement requires an exceptionally large RΓ,
far beyond current DNS possibilities.

On the experimental side, the pioneering work of Kleckner & Irvine (2013) on the visualisa-
tion of knotted and linked vortices and the reconnection processes that they undergo has had an
electrifying effect on research in this area, although, as in computational approaches, the vortex
Reynolds number (of order 104 – 105 in these experiments) is limited for reasons of practicality.
In recent work, Scheeler et al. (2017) have shown experimentally that the helicity of a vortex
tube, consisting of the sum of its twist and writhe ingredients, is conserved to good approxima-
tion on time-scales O(R2/Γ), where R is the mean radius of curvature of the vortex, but that on
longer time-scales, the twist of vortex lines within the core decays to zero, while the writhe helic-
ity remains approximately constant. We shall provide an explanation of this observation, which
has obvious relevance for vortex interactions, in §2.2 below.

As regards the remaining structure of the paper, and the conclusions that may be drawn from
the detailed analysis, we refer the reader immediately to the concluding §15.

2. Some relevant background
2.1. Vortex subjected to time-dependent strain

We first recall the simple idealised problem (Moffatt 2000) of a Burgers-type vortex

ω = (0, 0, ω(r, t)) (2.1)
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in cylindrical polar coordinates (r, θ, z), subjected to an axisymmetric but time-dependent strain
field

U = (− 1
2λ(t) r, 0, λ(t) z), (2.2)

with λ(t) > 0 for t ≥ 0, to ensure positive vortex stretching. The vorticity equation in this situation
is linear

∂ω

∂t
=
λ(t)
2r

∂

∂r
(r2ω) +

ν

r
∂

∂r

(
r
∂ω

∂r

)
, (2.3)

and with the initial condition
ω(r, 0) = ω0 exp

(
−r2/δ2

0

)
, (2.4)

a similarity solution of the form

ω(r, t) =
Γ(µ − 1)

4πν(tc − t)
exp

(
−(µ − 1)r2

4ν(tc − t)

)
(2.5)

exists provided

λ(t) =
µ

tc − t
, 0 < t < tc , (2.6)

where µ is a constant satisfying

µ = 1 + λstc, λs = 4ν/δ2
0. (2.7)

Here, λs is the strain rate that would be required to maintain a steady Burgers vortex against
viscous erosion. Provided λ(0) (=µ/tc)>λs, the solution (2.5) blows up at the finite time t = tc =

(λ(0)−λs)−1, because the effect of the increasing strain-rate dominates over viscous diffusion for
all t ∈ (0, tc).

For this very special exact solution of the Navier-Stokes equation, the cross-sectional scale of
the vortex is δ(t) = [4ν(tc − t)/(µ − 1)]1/2 scaling like (tc − t)1/2, and the vorticity ω ∼ δ−2 scales
like (tc − t)−1. This particular scaling, first identified by Leray (1934), is appropriately described
as ‘Leray scaling’.

If the straining flow U is induced by other vortices, then we can imagine a situation in which
these other vortices approach the strained vortex in such a way that λ increases without limit
within a finite time. The problem is first to define an appropriate vortex configuration such that
the length-scale of the interaction region of the vortices decreases in all directions towards a point
singularity, despite the conflicting tendency associated with the direction of positive strain. We
shall show how this difficulty is overcome in the model developed in the following sections.

We shall need a slight generalisation of the result (2.5) – (2.7) above. For general λ(t) > 0,
guided by (2.5), we may look for a similarity solution of (2.16) of the form

ω(r, t) =
1

4πδ2(t)
exp

(
−η2

)
where η =

r
2 δ(t)

. (2.8)

Substituting in (2.16), we find that this equation is satisfied provided

d
dt
δ2 = ν − λ(t) δ2 . (2.9)

If λ(t) = µ/(tc − t) where µ > 0, then, with τ = t/tc, the solution of this equation satisfying the
initial condition δ(0) = δ0 is

δ2(τ)
ν tc

=
1 − τ
µ − 1

+

 δ2
0

ν tc
−

1
µ − 1

 (1 − τ) µ , if µ , 1, (2.10)

δ2(τ)
ν tc

=
δ2

0

ν tc
(1 − τ) − (1 − τ) log (1 − τ) , if µ = 1. (2.11)



6 H.K.Moffatt and Y.Kimura

0.2 0.4 0.6 0.8 1.0
τ

2

4

6

8

10

0.0 0.2 0.4 0.6 0.8 1.0
τ

0.5

1.0

1.5

(a) (b)

Figure 2. The solution δ2/ν tc of (2.10) as a function of τ = t/tc: (a) µ = 0.2; δ2
0/ν tc = 5 (dotted), 7.5

(dashed) and 10 (solid); (b) µ = 2; δ2
0/ν tc = 0.2 (dotted), 0.5 (dashed), and 1.5 (dash-dotted); the case of

Leray scaling, δ2
0/ν tc = 1 is shown by the straight solid line.

The solution (2.10) has a different character according as µ < or > 1. If 0<µ<1, then the second
term proportional to (1 − τ) µ dominates as τ→ 1, and the solution has infinite negative gradient
in this limit. If µ > 1, then the first term, proportional to 1 − τ, dominates in the limit, and the
solution has limiting gradient −(µ− 1)−1 for any value of δ2

0/ν tc. If µ > 1 and δ2
0/νtc = 1/(µ− 1),

then we have the special solution considered above with the Leray scaling

δ2(τ) = δ2
0(1 − τ). (2.12)

The situation is illustrated in Figure 2. In (a), µ < 1, and the solution ‘plunges to zero’ at τ = 1
with gradient −∞; (the limiting solution (2.11) also has this property). In (b), µ > 1, and the
solution ‘glides to zero’ with finite gradient −(µ− 1)−1 at τ = 1; here, the solution with the Leray
scaling (2.12) is the straight line (solid). In all cases, the solution exhibits a finite-time singularity
(δ = 0, so ω = ∞) at τ = 1.

2.2. Preferential decay of twist

Suppose we add a velocity (0, 0,w(r, 0)) parallel to the vorticity (2.4) in the initial condition for
the stretched Burgers vortex, and with the same Gaussian structure

w(r, 0) = w0 exp
(
−r2/δ2

0

)
. (2.13)

The associated flux in the z-direction is

Q0 =

∫ ∞

0
w(r, 0) 2π r dr = πw0 δ

2
0 . (2.14)

The vortex lines are now helical within the vortex, and the ‘twist helicity’ per unit axial length is

H0 =

∫ ∞

0
w(r, 0)ω(r, 0) 2πrdr =

ΓQ0

2πδ2
0

. (2.15)

Under the time-dependent straining (2.6), and with no additional applied pressure gradient, the
z-component of the Navier-Stokes equation takes the form

∂w
∂t

+ 2λ(t) w =
λ(t)
2r

∂

∂r
(r2w) +

ν

r
∂

∂r

(
r
∂w
∂r

)
. (2.16)

From this, with λ(t) = µ/(tc − t), it is evident that (tc − t)2µw(r, t) satisfies the same equation as
ω(r, t), so that the solution for w(r, t) analogous to (2.5) is

w(r, t) =
Q(t)(µ − 1)
4πν(tc − t)

exp
(
−(µ − 1)r2

4ν(tc − t)

)
, (2.17)
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where

Q(t) = (tc − t)2µ Q0. (2.18)

Thus w(r, t) and the associated flux Q(t) decay to zero as t → tc, while becoming ever more
concentrated towards the axis r = 0. The helicity per unit axial length H(t) = ΓQ(t)/2πδ2(t)
decays similarly:

H(t) =
ΓQ0λstc

4ν
(tc − t)1+2λstc . (2.19)

In general, the helicity of a vortex that is deformed out of a plane through interaction with
other vortices is given by

H = Γ2(Wr + Tw), (2.20)

where Wr is the ‘writhe’ of the vortex axis, and Tw is the twist, which consists in part of the total
torsion T of the axis, and in part of the internal twist of vortex lines within the core (Moffatt &
Ricca 1992).H is a pseudo-scalar invariant of the Euler equations representing the net linkage of
vortex lines of the flow (Moffatt 1969), but it is not an invariant of the Navier-Stokes equations.
Viscosity can dissipate the internal core contribution to twist helicity by the above mechanism,
while torsion and writhe remain relatively unaffected. The preferential decay of twist helicity
observed by Scheeler et al. (2017) may be at least in part attributable to this mechanism.

We note that the same effect does not occur for a Lamb vortex, i.e. a line vortex decaying
in a viscous fluid with no imposed strain. When an axial flux Q is included, both Γ and Q are
conserved, while the radial length scale increases as

√
νt. The kinetic energy per unit axial length

for such a vortex diverges logarithmically as r → ∞. However enstrophy Ω(t) and helicity H(t)
per unit length are finite and decay like t−1:

Ω(t) ∼ Γ2/8νt , H(t) ∼ ΓQ/8νt , as t → ∞ . (2.21)

2.3. Vortex subjected to non-axisymmetric strain

We shall be concerned with straining of vortex tubes of Gaussian vorticity profile, as considered
above, at high but finite Reynolds number RΓ = Γ/ν, under locally non-axisymmetric irrotational
strain

U = (λ1x, λ2y, λ3z) , (2.22)

where λ1 < λ2 < λ3. The incompressibility condition implies that λ1 + λ2 + λ3 = 0, so that
λ1 < 0 and λ3 > 0. We suppose now that the vortex tube is aligned with the y-axis, i.e. ω =

(0, ω(x, z), 0), and that λ2 > 0 so that the tube is subject to positive stretching.
The strain rates in the plane transverse to the vortex axis are λ1<0 and λ3>0, so that there is

a tendency to flatten the cross-section to oval shape, as found by Brenner et al. (2016). However,
as recognised by Lin & Corcos (1984) and Neu (1984) for the particular case of plane strain,
and as analysed more generally by Moffatt et al. (1994), the cross-section of the vortex remains
circular at leading order when RΓ � 1, essentially because the spin is then so rapid that the vortex
cross-section experiences just the average strain rate 1

2 (λ1 +λ3) = − 1
2λ2 < 0, thus maintaining its

compact structure as for a Burgers vortex subjected to axisymmetric strain. The stretched vortex
can therefore survive for a long time even when λ3 > λ2 > 0, provided RΓ is large enough. The
asymptotic analysis was found to require that †

ε1 ≡ c ε � 1, where ε = ν/Γ = 1/RΓ and c = 1 + 2λ3/λ2 . (2.23)

Figure 3 shows isovorticity contours ω(x, z) = const. in the vortex core for three values of ε1,
showing how the flattening effect decreases as ε1 → 0.

† In Moffatt et al. (1994), the vortex was in the z-direction, and subject to a uniform strain (αx, βy, γz);
the correspondence with our present notation is therefore (α, β, γ)→ (λ1, λ3, λ2)
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Figure 3. Isovorticity contours in the core of a vortex subjected to the non-axisymmetric irrotational strain
field (2.22); ε1 defined by (2.23): (a) ε1 = 0.008; (b) 0.005; (c) 0.0025: the flattening decreases as ε1 → 0.
The streamlines of the strain field in the plane y = const. are shown by the dashed curves, for the choice
{λ1 : λ2 : λ3} = {−3 : 1 : 2}. [After Moffatt et al. 1994.]

At the leading order O(ε0
1 ), it was found that the axial component of vorticity in the vortex

core has just the usual Gaussian profile of the traditional Burgers vortex,

ω(r) =
λ2Γ

4πν
exp

[
−
λ2r2

4ν

]
, (2.24)

where λ2 (>0) is the axial strain rate, and r = (x2 + z2)1/2 is the radial coordinate in the plane of
cross-section of the vortex. This result, obtained through the need to satisfy a solvability condi-
tion at O(ε1), was found to be independent of the value of c, and is still valid, with one qualifi-
cation, when the rate-of-strain tensor has two positive eigenvalues (c > 1); this qualification (as
discussed in §5 of Moffatt et al. 1994) is that the solution fails at a large distance r = O(ε−1/2

1 δ)
from the vortex axis, where however the vorticity is already transcendentally small, of order
exp (−1/ε1). In this ‘remote’ region, since λ3 > 0, vorticity is stripped away in the z-direction,
but the resulting decrease of circulation Γ of the vortex is extremely slow.

A similar analysis applies when the axial strain rate λ2 is time-dependent in the manner con-
sidered in §2.1 above, as proved in §3 of Moffatt (2000) again by an asymptotic treatment in the
limit Γ/ν→ ∞.

3. Initial condition for two interacting vortices
3.1. Initial configuration

Consider now the configuration sketched in figure 4. Suppose that at time t = 0, with Γ > 0,
two vortex tubesV1 andV2 of small but finite Gaussian core cross-sections and of circulations
Γ1 = −Γ and Γ2 = +Γ are centred on circles C1 and C2 of radius R (curvature κ0 ≡ R−1), and that
they are imbedded in an incompressible fluid of kinematic viscosity ν and located on inclined
surfaces x = ±z tanα.With this notation, we distinguish between a vortex tube (or briefly, a
vortex) V and the curve C on which its axis is located. We suppose that the fluid is of infinite
extent in all directions and that the Reynolds number RΓ = Γ/ν ≡ ε−1 is large but finite:

1 � RΓ < ∞, or equivalently 0 < ε � 1. (3.1)

We can be more specific later (see §?? and figure ??) about just how large RΓ must be if a
singularity or near singularity is to form. We note that a similar starting point was adopted by
Boué et al. (2013), but with hyperbolic, rather than circular, vortices. The circular configuration
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as considered here was studied by DNS at RΓ = 577 by Kida et al. (1991) who focussed on the
detailed character of the reconnection process.

Let e1 = (− sinα, 0, − cosα) and e2 = (sinα, 0, − cosα) be unit vectors down the lines of
steepest slope on the two planes from the origin O(0, 0, 0). We suppose that the centres of the
circles C1 and C2 are at (R + d) e1 and (R + d) e2, and we shall require that d � R, so that the
interaction between the vortices is mainly localised in an O(d) neighbourhood of the origin. We
suppose further that each vortex has Gaussian core cross-section (∼ exp[−r2/4δ2]) of radial scale
δ > 0, and we require that δ � d, so that, at least initially, the effect of each vortex on the other
can be represented in terms of the Biot-Savart law. The circulations ±Γ are oriented so that the
vortices tend to propagate towards the plane of symmetry and so towards each other. The initial
velocity field corresponding to the assumed vorticity distribution is clearly a smooth C∞ function
of position x.

In summary, we assume

0 < δ � d � R. (3.2)

Note that, near their points of nearest approach (±d sinα, 0,−d cosα), the vortices are approxi-
mately anti-parallel; their minimum separation is 2s, where

s = d sinα. (3.3)

We shall in places use the notation ξ ≡ s/R = κ0s.

3.2. Induced velocity field

The vortices induce a velocity field u(x, t) that is finite and everywhere analytic, at least for
small times (Foias & Temam 1989; for a recent survey of formal mathematical approaches to the
Navier-Stokes equations, see Foias et al. 2017). The evolution of u(x, t) for t > 0 is governed by
the Navier-Stokes equation

∂u
∂t

+ u · ∇u = −
1
ρ0
∇p + ν∇2u , ∇ · u = 0 , (3.4)

where p(x, t) is the pressure field, and ρ0 is the density, assumed uniform. There are obvious
mirror symmetries in the planes x = 0 and y = 0; writing u = (ux, uy, uz), these are

ux(−x, y, z) = −ux(x, y, z), uy(−x, y, z) = uy(x, y, z), uz(−x, y, z) = uz(x, y, z), (3.5)
and

ux(x,−y, z) = ux(x, y, z), uy(x,−y, z) = −uy(x, y, z), uz(x,−y, z) = uz(x, y, z). (3.6)

Ignoring any symmetry-breaking instability to which the vortices may be subject, these symme-
tries persist for all t > 0 for so long as u(x, t) remains analytic.

The momentum associated with each vortex is of order ρ0 πR2 Γ in the direction normal to its
plane towards the z-axis. The total momentum of the two-vortex system is therefore

P ∼
(
0, 0, −2π ρ0 Γ R2 sinα

)
, (3.7)

and this is constant for t > 0. The main contribution to this downwards momentum comes from
the parts of the vortices at a distance much greater than d from the z-axis. The angular momentum
is zero by symmetry, and so is the helicity as there is no linkage of vortex lines.

The initial kinetic energy of the system is

K0 = 1
2

∫
ρ0 u(x, 0)2 dV ∼ 1

2ρ0 Γ2 R log(R/δ) < ∞ . (3.8)

Energy is dissipated by viscosity, so that dK(t)/dt < 0 for all t > 0.
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Figure 4. Two circular vortices of equal radii R and circulations ∓Γ are located on inclined planes
x = ±z tanα; the centres are at (∓(R+d) sinα, 0, −(R+d) cosα) and the ‘tipping points’, i.e. the points of
nearest approach, are at (∓d sinα, 0, −d cosα); the separation of the tipping points is 2s where s = d sinα;
the vortices have equal core cross-sections of scale δ, and it is supposed that δ � s � R; the configuration
is symmetric about the planes x = 0 and y = 0, and, neglecting any possible instabilities, these symmetries
persist for t > 0 under Navier-Stokes evolution; the circulations are such that the vortices propagate towards
each other, while being distorted upwards near the tipping points.

3.3. Self-induced velocity ofV1

The self-induced velocity v1 of the vortexV1 (with circulation −Γ and curvature κ0 ≡ R−1) is

v1 = (−κ0 Γ/4π)
[
log(1/κ0 δ) + β

]
b (3.9)

where b is the unit binormal vector, and, for a Gaussian core, β = log 4−0.558 = 0.828 (Saffman
1970, Sullivan et al. 2008†. [We shall also need the value β = log 4 − 0.250 = 1.136 for a
uniform vorticity core.] The additional induced velocity v2 due to C2 in the ‘tip region’ of C1
where |x| = O(s) is of order Γ/s. We seek first to find the velocity field v2 in the immediate
neighbourhood ofV1 in order to determine how this vortex moves and how its core is deformed.
Of course the effect is mutual, and both vortices must deform in symmetric manner.

Although we consider here only the initial configuration, we shall see that the analysis remains
relevant as the vortices are progressively deformed for t > 0, because the interaction is predom-
inantly local, involving only the instantaneous curvature κ(t) at the points of nearest approach,
T1 and T2, and the separation 2s(t) of these points, where s(t) = d(t) sinα(t); the analysis will
remain valid for so long as

δ(t) � s(t) � 1/κ(t). (3.10)
We describe T1 and T2 as the ‘tipping points’, because they obviously play a crucial role in the
approach to a singularity.

The parametric equations of the circles C1 and C2 at time t = 0 are

x1(θ1) = [−(R + R cos θ1 + d) sinα,−R sin θ1, −(R + R cos θ1 + d) cosα] , (3.11)
x2(θ2) = [+(R + R cos θ2 + d) sinα,−R sin θ2, −(R + R cos θ2 + d) cosα] , (3.12)

where the parameters θ1 and θ2 run from −π to π. The tipping points T1 and T2 at time t = 0 are
then at θ1 = π and θ2 = π, i.e. at

(∓d sinα, 0,−d cosα) = (x̃, 0, z̃), say, on C1,C2 respectively. (3.13)

† Sullivan et al. (2008) (p.324) quote Saffman’s result (with
√
νt = δ in our notation) in the form

V = (Γ/4πR)
[
log

(
8R/
√

4νt
)
− 0.558

]
b,



Finite-time singularity 11

C1

C2 X

Z

zx

R d
α

α
α

′O O

ê1
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Figure 5. Sketch of projection on the {x, z}-plane (not to scale). The frame of reference OXZ is obtained
from Oxz by anti-clockwise rotation through an angle π/2 + α ; O′ is the displaced origin. The projections
of C1 and C2 are shown in black; T1 and T2 are the tipping points, with separation 2s. The rate-of-strain
field at T1 is as indicated; ê1 and ê3 are the eigenvectors corresponding to eigenvalues λ1 < 0 and λ3 > 0;
the strain field tends to orient the xz-plane projection of the neighbourhood of the tip of C1 towards the
direction of ê3. Similar distortion occurs symmetrically at T2.

We shall use the tilde .̃ in this way to denote variables that are evaluated at the tipping points.

4. Analysis of the Biot-Savart integral
The analysis that follows is valid for arbitrary d > 0; it is not restricted to small d, although

we shall later find good reasons for limiting attention to this situation. It is convenient to adopt a
frame of reference O′XYZ rotated anti-clockwise through π/2 +α from Oxyz and with displaced
origin O′ so that O is at X = R + d, Y = 0, Z = 0 (see figure 5); thus

X(x, z) = R + d − x sinα + z cosα, Y = y, Z(x, z) = −x cosα − z sinα . (4.1)

In the frame O′XYZ, the vortexV2 lies in the plane Z = 0 and has parametric representation

X2 = (R cos θ, R sin θ, 0), (−π < θ ≤ π), (4.2)

and the tipping point T1 of C1 is at

X = X̃ = (R + 2s sinα, 0, 2s cosα). (4.3)

We aim first to determine the induced velocity and rate-of-strain tensor at this point.
The velocity field induced by V2 at any point X = (X,Y,Z) satisfying |X − X2| � δ is given

by the Biot-Savart integral

v2(X) =
Γ

4π

∮
C2

dX2 ∧ (X − X2)
|X − X2|

3 , (4.4)

where, from (4.2),

dX2 = (−R sin θ, R cos θ, 0) dθ and X − X2 = (X − R cos θ, Y − R sin θ, Z) . (4.5)
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Hence

dX2 ∧ (X − X2) = (Z cos θ, Z sin θ, R − X cos θ − Y sin θ) R dθ , (4.6)

and

|X − X2|
2 = (R cos θ − X)2 + (R sin θ − Y)2 + Z2 =

(
R2 + r2

)
[1 − m cos(θ − γ)] , (4.7)

where

r2 = X2 + Y2 + Z2, m =
2R(X2 + Y2)1/2

R2 + r2 , tan γ = Y/X . (4.8)

Note that 0 < m < 1 for points X < C2.
With φ = θ − γ, the Biot-Savart integral (4.4) can be reduced to the form

v2(X) =
ΓR

2π(R2 + r2)3/2

[
I1(m) Z cos γ, I1(m) Z sin γ, R I0(m) − I1(m) (X cos γ + Y sin γ)

]
, (4.9)

where

I0(m) =

∫ π

0

dφ
(1 − m cos φ)3/2 , I1(m) =

∫ π

0

cos φ dφ
(1 − m cos φ)3/2 . (4.10)

These integrals may be expressed in terms of complete elliptic integrals K(k), E(k) of the first
and second kinds, defined in the notation of Abramowitz & Stegun (1964) by

K(k) =

∫ π/2

0
(1 − k sin2 ψ)−1/2 dψ, E(k) =

∫ π/2

0
(1 − k sin2 ψ)1/2 dψ. (4.11)

The results are

I0(m) =
−2E(k)

(m − 1)(1 + m)1/2 , I1(m) =
−2[E(k) + (m − 1)K(k)]

m(m − 1)(1 + m)1/2 , where k =
2m

m + 1
. (4.12)

The induced velocity field (4.9) is thus expressible in terms of known functions; and it may be
verified that this field does indeed satisfy ∇·v2 = 0, ∇∧v2 = 0, identities that must therefore be
satisfied at each order under expansion in the neighbourhood of any point.

Exact expressions for the components (32x, 32y, 32z), as determined by (4.8) – (4.12), can now
be found by converting back to the frame of reference Oxyz through the transformation

32x(x, y, z) = −32X(X(x, z), y, Z(x, z)) sinα − 32Z(X(x, z), y, Z(x, z)) cosα ,
32y(x, y, z) = 32Y (X(x, z), y, Z(x, z)) ,
32z(x, y, z) = +32X(X(x, z), y, Z(x, z)) cosα − 32Z(X(x, z), y, Z(x, z)) sinα . (4.13)

4.1. Velocity on the z-axis

Based on this exact solution, we can first determine the velocity 3z(0, 0, z) on the z-axis induced by
bothV1 andV2; by symmetry this is simply 232z(0, 0, z). This is shown in figure 6 for three values
of the separation parameter ξ = κ0s = 0.2, 0.1 and 0.05. [In the figures, we use dimensionless
variables based on length-scale κ−1

0 and velocity-scale κ0Γ.] As the separation of the tipping
points T1 and T2 decreases, it is evident that the upward velocity becomes more sharply peaked,
its maximum moving towards z = 0 and increasing without limit; actually 3z(0, 0, 0) ∼ κ0Γ/πξ as
ξ → 0.

4.2. Induced velocity at the tipping point of C1

Similarly, we may now obtain exact expressions for the components of v2 at the tipping point T1
of C1, with coordinates

X̃ = (R(1 + 2ξ sinα), 0, Rξ cosα) . (4.14)
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Figure 6. Curves of 3z(0, 0, z) for ξ (= κ0 s) = 0.2 (dotted), 0.1 (dashed), and 0.05 (solid); dimensionless
variables are used here and in other figures, based on length scale R = κ−1

0 and velocity scale κ0Γ; the value
α = π/4 is adopted throughout.

Here, 3̃2y = 0 by symmetry, and after some simplification we find

3̃2x(ξ, α) ≡ 32x(x̃) = −
κ0 Γ

4π
cosα[K(k) − E(k)]

(1 + 2ξ sinα)(1 + ξ2 + 2ξ sinα)1/2 , (4.15)

and

3̃2z(ξ, α) ≡ 32z(x̃) =
κ0 Γ

4π
E(k) (1 + 2ξ2 + 3ξ sinα) − ξK(k) (2ξ + sinα)

ξ(1 + 2ξ sinα)(1 + ξ2 + 2ξ sinα)1/2 , (4.16)

where

k =
1 + 2ξ sinα

1 + ξ2 + 2ξ sinα
. (4.17)

The asymptotic behaviour of these functions is, as ξ → 0,

3̃2x(ξ, α)
κ0Γ

∼−
cosα

4π

[(
log

4
ξ
−1

)
−
ξ

4π

(
3 log

4
ξ
−4

)
sinα

]
,
3̃2z(ξ, α)
κ0Γ

∼
1

4π

[
1
ξ
−

(
log

4
ξ

)
sinα

]
,

(4.18)
and, as ξ → ∞,

3̃2x(ξ, α)
κ0Γ

∼ −
cosα
16 ξ3 ,

3̃2z(ξ, α)
κ0Γ

∼
sinα
32 ξ3 . (4.19)

In (4.18), we see the characteristic logarithmic singularity in 3̃2x, and the stronger ξ−1 singularity
in 3̃2z; while in (4.19), we see the ξ−3 behaviour in both components, characteristic of dipole
behaviour at large ξ. [The far-field velocity induced by both vortices has quadrupole behaviour
O(r−4) as r → ∞.] We note immediately that, since 3̃2z > |3̃2x| for small ξ and 3̃2z < |3̃2x| for
large ξ, there must be a crossover point at some intermediate value of ξ. Figure 7 shows that this
crossover in fact occurs at ξ ≈ 1.357, where 3̃2z = |3̃2x| ≈ 0.00594.

Figure 8 shows 3̃2x and 3̃2z at T1 as given by (4.15) and (4.16) (note the different vertical scales
in (a) and (b)), which make evident the logarithmic singularity in 3̃2x and the much stronger ξ−1

singularity in 3̃2z as ξ → 0. Figure 9 shows 3̃2x at T1 (solid) as a function of ξ for 0 < ξ < 1
and α = π/4, together with the two-term asymptotic result (4.18) (dashed); this coincides well
with the exact solution for ξ . 0.7. The first term of the asymptotic result (4.18) (dash-dotted) is
reasonably accurate only for ξ . 0.005. The dotted vertical line indicates the upper boundary of
the region of interest.

Turning now to the component 3̃2z, the situation is very different. Figure 10(a) shows a log-log
plot (for 0 < ξ < 1) of the exact analytic solution for 3̃2z at T1, which confirms the ξ−1 scaling of



14 H.K.Moffatt and Y.Kimura

1.2 1.3 1.4 1.5 1.6
ξ

0.005

0.006

0.007

0.008

Figure 7. Curves of |3̃2x(ξ, α)| (solid) and 3̃2z(ξ, α) (dashed) (α = π/4) showing the crossover at ξ ≈ 1.357.
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Figure 8. Velocity components at T1; (a) 3̃2x and (b) 3̃2z, given by (4.15) and (4.16), for α = π/4 (solid)
and α = 0 (dotted); curves for other values of α fit continuously between these bounds; 3̃2x shows the
logarithmic singularity and 3̃2z the ξ−1 singularity as ξ → 0, as indicated by (4.18).

0.2 0.4 0.6 0.8 1.0
ξ

-0.30

-0.25

-0.20

-0.15

-0.10

-0.05

0.05

Figure 9. The induced component 3̃2x at the tipping point T1 (solid) as a function of ξ (for α = π/4); the
two-term asymptotic result (4.18) is shown by the dashed curve which almost coincides with the exact
solution for ξ . 0.7; the dash-dotted curve shows just the first-term of (4.18); the ‘small-ξ’ range of interest
lies to the left of the dotted line at ξ = 0.1.

the asymptotic result (4.18). Figure 10(b) shows a plot of 3̃2z over the range 0 < ξ . 1 (solid); the
two-term asymptotic result (4.18) is superposed (dashed), showing remarkably good agreement
over this whole range. Again, the dotted vertical line indicates the upper boundary of the region
of interest.

4.3. Inclusion of v1

As previously noted, the total initial velocity v on C1 is the sum of the induced ingredient v2 as
determined above and the self-induced velocity v1 given by (3.9), i.e.

v = v1 + v2 with v1 = (κ0 Γ/4π)
[
log (1/κ0δ) + β

]
(cosα, 0, − sinα) . (4.20)

For the onset of ‘close interaction’, two conditions must be satisfied. First, since 3̃2x < 0, the self-
induced component 3̃1x, which is positive on C1, must exceed |3̃2x|, so that the tips are definitely
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Figure 10. (a) Log-log plot of the induced component 3̃2z at the tipping point T1 as a function of ξ
(α = π/4, 0 < ξ < 0.6); the slope of the dashed line is −1; (b) 3̃2z for the interval 0 < ξ < 0.12 (black) with
the asymptotic curve of (4.18) superposed (dashed); again the ‘small-ξ’ range of interest lies to the left of
the dotted line at ξ = 0.1.
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Figure 11. (a) Components of v2 as functions of the parameter θ1 on C1: 3̃2x(θ1) (solid), 3̃2y(θ1)
(dashed), 3̃2z(θ1) (dotted); (b) the same, for components of v = v1 + v2. (α = π/4, ξ = 0.05); note how
3z is positive only in a small neighbourhood of the tip T1 at θ1 = π.

moving towards the plane of symmetry. Since in any case we require that δ0 � s0 in order to
justify use of the Biot-Savart law, this condition is automatically satisfied.

Second, although 3̃1z < 0 on C1, this should not exceed 3̃2z in magnitude, because we want the
tips to move upwards, i.e. we must also satisfy

3̃z = 3̃1z + 3̃2z =
κ0Γ

4π

[
1
κ0s
−

[
log

(
4/κ2

0 sδ
)

+ β
]

sinα
]
> 0. (4.21)

Again using (3.9) together with (4.18), this requires that

κ0s sinα <
[
log

(
4/κ2

0 sδ
)

+ β
]−1

, (4.22)

i.e. the tips must be close enough to ensure this upward movement. For two approaching vortices,
the condition (4.22) in effect defines the onset of the close interaction process.

5. Early deformation of C1

The components of the initial induced velocity v2(x1)=(32x(θ1), 32y(θ1), 32z(θ1)) on C1 are
found by taking x = x1(θ1) in (4.13); these components are shown in figure 11(a), and the com-
ponents of v(x1)= (3x(θ1), 3y(θ1), 3z(θ1)) including the self-induced ingredients in figure 11(b).
Here, by way of illustration, we have chosen parameter values

κ0s0 = 0.05, κ0 δ0 = κ0s0/20 = 0.0025, α = π/4, (5.1)
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Figure 12. (a) Early deformation of C1 at t = 0.2 (solid), based on the small-time approximation (5.2); the
initial form at t = 0 is shown dotted. (b) Projection on yz-plane, showing increase of curvature at the tip;
the initial projection on this plane is an ellipse. (c) Projection of both C1 and C2 on xz-plane, near the the
region of strong interaction within the dotted circle of radius ∼ 0.2. (κ0 s0 = 0.05, κ0 δ0 = 0.0025, α = π/4).
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Figure 13. Same as figure 12, still with κ0 s0 = 0.05, but now with κ0δ0 = 3.303 × 10−6; t = 0 (dotted), and
t = 0.115 (solid) when, according to the linear approximation (5.2), C1 and C2 ‘collide’ at O; in this special
case, the tips move on the diagonal lines x = ±z.

for which 3x and 3z are both positive at the tip θ1 = π, as required. Note also that the gradient
d3y(θ1)/dθ1 is positive at θ1 = π, so the vortex is being stretched at the tip. The resulting early
displacement of the vortex, based on the linearised small-t approximation

x1(θ1, t) ≈ x1(θ1, 0) + t v(x1(θ1, 0)), (5.2)

is shown in figure 12.
Figure 13, by contrast, shows the same early deformation, with κ0s0 = 0.05, κ0δ0 = 3.303 ×

10−6. For this much smaller value of δ0, the motion of the tip is directly towards the origin O; this
is most evident in figure 13(c). The solid curves are for t = 0.115, when the vortices collide at the
origin (0, 0, 0); this is however pushing the linear approximation (5.2) too far, as it is accurate
only for much smaller t.

5.1. The counter-intuitive increase of curvature at the tip

It is evident from these figures that the stretching in the y-direction is coupled with an increase of
curvature at the tip. This is counter-intuitive because one might expect the stretching to decrease
rather than increase the curvature. It is perhaps helpful to consider an analogous situation as
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Figure 14. Thought experiment in which an elastic cord looped under tension round a horizontal rod is
stretched by upward movement of the rod: if the cross-section of the rod is caused by some mechanism to
decrease continuously, then the radius of curvature of the cord at the tip decreases despite the positive axial
strain in its neighbourhood.
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Figure 15. Rate of stretching λ2(ξ)/Γκ2
0 at the tipping point T1 (solid); two-term small-ξ asymptotic

(dashed); one-term asymptotic (dotted); (a) in the range 0 < ξ < 1 (b) the same, for the range 0<ξ<0.1; in
this range, the exact solution and the two-term small-ξ asymptotic are indistinguishable.

illustrated in figure 14: imagine an elastic cord looped round a horizontal rod of circular cross-
section, secured under tension at some lower level, and stretched by upward movement of the
rod; imagine further that the radius of cross-section of the rod is caused to decrease continuously
by some mechanism (it could, for example, be a rapidly melting rod of ice). Then the stretch of
the cord increases at the tip, but its curvature also increases, remaining as it does under increasing
tension in close contact with the rod. We shall find in §5.4 that this simple analogy does represent
quite well the nature of the vortex stretching process at the tipping points.

5.2. Rate of stretching at the tipping point

The rate of stretching of C1 at the tipping point T1 (−s, 0, −s cotα) is λ2 ≡ ∂3y/∂y, and this may
be evaluated from the exact solution. The result, when simplified, is

λ2 =
Γκ2

0

4π

[
(1 + 2ξ2 + 2ξ sinα)E(k) − 2ξ2K(k)

]
cosα

ξ(1 + 2ξ sinα)2
√

1 + ξ2 + 2ξ sinα
, (5.3)

with k still given by (4.17). For small ξ, this function has the asymptotic behaviour

λ2 ∼
Γκ2

0 cosα
16 π

[
4
ξ
− 12 sinα + ξ

{
6 log

(
ξ

4

)
+ 5(4−3 cos 2α)

}
+ O

(
ξ2

)]
. (5.4)
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Figure 15(a) shows λ2(ξ)/Γκ2
0 as given by (5.3) for 0<ξ<1, together with the small-ξ two-term

asymptotic result (5.4). Figure 15(b) shows the same for 0 < ξ < 0.1; over this range, the exact
result and the two-term asymptotic result are virtually indistinguishable; the one-term asymptotic
result λ2/Γκ

2
0 ∼ cosα/4π ξ is shown dotted. It is perhaps significant that the ξ-dependence of λ2

is so similar to that of 32z, as shown in figure 8(b); it is as if the relatively rapid upward movement
of T1 is the direct cause of a corresponding stretching of the vortex.

5.3. Rate of strain in the xz-plane

Here, we return to the frame of reference O′XYZ. We are concerned with the rate of strain
that acts upon the vortex V1 at its tipping point T1; the self-induced velocity of V1 makes no
contribution to this, so we need only calculate the rate-of-strain tensor ei j(X) at T1 induced by
V2. This may be found explicitly from the exact solution, and evaluated at T1 (see 4.14). At this
point, ei j

(
X̃
)

takes the form

ei j

(
X̃
)

=

 eXX 0 eXZ

0 λ2 0
eZX 0 eZZ

 ,
where λ2 is as already determined by (5.4), and

eXX =
∂32X

∂X
, eZZ =

∂32Z

∂Z
, eXZ = eZX = 1

2

(
∂32X

∂Z
+
∂32Z

∂X

)
, (5.5)

evaluated at X̃.
We shall need only the small-ξ asymptotic expressions for the components eXX , eZZ and eXZ ,

to the same order of approximation as for λ2 in (5.4). After some simplification, these asymptotic
results are

eXX

Γκ2
0

= −
cosα sinα

4πξ2 −
cosα cos 2α

8πξ
+

(6 + 3 cos 2α) cosα sinα
16π

+ O(ξ) ,

eZZ

Γκ2
0

= +
cosα sinα

4πξ2 +
cosα(cos 2α − 2)

8πξ
+

(15 sinα − 3 sin 3α) cosα
32π

+ O(ξ) ,

eXZ

Γκ2
0

= −
cos 2α
8πξ2 +

sin 3α − sinα
16πξ

+
12 log (ξ/4) + 19 + 3 cos 4α

64π
+ O(ξ) , (5.6)

Thus, retaining only terms up to O(ξ−1), and still in the frame OXYZ, we have

ei j (X)

Γκ2
0

=
1

8πξ2

 − cosα (2 sinα+ξ cos 2α) 0 − cos 2α+ 1
2ξ(sin 3α−sinα)

0 2ξ cosα 0
− cos 2α+ 1

2ξ(sin 3α−sinα) 0 cosα (2 sinα+ξ(cos 2α−2))

 , (5.7)

and we note that this satisfies eii = 0, as required by incompressibility – a useful check on the
analysis.

The eigenvalues of the tensor ei j (which are of course frame-independent) can now be calcu-
lated; correct to order ξ−1 (for ξ � 1), they are

λ1

Γκ2
0

=
−1

8πξ2 +
sinα − cosα

8πξ
,

λ2

Γκ2
0

=
cosα
4πξ

,
λ3

Γκ2
0

=
1

8πξ2 −
sinα + cosα

8πξ
, (5.8)

and note again that λ1 + λ2 + λ3 = 0. The corresponding normalised eigenvectors e1, e2 and e3
have components in O′XYZ

e1 =
(1 + sin 2α, 0, cos 2α)

21/2(1 + sin 2α)1/2 , e2 = (0, 1, 0), e3 =
(−1 + sin 2α, 0, cos 2α)

21/2(1 + sin 2α)1/2 , (5.9)
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Figure 16. Sketch of projection in the xz-plane, showing the local strain field induced by C2 near the tipping
point of C1. The stretching eigenvalue λ3 > 0 (corresponding to the eigenvector (1, 0, 1)/

√
2) is slightly less

than |λ1|, where λ1 < 0 is the contracting eigenvalue, the difference being compensated by the stretching of
the vortex along its axial (y-)direction.

or in the Oxyz frame

e1 = 2−1/2(−1, 0, 1), e2 = (0, 1, 0), e3 = 2−1/2(1, 0, 1). (5.10)

Thus, whatever the value of α, the direction of positive stretching in the xz-plane (λ3 > 0) is
parallel to the diagonal x = z, and the contracting direction (λ1 < 0) is parallel to the diagonal
x = −z.

Relative to the tipping point x̃ = (x̃, 0, z̃), the induced flow near it is

v2 ∼
[
− 1

2λ2(x − x̃) − (λ3 + 1
2λ1)(z − z̃), λ2y, (λ3 + 1

2λ1)(x − x̃) − 1
2λ2(z − z̃)

]
+O(|x−x̃|2) , (5.11)

and under this irrotational uniform strain, points initially on the diagonal x− x̃ = z− z̃ remain on
it for all t > 0. The situation is as sketched in figure 16, or equivalently by the (near) hyperbolic
curves of figure 5. Clearly there is a persistent tendency for the flow (5.11) to move α to the
asymptotic orientation π/4, on a time-scale to = λ−1

3 ∼ 8πs2/Γ. The flow then serves to maintain
α at the value π/4. [This effect does not show up in figures 12 and 13, which take no account
of the strain field near the tip of C1; it would show up if the expansion (5.2) were continued to
O(t2), because this would involve the term v·∇v in the Navier-Stokes equation, bringing the local
uniform strain flow into play.] We shall retain α explicitly in the formulæ that follow, but adopt
the value α = π/4 in the figures and numerical calculations.

It is interesting to note here that when RΓ � 1 the leading-order deformation of each isovor-
ticity contour is to an ellipse whose principal axes are rotated through an angle π/4 relative to
the principal axes of strain in the plane of cross-section, this rotation being in the same sense as
the velocity within the vortex (an effect first noted by Robinson & Saffman 1984). This means
that in the situation under consideration here, the isovorticity contours near the tipping points
may be expected to deform to ellipses with major axes parallel to the z-axis. This effect has been
observed in the recent DNS investigation of Brenner et al. (2016), albeit in the context of the
Euler equations. For the Navier-Stokes equations, the effect is prominent at modest values of
RΓ ∼ 102, but disappears as RΓ → ∞, as shown in figure 3.

Using (5.4) and (5.8), the ratios λ2/|λ1| and λ2/λ3 are given, correct to order ξ2 or (d/R)2, by

λ2

|λ1|
∼ 2ξ cosα[1−ξ(2 sinα+cosα)] =

d sin 2α
R

[
1−

d sinα(2 sinα+cosα)
R

]
, (5.12)

λ2

λ3
∼ 2ξ cosα[1−ξ(2 sinα−cosα)] =

d sin 2α
R

[
1−

d sinα(2 sinα−cosα)
R

]
. (5.13)
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Figure 17. Dependence of λ2/|λ1| (solid) and λ2/λ3 (dashed) on the angle α (0 < α < π/2); (a) with d held
constant at 0.1; (b) with ξ held constant at 0.05.

These ratios, equal at leading order, depend on α as shown in figure 17(a) (with d held constant
as α varies), and in figure 17(b) (with ξ = d sinα/R held constant). As indicated above, the
positive eigenvalue λ3 tends to deform the vortex core to elliptical form; the crucial question now
is whether the core can nevertheless remain compact by the mechanism described in §2.3 if the
Reynolds number RΓ is sufficiently large.

Note that, from (5.8), with α = π/4,

λ3/λ2 ∼
(
1/
√

2
)
ξ−1 , (ξ � 1). (5.14)

5.4. Rate of increase of tip curvature

We have already noted the initial increase of the tip curvature evident in figure 12(b); we now
seek to determine its rate of increase. If the point x0(θ1) on C1 at time t = 0 moves to x = x(θ1, t)
at time t, then the curvature at T1 is given by

κ(t) =
|x′(θ1, t) × x′′(θ1, t)|

|x′(θ1, t)|3
=

[(x′(θ1, t) × x′′(θ1, t)) · (x′(θ1, t) × x′′(θ1, t))]1/2

[x′(θ1, t) · x′(θ1, t)]3/2 , (5.15)

where the dash denotes partial differentiation with respect to θ1. Substituting (5.2), and expanding
in powers of t, we obtain

κ(t) =

[
κ0 + t

(
(x′0 × x′′0) · (v′0 × x′′0 + x′0 × v′′0)

|x′0 × x′′0|2|x′0|3
−

3(x′0 · v′0)|x′0 × x′′0|
|x′0|5

)]
+ O(t2) , (5.16)

from which it follows that
dκ
dt

∣∣∣∣∣
0

=
(x′0 × x′′0) · (v′0 × x′′0 + x′0 × v′′0)

|x′0 × x′′0|2|x′0|3
−

3(x′0 · v′0)|x′0 × x′′0|
|x′0|5

. (5.17)

In this expression, x′0 and x′′0 are evaluated at T1 at t = 0, and are therefore simply

x′0 = R (0, 1, 0) , x′′0 = −R (sinα, 0, cosα) , (5.18)

and, by virtue of the symmetry about θ1 = π, as evident in figure 11,

v0 = (32x, 0, 32z) , v′0 =
(
0, 3′2y, 0

)
, v′′0 =

(
3
′′
2x, 0, 3′′2z

)
. (5.19)

Substituting in (5.17) with κ0 = R−1, we obtain

dκ
dt

∣∣∣∣∣
0

= −κ2
0

(
3
′′
2x sinα + 23′2y + 3′′2z cosα

)
. (5.20)

With the notation v2 = (32x(θ1, s, α), 32y(θ1, s, α), 32z(θ1, s, α)) on C1, and noting that ∂32y/∂θ1 =
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Figure 18. Variation of dκ/dt as given by (5.20) in the range 0.02 . ξ . 0.3; the black curve includes
all three terms, while the dashed curve includes only the dominant O(ξ−2) term of (5.22); the curves are
virtually indistinguishable for ξ . 0.1.

κ−1
0 ∂32y/∂y at T1, we already have (from (4.18) and (5.4)) the asymptotic results at the tipping

point θ1 = π, as ξ → 0

32x(π, ξ, α) ∼ −
Γκ0

4π

(
log

4
ξ
−1

)
cosα , 32z(π, ξ, α) ∼

Γκ0

4πξ
, 3

′
2y(π, ξ, α) ∼

Γκ0

4πξ
cosα . (5.21)

It remains to evaluate 3′′2x and 3′′2z to the same order. The result, after hefty analysis, is

3
′′
2x ∼

Γκ0 cosα
8πξ

+ O(1), 3
′′
2z ∼ −

Γκ0 sinα
4πξ2 +

Γκ0(1−3 cos 2α)
8πξ

+ O(1) . (5.22)

As expected, 3′′2x > 0 and 3′′2z < 0, as already evident in the plots of figure 11.
Returning now to (5.20), it is evident that the term −23′2y tends to decrease κ as intuition might

suggest; less obviously, the term −3′′2x sinα also tends to decrease κ. However the term −3′′2z cosα
is positive and an order of magnitude larger than the other two terms of (5.20) at small ξ, and
this dominant contribution provides the increase of curvature evident in figure 12, in conformity
with the interpretation suggested by figure 14.

Figure 18 shows dκ/dt|t=0 as given by (5.20); the solid curve includes the contributions from
all three terms, while the dashed curve includes only the dominant O(ξ−2) contribution; the two
curves are virtually indistinguishable for ξ . 0.1 indicating that the terms −3′′2x sinα and −23′2y
really do make negligible contributions in this range to the rate-of-change of curvature. We con-
clude then that

dκ
dt

∣∣∣∣∣
0
∼ −κ2

0 3
′′
2z cosα ∼

Γκ3
0 sinα cosα

4π ξ2 , (5.23)

to good approximation in the range ξ . 0.1.

6. Rescaling for times t > 0
So far, we have considered only the situation at time t = 0; this however has revealed the fact

that, when ξ = κ0s . 0.1, the velocity field and initial deformation in the neighbourhood of the
tipping points are determined solely by s, α and the curvature κ0 of C1 at T1 (and C2 at T2). We
have also found good reason to focus on the situation when α = π/4. For times t>0, the curves
C1 and C2 are of course no longer circular, but we may reasonably assume that the behaviour
in the crucial neighbourhood of the tipping points will continue to be controlled by the current
values of s(t), α(t) and curvature κ(t); this behaviour is then just as if C1 and C2 were replaced by
the circles of curvature at T1 and T2 respectively. This ‘circle-of-curvature assumption’, which
we now adopt, is the key assumption of the present analysis,

Let us first summarise the main results obtained so far. From (4.20) and (4.18), the velocity
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components at the tip T1 at time t = 0 are given at leading order by

3̃x = 3̃1x+3̃2x ∼
κ0Γ

4π

[
log

(
1
κ0δ

)
+ β −

(
log

4
ξ
−1

)]
cosα =

κ0Γ

4π

[
log

( s
δ

)
+ β1

]
cosα , (6.1)

and

3̃z = 3̃1z + 3̃2z ∼
κ0Γ

4π

 1
κ0s
−

log
 4
κ2

0 sδ

 + β

 sinα

 , (6.2)

where β1 = β − log 4 + 1; for a Gaussian core, β = 0.828 and so β1 = 0.442, and for a uniform
vorticity core, β = 1.136, β1 = 0.750. The coordinates x̃, z̃ of T1 then change initially according
to the equations

dx̃
dt

∣∣∣∣∣
0

= −
ds
dt

∣∣∣∣∣
0

= 3̃x,
dz̃
dt

∣∣∣∣∣
0

= 3̃z . (6.3)

We have also obtained asymptotic results for the initial rate of stretching λ (≡ λ2) and rate of
increase of curvature dκ/dt at T1:

λ ∼
Γκ2

0 cosα
4πξ

,
dκ
dt
∼

Γκ3
0 sinα cosα

4π ξ2 , at t = 0. (6.4)

while the x and z components of the locally uniform straining flow (5.11) maintain the orientation
angle at α = π/4.

For t > 0, under the above circle-of-curvature assumption, these results continue to hold with
s0 = s(0) and κ0 simply replaced by s(t) and κ(t), for so long as ξ(t) ≡ κ(t)s(t) � 1; in effect, it is
now the circles of curvature C1(t) at T1 and C2(t) at T2, each of radius κ(t)−1, that fulfil the role of
the initial circles C1 and C2 of radius κ(0)−1. From (6.1) and (6.4), we then have at leading order

ds
dt

= −
κΓ

4π

[
log

( s
δ

)
+ β1

]
cosα ,

dκ
dt

=
Γκ sinα cosα

4πs2 , (6.5)

and

λ(t) = Γκ cosα/4πs , (6.6)

these equations now holding for all t ≥ 0, at least for so long as the condition ξ(t) � 1 is satisfied.
From (6.2), we also have

dz
dt

=
Γ

4π

[
1
s
− κ

{
log

(
4

κ2sδ

)
+ β

}
sinα

]
. (6.7)

We must also consider the important question as to how the vortex core in the neighourhood
of T1 responds to the rate of stretching λ(t) to which it is subjected. Here, the model described
in §2.1 is relevant, because, under the condition s(t)κ(t) � 1, the vortex V1 can be considered
to be nearly rectilinear, even although it is the non-zero curvature of its twin vortex V2 that
gives λ(t) , 0. Of course, we have here the additional complication that the strain tensor is non-
axisymmetric, tending to distort the vortex core from circular form, but, as discussed in §2.3, this
effect is nullified at sufficiently large RΓ. With λ(t) now given by (6.6), eqn. (2.9) gives

d δ2

dt
= ν −

Γκ cosα
4πs

δ2, (6.8)

Together with (6.5), we have thus arrived at a third-order dynamical system describing the pos-
sible collapse to a singularity. If we non-dimensionalise with respect to length-scale R = κ−1

0 and
with dimensionless time τ = Γκ2

0 t, this system is

ds
dτ

= −
κ cosα

4π

[
log

( s
δ

)
+ β1

]
,

dκ
dτ

=
κ cosα sinα

4πs2 ,
d δ2

dτ
= ε −

κ cosα
4πs

δ2 , (6.9)
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Figure 19. (a) Ovoid (7.1) with m = 0.5, d = 0.0707, and mκ = 25; (b) corresponding curves C′1 and C′2 on
planes inclined at angles ±π/4.

where ε = ν/Γ = R−1
Γ

. This ‘tip dynamical system’ controls the evolution of the tip variables
s(τ), κ(τ) and δ(τ). Equation (6.7) in dimensionless form

dz
dτ

=
1

4π

[
1
s
− κ

{
log

(
4

κ2sδ

)
+ β

}
sinα

]
, (6.10)

is decoupled from the system (6.9), and may be treated separately.

7. An alternative initial vorticity field
We note here that the assumed initial configuration of two circular vortices is not the only

possibility. We have investigated also the situation when the initial state consists of two ‘ovoidal’
vortices, as shown in figure 19. The ovoid in figure 19(a) is described by the equation

y2 = m2(x − d)2
[
1 − m2(x − d)2

]
− (mκ)−2, mκ > 2 , (7.1)

which intersects the x-axis at points

x = x1,2 = d + m−1
√

1
2

(
1 ∓

√
1 − 4(mκ)−2

)
. (7.2)

Figure 19(b) shows two such ovoids symmetrically placed on planes inclined at angles α = ±π/4.
Near the tipping points, these ovoids are locally hyperbolic (as investigated by Kimura & Moffatt
2018b). The advantage here is that the initial separation 2s(0) and the initial tip curvature κ(0)
(non-dimensionalised by the maximum span of the ovoid in the y-direction) may be indepen-
dently prescribed, i.e. κ(0) is not restricted to be unity.

However it is still only the circle of curvature at either tipping point that is relevant when
s(0)�1; so the equations (6.9) and (6.10) are still applicable, but now with this greater freedom
in the initial conditions.

8. Scaling properties of the tip dynamical system
The logarithmic term in (6.9),

Λ = log (s/δ) + β1, (8.1)
varies quite slowly, and some useful information can be gained by regarding it as at least approx-
imately constant and equal to its initial value, i.e. Λ ≈ Λ0 = log (s0/δ0)+β1. If then, anticipating
a singularity at some time τ = τc , we further suppose that s ∼ (τc−τ)p and κ ∼ (τc−τ)q, then the
first two equations of (6.9) require that p − 1 = q and q − 1 = q − 2p, so that p = 1/2, q = −1/2.
Thus we have

s2(τ) = s2
0(1 − τ/τc) and κ−2(τ) = κ−2

0 (1 − τ/τc) , (8.2)
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and we recognise that, at least as far as the variables s(τ) and κ(τ) are concerned, this is none
other than Leray scaling with ds2/dτ = −s2

0/τc and dκ−2/dτ = −κ−2
0 /τc. We shall describe this

as ‘partial Leray scaling’, because the cross-sectional scale δ(τ) does not conform to this scaling
(see below).

We shall for the moment adopt the initial condition κ(0) ≡ κ0 = 1. We may then immedi-
ately estimate the singularity time τc from the fact that, from the second equation of (6.9), still
assuming Λ = const.,

τc ≈
2πs2

0

sinα cosα
. (8.3)

Substituting (8.2) in the first of (6.9), we find that this partial Leray scaling is achieved only if
the initial conditions are such that

s0 =
sinα

Λ
=

sinα
log (s0/δ0) + β1

. (8.4)

This determines the required value of δ0 to achieve this scaling:

δ0

s0
= exp

[
β1 −

sinα
s0

]
. (8.5)

With α = π/4 and s0 � 1, this is an exceedingly small number. For example, if s0 = 0.01,
then δ0/s0 ≈ 3.03879 × 10−31; if s0 = 0.1 (about the largest value for which the use of ‘low-s
asymptotics’ is still just acceptable), it takes the more modest value δ0/s0 ≈ 1.32139 × 10−3.

Turning to the third equation of (6.9), this now takes the form

d δ2

dτ
= ε −

µ

τc − τ
δ2 , (8.6)

where, with κ0 = 1,

µ =
τc

s0

cosα
4π

=
s0

2 sinα
. (8.7)

This is precisely as in §2.1, where we found a significant change of behaviour when µ increases
through the critical value µ = 1; there, Leray scaling for δ was possible only for µ > 1 and for a
particular choice of δ2

0. But here, with α = π/4 and s0 � 1, we are definitely in the range µ < 1,
so Leray scaling for δ is not possible, and indeed the indications are that δ2 must plunge towards
zero as τ → τc like (1 − τ/τc)µ (cf. (2.10)). When α = π/4, µ ≈ 0.7071s0, and this plunge is
sharp and sudden.

We have yet to determine an appropriate value of ε. If we adopt the reasonable condition that
d δ2/dτ be negative at τ = 0, this requires that

ε < εc =
cosα

4π

(
δ0

s0

)2

s0 , (8.8)

again an exceedingly small number. With α = π/4 and s0 = 0.01 as above, εc = 5.196 × 10−65,
the corresponding Reynolds number being RΓ ≈ 2 × 1064. [This may seem unduly large, but it is
of course small compared with the value RΓ = ∞ adopted in investigations that focus exclusively
on Euler evolution!]

9. Numerical treatment of the tip dynamical system
First, we verify numerically the correctness of the partial Leray scaling found in §8. Figure

20(a) shows the function s2(τ) found from numerical solution of (6.9); here, we have chosen
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Figure 20. (a) Curves of s2(τ) for three initial values of δ0, with s0 = 0.01 and ε � εc in each case:
δ0 = δ0c = 3.03879 × 10−33 (solid), 1013δ0c (dotted), and 10−33δ0c (dashed); (b) corresponding curves of

κ−2(τ).
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Figure 21. With s0 = 0.01 as in figure 20, this figure shows (a) the product κ(τ)s(τ) which would be constant
under exact Leray scaling; the increase near τ = τc is due to the weak variation of the logarithmic factor Λ;
it was not possible, within the computational resolution available, to determine the extent of this increase;
(b) the decrease of δ2(τ), showing the beginning of the plunge towards zero; here only an 8% reduction is
visible; again, within the computational limits, it was not possible to determine the true limiting behaviour.

s0 = 0.01 so that the asymptotic results for s0 � 1 are reliable, and in each case, we have chosen
ε � εc, where εc is given by (8.8). Actually, provided this condition is satisfied, the results
are very insensitive to variation of ε down to the limit ε = 0. The black curve corresponds to
the critical theoretical value δ0 = δ0c = 3.03879 × 10−31s0 for Leray scaling, and it is indeed
a straight line. It intersects the axis s = 0 at τ = τc = 0.00126257, which may be compared
with the theoretical value τc = 4πs2

0 = 0.00125664; the small difference is due to the weak
variation of the parameter Λ. The dashed and dotted curves correspond to very different values
of δ0 far removed from δ0c: δ0 = 1013δ0c and 10−33δ0c respectively. Here, the curvature, convex
and concave respectively, indicates departure from partial Leray scaling. Figure 20(b) shows
corresponding curves for κ−2(τ), again a straight line for δ0 = δ0c. Here, the departure from
partial Leray scaling in the dashed and dotted curves appears more marked.

Even for δ0 = δ0c, the partial Leray scaling is not perfect, as can be seen from the curve of
κ(τ)s(τ) shown in figure 21(a); this should be constant on the basis of exact Leray scaling, but
it shows a significant increase near τ = τc; this is associated with the fact that Λ is not exactly
constant — the logarithm varies significantly with the dramatic increase of s/δ as τ → τc. This
increase occurs when δ plunges towards zero; the beginning of this plunge is shown in figure
21(b) which shows an ∼ 8% decrease in δ2; it is difficult to visualise more than this, because,
when s0 = 0.01, the plunge is so steep that it cannot be resolved numerically. For this reason it is
necessary to examine more closely the behaviour of solutions of the system (6.9) as τ → τc, as
done in the following section.
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10. Asymptotics as τ→ τc

In the limiting situation τc−τ � τc, we may assume that the term ε in the third equation of the
system (6.9) is negligible compared with the term κ δ2 cosα/4π s, which is after all responsible
for the plunge towards zero. The system then takes the asymptotic form

ds
dτ̂

= −κΛ1 ,
dκ
dτ̂

=
κ sinα

s2 ,
d δ2

dτ̂
= −

κ

s
δ2 , (10.1)

where τ̂ = τ cosα/4π and Λ1 is the value of Λ during this limit period. Remarkably, this system
admits the similarity solution

s ∼ s1(1 − τ̂/τ̂c)1/2 , κ ∼ κ1(1 − τ̂/τ̂c)−1/2 , δ ∼ δ1(1 − τ̂/τ̂c)1/2 , (10.2)

with Λ1 = log[s1/δ1] + β1. In fact, the three equations of (6.9) then give respectively

s1

2τ̂c
= κ1Λ1,

1
2τ̂c

=
sinα

s2
1

, −
δ2

1

τ̂c
= −

κ1δ
2
1

s1
, (10.3)

from which we deduce

τ̂c =
s1

κ1
=

s2
1

2 sinα
, (10.4)

and so, with α = π/4,

s1κ1 = 2 sinα =
√

2. (10.5)

It follows also that

Λ1 ≡ log
[

s1

δ1

]
+ β1 =

sinα
κ1s1

=
1
2
, so δ1/s1 = e−[0.5− β1] = 0.943367. (10.6)

This is therefore the limiting value of δ(τ)/s(τ) at τ = τc irrespective of the initial conditions at
τ = 0.

It is apparent therefore that there are two stages in the collapse process: first a stage during
which κ(τ) and s(τ) are given by (8.2), and

δ2(τ) ≈ δ2(0)(1 − τ/τc)µ, with µ = s0/2 sinα. (10.7)

This stage ends when δ2 ∼ s2 ≈ s2
0(1 − τ/τc). Using (8.3), this gives

τc − τ ∼
2πs2

0

sinα cosα
exp

[
2

1 − µ

(
β1 −

sinα
s0

)]
= τ1, say. (10.8)

At this ‘changeover’ stage, exact Leray scaling as described by (10.2) becomes established and
persists until the singularity time τ = τc. With s0 = 0.01, (10.8) gives τ1 = 2.49300 × 10−61τc; it
is easy to see why computation fails to resolve this changeover.

11. Tipping point trajectories
When s and κ are given by the partial-Leray-scaling results (8.2) and (8.5), the motion of the

tipping points (x̃, z̃) are determined from (8.2) and (6.10) by †

dx̃
dτ

= ±
s0

2τc

(
1 −

τ

τc

)−1/2

,
dz̃
dτ

=
1

4π

[
1
s
− κ

{
log

(
4

κ2sδ

)
+ β

}
sinα

]
. (11.1)

† This speed variation is such as to conveniently overcome Zeno’s paradox “There is no motion, because
that which is moved must arrive at the middle before it arrives at the end, and so ad infinitum.” (Aristotle
Physics 239b 11-13)



Finite-time singularity 27

-0.010 -0.005 0.005 0.010
x

-0.010

-0.008

-0.006

-0.004

-0.002

0.002

0.004
z

-0.010 -0.005 0.005 0.010
x

-0.010

-0.008

-0.006

-0.004

-0.002

z

-0.010 -0.005 0.000 0.005 0.010
x

-0.0100

-0.0095

-0.0090

-0.0085

-0.0080

-0.0075

-0.0070
z

(a) (b) (c)

Figure 22. Tipping point trajectories: in each case α = π/4, s0 = 0.01, ε � εc, and the trajectories start
from (∓ 0.01, −0, 01); (a) δ0 = 3.03879 × 10−20; (b) the critical case of Leray scaling δ0 = 3.03879 × 10−33

when the trajectories are almost straight lines, with gradients ∼ ±0.85; (c) δ0 = 3.03879 × 10−66; this is
so small that the condition (4.22) is not satisfied, and the tipping points initially move downwards; from
(6.10), there is a turning point in this case (where dz/dτ = 0) at τ/τc ≈ 0.31.

Hence, with α = π/4,

dz̃
dx̃

= ±
τc

2πs2
0

(1 − Λ2 κ0s0 sinα) = ±(2 −
√

2 κ0s0 Λ2) , (11.2)

where, after simplification using (8.5),

Λ2 = log[4/κ2s δ] + β = sinα/s0 − 2 log κ0s0 + 4 log 2 − 1. (11.3)

Hence the tipping points which start from (∓s0, s0) move on the straight lines

z̃ + s0 = ±
(
2 −
√

2 κ0s0 Λ2
)

(x̃ ± s0), (11.4)

which intersect at time τ = τc at the ‘singularity point’

(x̃s, z̃s) =
(
0, −s0 + s0

(
2 −
√

2 κ0s0 Λ2
))
. (11.5)

For s = 0.01, this evaluates to z̃s = −0.0015532, and the straight-line trajectories meet at an
angle of 131.85o. (Note that this angle of intersection is not π/2, and there is no contradiction
here because the tipping point trajectories are quite distinct from the projection at any time τ ≤ τc

of C1 and C2 on the plane y = 0; this is related to the distinction between Lagrangian and Eulerian
descriptions.)

When the initial conditions are not compatible with partial Leray scaling, the trajectories
can be determined by solving (6.9) together with (6.10), and constructing parametric plots of
(±x̃(τ), z̃(τ)). The results corresponding to the three cases of figure 20 are shown in figure
22. As expected from the above argument, the trajectories for case (b) of partial Leray scal-
ing (δ0 = 3.03879× 10−33 = δ0c) are indeed straight lines. For case (a) (δ0 = 1013δ0c), the curves
are significantly curved, but still meet the axis at a finite angle. For case (c) (δ0 = 10−33δ0c), they
are even more curved, and they initially slope downwards because the condition (4.22) is not
satisfied; however there is a turning point when dz/dτ = 0 (here at τ/τc ≈ 0.31, and they then
move upwards, meeting the z-axis at a smaller nonzero angle when τ = τc.

12. Evolution towards a singularity
With the choice s(0) = 0.05, (10.8) gives the more reasonable value τ1 = 3.31652 × 10−12;

as pointed out earlier, this is within the range where it is still reasonable to use the results of the
low-s asymptotics leading to the system (6.9). With this choice, the behaviour at the changeover
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Figure 23. Numerical solution of the system (6.9) for the vortex separation parameter s(τ), core size δ(τ),
and curvature κ(τ) for 0 < τ < τc ≈ 0.0434515450 (marked in all panels by the vertical dotted line);
s(0) = 0.05, δ(0) = 10−5, κ(0) = 1, ε = 10−20; (a) s(τ)2 (solid curve) decreases to zero, with small nega-
tive curvature; (b) κ(τ)−2 decreases to zero, with significant positive curvature; (c) κ(τ)s(τ) ≡ ξ(τ) increases
near τ = τc but is actually bounded (see panel (f)); (d) δ(τ) initially decreases slowly but plunges to-
wards zero for τ & 0.04; (e) δ(τ)/s(τ) increases rapidly near τ = τc, but remains bounded; (f) evolution
of κ(τ)s(τ) (solid), κ(τ)δ(τ) (dashed) and δ(τ)/s(τ) (dash-dotted) in the interval (1 − 10−11) τc < τ < τc
extremely close to τc; the level

√
2 is indicated by the horizontal dotted line. The limiting values are

κ(τc)s(τc) = 1.414213, κ(τc)δ(τc) = 1.334122, δ(τc)/s(τc) = 0.943367.

time and as τ→ τc can be resolved numerically. Figure 23 shows results of numerical integration
of the system (6.9) when s(0) = 0.05. We also take δ(0) = 10−5, deliberately much greater than
the value ∼ 5.6 × 10−8 for which partial Leray scaling would apply.

The first panel (a) shows a decrease to zero of s(τ)2, almost linear with concave curvature as
for the dashed curve in figure (20)(a); this falls to zero at τ = τc ≈ 0.043 451 545, the singularity
time marked by the vertical dotted line (the line that cannot be crossed). It lies entirely in the
shaded area between two straight lines, the upper one being tangent to the curve at τ = 0. Panel
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(b) shows κ(τ)−2, which similarly decreases to zero, the departure from linear behaviour being
much more marked.

Panel (c) shows the product κ(τ)s(τ), which increases slowly over much of the range but
rapidly near τ = τc. Panel (d) shows δ(τ), which decreases slowly over much of the range,
but plunges towards zero for τ & 0.0433. Panel (e) shows δ(τ)/s(τ) which increases very slowly
over much of the range, but rapidly for τ & 0.04. Panel (f) shows κ(τ)s(τ), κ(τ)δ(τ) and δ(τ)/s(τ)
in an extremely small left-neighbourhood (1−10−11)τc < τ ≤ τc of τc, where each of these quanti-
ties reaches a limiting value (1.414 213, 1.334 122 and 0.943 367 respectively) in almost perfect
agreement with the values obtained from the local Leray similarity solution obtained above in
§10.

Note that, since ξ(τ) ≡ κ(τ)s(τ) increases with increasing τ, the ratio λ3/λ2 as given by (5.14)
decreases, so the condition (2.23), ε1 ≡ cε � 1, is satisfied for all τ if satisfied at τ = 0.

13. The singularity question
Although it is clear from the foregoing analysis that we have a Biot-Savart singularity, this

cannot be claimed as a Navier-Stokes singularity, because the apparent limiting value of the
ratio δ(τc)/s(τc) ≈ 0.943 367, although less than unity, is inconveniently large for validity of the
Biot-Savart description. The ratio δ/s increases inexorably from its initial low level (0.0002 in
figure 23(e)), and the Biot-Savart description is reasonable only for so long as δ/s . 0.1, say.
For the initial conditions s(0) = 0.05, δ(0) = 10−5, κ(0) = 1, as in figure 23, the value δ/s = 0.1
is attained at τ = τ0.1 ≈ .999 999τc (actually δ(τ0.1)/s(τ0.1) ≈ 0.099), and presumably some
detectable reconnection of the vortices begins soon after this stage is reached, as anticipated in
the ‘tent model’ of Kimura & Moffatt (2018b). At this stage, some of the circulation ±Γ in the
vortices is stripped away in reconnected vorticity flux; it will then be necessary to consider in
detail the nature of the reconnection process.

14. An Euler singularity
Before considering this final viscous stage of evolution, it may be useful first to consider the

Euler-evolution situation for which we simply set ν = 0 (equivalently ε = 0). Here, we may for
definiteness suppose that the vorticity ω is uniform over the cross-section of the vortex, so that
π δ2 ω = Γ = const. For this vorticity distribution, the parameters β and β1 take the modified
values

β = 1.136, β1 = 0.750. (14.1)

The asymptotic analysis of §10 still applies, but now

δ1/s1 = e−[0.5−β1] ≈ 1.28403. (14.2)

Computation confirms this asymptotic value (figure 24) with reasonable accuracy; in fact, the
computed limiting values are κ(τc)s(τc) = 1.40608, κ(τc)δ(τc) = 1.80543, δ(τc)s(τc) = 1.28401.

The strain field at the tipping point T1 is still given by (5.7), with eigenvalues (5.8). This strain
field initially distorts the vortex core at T1 to elliptic form, with major axis in the z-direction.
As the two vortices approach, they do not remain elliptic, because the strain field in the neigh-
bourhood of each vortex is no longer uniform. The analogous two-dimensional steady problem
was solved by Pierrehumbert (1980) (with a small correction by Saffman & Tanveer 1982), who
showed how the shape changes as the parameter δ/s increases. The limiting value for steady
flow is δ/s = 2.16, corresponding to the situation when the vortices are in contact on the plane
x = 0. Our critical value δ(τc)/s(τc) ∼ 1.28 gives a vortex pair whose boundaries are close to
that corresponding to the value δ/s = 1.22 shown in figure 25; this is one of the values for which
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Figure 24. Euler evolution: (a) asymptotic behaviour of κ(τ)s(τ), κ(τ)δ(τ) and δ(τ)/s(τ) as
τ → τc ≈ 0.042 524 599 087, for (1 − 10−11)τc < τ < τc, computed from (6.9) with β = 1.136, β1 = 0.750,
and with initial conditions s(0) = 0.05, δ(0) = 10−5, κ(0) = 1, and with α = π/4 and ε = 0; the abscissa is
not resolved; (b) corresponding trajectories of the tipping points.

Figure 25. Vortex pair at parameter value δ/s = 1.22; δ is defined so that the enclosed area is πδ2, and 2s is
the distance between the two centres of vorticity. [Adapted from Pierrehumbert 1980.]

the shape was computed by Pierrehumbert (1980); for our problem, this value is attained when
τ ≈ (1−1.5×10−10) τc. Our vortices are of course curved out of the plane y = 0; but we conjecture
that they will evolve until δ/s ≈ 1.28 and will then continue to shrink at this fixed ratio to a sin-
gularity at the finite time τ = τc. This is on the reasonable assumption that the equations (6.9) do
continue to hold during this final stage, reasonable because the essential mechanisms of reduc-
tion of s(τ), increase of κ(τ) and decrease of δ(τ), all associated with the curvature of the vortex
pair in the y-direction, continue to operate; of course it is the volume form of the Biot-Savart law
(rather than its line-integral form) that should be used in order to confirm this. Nevertheless, our
claim is that this establishes a clear route to a possible finite-time Euler singularity.

We note that Habibah et al. (2018) have recently developed an asymptotic theory for vortex-
pair propagation in powers of the parameter ε̂ = δ/s, and have shown that the speed of prop-
agation of the pair is given by the beautifully simple formula U = Γ/4πs + ε̂2Q2/2s3, where
Q2 is the strength of the quadrupole at O(ε̂2) associated with the elliptical deformation of each
vortex; in other words, the speed is slightly increased as a result of this deformation. They show
streamlines and vorticity contours for ε̂ = 0.3, which, even for this relatively low value, exhibit a
slight flattening of each vortex on the side near to the central plane.
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15. Discussion and conclusions
The analysis of this paper has built on two key ideas developed in §2: first, that a Burgers-type

stretched vortex can exhibit a finite-time singularity despite the smoothing action of viscosity
if the imposed rate of stretching is proportional to (tc − t)−1, where tc is an artificially imposed
singularity time; and second, that the Gaussian core of such a vortex can resist deformation and
remain compact provided the vortex Reynolds number RΓ = Γ/ν is large enough.

On this basis, we have analysed the evolution of two initially circular vortices of radius R
propagating towards each other on planes tilted at angles ±α to the symmetry plane x = 0, at
RΓ ≡ ε−1 � 1. We assumed that 0 < δ � s � R ≡ κ−1

0 , where 2s is the separation of the
‘tipping points’ of the vortices and δ the initial scale of the Gaussian vortex cores; under these
circumstances, we obtained an exact expression for the velocity field induced by either vortex,
and found its asymptotic behaviour (for small ξ ≡ κ0s) near the tipping points. We then argued
that, for t > 0, the local evolution is governed by the separation s(τ), tip curvature κ(τ) and core
radius δ(τ) as these develop in dimensionless time τ = (Γ/R2)t, and we showed that the angle α
tends to π/4 under the action of the induced strain field near each tipping point. In this way, we
derived the dynamical system (6.9). The solution showed an approach to a Biot-Savart singularity
at a finite time τc as shown in figure 23, with approximate ‘partial Leray scaling’ of the variables
s(τ) and κ(τ), but with a breakdown of the assumptions δ � s � κ−1 in the very final stage of
evolution. Conditions for partial Leray scaling were determined, and it was shown that similar
scaling for δ(τ) is not possible for so long as κ(τ)s(τ) � 1. However, exact full Leray scaling
is achieved in the asymptotic limit τ → τc, as described in §10. The trajectories of the tipping
points were determined in §11; they meet at a finite angle at the point of singularity.

In §14, we considered the the Euler flow situation (ε = 0), drawing on results of Pierrehumbert
(1980) concerning vortex-pair evolution. Although the vorticity is now spread uniformly over a
finite vortex core, we argue that the dynamical system (6.9) remains valid (possibly with change
of numerical coefficients) with 2s now interpreted as the distance between the two centres of
vorticity, and πδ2 as the area of each ‘vortex patch’. The same mechanisms that decrease s and
δ and increase κ (due to the curvature of the vortices in the y-direction) are still present, and this
justifies our conjecture that this system will indeed collapse to an Euler singularity.

A number of points in the analysis deserve particular attention, and point the way to possible
future investigations:
(i) Our key assumption has been that progress towards a singularity is controlled by the three
variables s(τ), κ(τ) and δ(τ). This ‘circle-of-curvature assumption’ is supported by the fact that
the resulting dynamical system (6.9) yields scaling for s(τ) close to the Leray scaling (tc − t)1/2

that has been found in a number of previous Biot-Savart computations. We describe this as ‘par-
tial Leray scaling’ because it does not apply to δ(τ). For particular tuning of the initial value δ(0)
of δ, we have found that this partial Leray scaling is exact.
(ii) Nevertheless, the question arises as to whether torsion of the vortex tubes (due to distortion
out of planes parallel to x = ±z) may also have an influence on the evolution near the tipping
points. For our configuration, this torsion is antisymmetric in the variable y (and zero at the
tipping points), so is unlikely to affect this evolution. Torsion is coupled with internal twist of the
vortex tubes, and, as described in §2.2, is attenuated by the stretching of the tubes. We believe that
this torsion is the source of Kelvin waves that propagate away from the reconnection region, as
observed in some Biot-Savart computations; the symmetries (3.5) and (3.6) that we have imposed
do not however permit the Kelvin-wave instability. A stability analysis of the flow in the tipping-
point region would perhaps be amenable to numerical treatment.
(iii) We have argued that there is always a tendency to restore the angle α to the value π/4, due to
the rate-of strain at the tipping point. This is hard to reconcile with Biot-Savart computations like
that shown in figure 1, and the initial deformation shown in figure 12, which show a tendency
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for α to decrease from π/4. The footnote on p. 19 provides a partial explanation for this apparent
disagreement. It could be that the equilibrium angle is achieved as a compromise between the
rapid extension in the z-direction and the very local restoring rate-of-strain field. A smaller value
of α could easily be assumed in the analysis, without changing the qualitative nature of the
results; further analysis could shed light on this.

(iv) We have argued that core flattening is very limited if the Reynolds number is very high –
much higher than has been achieved in direct numerical simulations. Core flattening may how-
ever become more marked when δ/s increases to order unity, irrespective of Reynolds number;
use of the volume form of the Biot-Savart law (rather than the line-integral form) might shed
light on this also. We may note that core-flattening cannot occur for quantised vortices in liquid
helium; moreover, in this context δ is constant, and s must decrease until s ∼ δ, when quantum
reconnection occurs, as described by Bewley et al. (2008).

(v) As δ/s increases to O(1), the parameter ξ ≡ κs does so also, as evident in figure 23(c) and (f),
and §10. The small-ξ asymptotic expressions that we have used to obtain equations (6.9) must
therefore fail, and should be replaced by the exact expressions for velocity, rate of stretching,
and rate of increase of curvature in terms of elliptic integrals, as obtained in §§4 and 5 (e.g.
(4.15) for 32x). This makes the system (6.9) much more complicated, but is unlikely to change
the qualitative character of the solutions. Again this deserves further investigation.

(vi) As we have pointed out, and as recognised in previous investigations, the Biot-Savart ap-
proach breaks down as and when the parameter δ/s increases to order unity. At this stage, the
two vortices begin to overlap, and the onset of reconnection is inevitable. The incident flux of
vorticity Γ then splits into surviving flux Γs(τ) ≡ γ(τ)/Γ and reconnected flux Γr(τ). In principle
it is still possible that a Navier-Stokes singularity could occur if ωm(τ) ≡ γ(τ)/δ(τ)2 were to
increase without limit as τ ↑ τc. This reconnection process is the subject of a follow-up paper in
preparation.

Since the configuration that we have studied is generally agreed to be the most favourable for
the development of a Navier-Stokes singularity, it seems well worth pursuing the implications of
the simplified dynamical-system approach that we have developed in this paper. Through this,
we have succeeded in explaining how the Biot-Savart evolution can be governed by partial Leray
scaling if the initial conditions are well tuned, and we have provided strong evidence that an Euler
finite-time singularity can occur with the geometry considered. This must remain conjectural at
present; it will require further investigation that will again need to use the volume-integral form
of the Biot-Savart law rather than its line-integral limit.

YK acknowledges support from JSPS KAKENHI Grant Numbers JP18H04443, JP24247014,
JP16H01175. We acknowledge use of Mathematica for the algebraic manipulations and plotting
routines used throughout this paper. We are grateful to three referees, whose helpful comments
have led to significant improvements in the presentation.
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