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Abstract

Learning analytics in higher education is an emerging research field that combines data
mining, machine learning, statistics, and education on learning-related data, in order to
develop methods that can improve the learning environment for learners and allow edu-
cators and administrators to be more effective. The vast amount of data available about
students’ interactions and their performance in classrooms has motivated researchers to
analyze this data in order to gain insights about the learning environment for the ul-
timate goal of improving undergraduate education and student retention rates. In this
thesis, we focus on the problem of course selection and sequencing, where we would like
to help students make informed decisions about which courses to register for in their
following terms. By analyzing the historical enrollment and grades data, this thesis
studies the two main problems of course selection and sequencing, namely grade pre-
diction and course recommendation. In addition, it analyzes the relationship between
degree planning in terms of course timing and ordering and the students’ GPA and time
to degree.

First, we focus on predicting the grades that students will obtain on future courses
so that they can make informed decisions about which courses to register for in their
following terms. We model the grade prediction problem as cumulative knowledge-
based linear regression models that learn the courses’ required and provided knowledge
components and use them to estimate a student’s knowledge state at each term and
predict the grades that he/she can obtain on future courses.

Second, we focus on improving the knowledge-based regression models we previously
developed by modeling the complex interactions among prior courses using non-linear
and neural attentive models, in order to have more accurate estimation of a student’s
knowledge state. In addition, we model the interactions between a target course, which
we would like to predict its grade, and the other courses taken concurrently with it.
We hypothesize that concurrently-taken courses can affect a student’s performance in
a target course, and thus modeling their interactions with that course should lead to

better predictions.
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Third, we focus on analyzing the degree plans of students to gain more insights
about how course timing and sequencing relate to their GPAs and time to degree.
Toward this end, we define several course timing and course sequencing metrics and
compare different sub-groups of students who have achieved high vs low GPA as well
as sub-groups of students who have graduated on time vs over time.

Fourth, we focus on improving course recommendation by recommending to each
student a set of courses which he/she is prepared for and expected to perform well in.
We model this problem as a grade-aware course recommendation problem, where we
propose two different approaches. The first approach ranks the courses by using an
objective function that differentiates between courses that are expected to increase or
decrease a student’s GPA. The second approach combines the grades predicted by grade
prediction methods with the rankings produced by course recommendation methods to
improve the final course rankings. To obtain the course rankings in both approaches,
we adapted two widely-used representation learning techniques to learn the optimal
temporal ordering between courses.

In summary, this thesis addresses two closely related problems by: (1) develop-
ing cumulative knowledge-based regression models for grade prediction; (2) developing
context-aware non-linear and neural attentive knowledge-based models for grade predic-
tion; (3) analyzing degree planning and how the time when students take courses and
how they sequence them relate to their GPAs and time to degree; and (4) developing

novel approaches for grade-aware course recommendation.
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Chapter 1

Introduction

The average six-year graduation rate across four-year higher-education institutions has
been around 59% over the past 15 years [I], 2], while less than half of college graduates
finish within four years [2]. These statistics pose challenges in terms of workforce de-
velopment, economic activity and national productivity. This has resulted in a critical
need for analyzing the available data about past students in order to provide actionable
insights to improve college student graduation and retention rates.

Learning analytics (LA) is an emerging research field that spans the areas of data
mining, machine learning, statistics, and education in order to analyze educational-
related data and help understand the dynamics of such data. The goal of LA is to
improve teaching and learning by generating patterns to characterize learner’s habits,
predicting his/her responses and providing timely feedback, which is done by developing
statistical and machine learning methods that learn from the historical raw data [3].

This thesis focuses on LA in higher education institutions to help undergraduate stu-
dents and their advisors during the process of course selection and sequencing. Towards
these goals, this thesis addresses the problems of grade prediction and course recommen-
dation. First, we develop linear regression models that can predict the grades for future
courses. Second, we develop context-aware non-linear and neural attentive models that
improve upon the linear regression grade prediction models that we developed in the
past. Third, we analyze the degree plans taken by students and study how their course
timing and ordering relate to their GPAs and time to degree. Fourth, we propose a

grade-aware course recommendation framework that recommends to students courses



2
that will help them towards finishing their degree requirements in a timely fashion and

maintaining or improving their overall GPAs.

1.1 Key Contributions

There are two main problems associated with course selection and sequencing in under-
graduate education. The first is the grade prediction problem, which aims to predict
the student’s grade in a course that he/she is interested in taking. The second is the
course recommendation problem, which aims to recommend to each student a set of
courses that align with his/her degree requirements. In recent years, grade prediction
and course recommendation problems have gained a lot of interest due to the increas-
ing demand to analyze the available data about past students and help improve the
students’ graduation and retention rates. Therefore, development of accurate grade
prediction and course recommendation methods is highly desired. In addition, analy-
sis of degree planning helps us in deriving deep insights about how course timing and

ordering relate to the students’ GPAs and time to degree.

1.1.1 Cumulative Knowledge-based Regression Models (CKRM)

Many academic programs offer flexible degree plans, that include a small number of
required core courses and a large number of elective courses. These electives allow
students to customize their degree plans to better match their career goals. Existing
methods suffer from their ability to perform well in such flexible degree programs.

In this thesis (Chapter [5)), we present a new set of Cumulative Knowledge-based
Regression Models (CKRM), that mainly builds on the following idea. Each degree
program requires a set of courses that need to be taken in some suggested sequence
such that the knowledge provided by the earlier courses are essential for students to be
able to perform well in more advanced courses. Towards this end, CKRM assumes that
there is a space of knowledge components describing the overall curriculum. Within
that space, each course is modeled via a knowledge component vector that contains
the knowledge components that it provides. A knowledge component can be provided
by a single or multiple courses. A student by taking a course acquires its knowledge

components in a way that depends on the grade that he/she obtains in that course.
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CKRM models the knowledge that a student has acquired after taking a set of courses
via a knowledge state vector that is computed as the sum of the knowledge component
vectors of these courses weighted by the grades that he/she has obtained in them.
In order to predict the grade that a student will obtain on a specific course, CKRM
estimates a per-course linear model that captures the knowledge components that are
required in order to perform well in that course. Given the student’s knowledge state
vector prior to taking a course and that course’s estimated linear model, the predicted
grade is obtained as the dot-product of these two vectors.

There are two main contributions from the CKRM-based methods. First, it mod-
els the way an academic degree program is designed in a natural way such that the
knowledge offered from previously-taken courses collectively contribute to the student’s
predicted grade in future courses. Second, it is able to identify the knowledge required
from students to perform well in different courses, which can help in course sequenc-
ing as well as assist students by providing them with information about the required

knowledge for performing well in courses.

1.1.2 Context-aware Non-linear and Neural Attentive Knowledge-based
Models

Though the CKRM method that we developed in Chapter was shown to provide
state-of-the-art grade prediction accuracy, it is limited in that it learns shallow linear
models that may not be able to accurately capture the complex interactions among prior
courses. In addition, it does not consider the effect of the concurrently-taken courses
on a student’s performance in a target course.

In this thesis (Chapter @, we propose context-aware non-linear and neural attentive
knowledge-based models, which improve upon the CKRM models that we previously
developed (Chapter from two perspectives: (i) using non-linear and neural attentive
models to better estimate the student’s knowledge state; and (ii) modeling the inter-
actions between a target course and the other courses taken concurrently with it. For
estimating the student’s knowledge state, we explore two different approaches. First,
we develop a non-linear model, MAximum Knowledge-based model (MAK), where we
hypothesize that each course provides knowledge at a certain knowledge level. MAK

estimates a student’s knowledge state by employing a maximum-based pooling layer
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along each component of the prior courses’ embeddings. Second, we develop a Neu-
ral Attentive Knowledge-based model, NAK, where we hypothesize that prior courses
should have different contribution towards a target course. The attention weights are
computed using two different activation functions. The first, called the softmax ac-
tivation function, is the most commonly-used function, which converts a given input
vector of real weights to a probability distribution. The second, called the sparsemax
activation function, was recently proposed to truncate the smaller weighted values to
zero, hence producing sparse attention weights. This is useful when the input contains
some relevant and some irrelevant objects to the object of interest. For modeling the
interactions between a target and concurrent courses, we hypothesize that the knowl-
edge provided by concurrent courses modify the knowledge required by a target course.
We aggregate the concurrent course embeddings using non-linear and neural attentive
models and then estimate a context-aware embedding for the target course.

A comprehensive set of results show that: (i) the proposed context-aware non-
linear and neural attentive models outperform other baseline methods, including the
previously-developed CKRM method, with statistically significant improvements; (ii)
the context-aware non-linear model outperforms the context-aware neural attentive
model and all baselines in making less severe under-predictions; (iii) estimating a stu-
dent’s knowledge state via a non-linear or neural attentive model significantly outper-
forms estimating it via a linear model; (iv) learning sparse attention weights for the
neural attentive model outperforms learning soft weights; (v) modeling the interactions
between a target course and concurrent courses significantly improve the performance of
the non-linear model and gives similar performance for the neural attentive model; and
(vi) the neural attentive model was able to uncover the listed and hidden pre-requisite

courses for target courses.

1.1.3 Analysis of How Course Timing and Sequencing Relate to Stu-
dents’ GPAs and Time to Degree

Student success in undergraduate education is mainly measured by his/her graduation
GPA and time to degree. Several course recommendation methods have been developed
to help students in selecting courses that align with their degree requirements. These

methods use all the past students’ data to train their models, regardless of the students’
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GPA or time to degree. Other studies have investigated the effect of many variables
on the time to degree. These variables include: family background, prior academic
achievement, working status (on- or off-campus), ... etc. None of these studies have
studied the effect of degree planning, i.e., when a student takes his/her courses and how
he/she sequences them, on the time to degree.

In this thesis (Chapter [7)), we study the relationship between degree planning, in
term of course timing and ordering, and each of the student’s GPA and time to degree.
We define several metrics to measure course timing and similarity in course sequencing
between pairs of students. We then measure these metrics for different GPA- and time-
to-degree-based groups of students, and compare their values among these different
groups.

Our analysis on a large-scale real-world dataset show that: (i) low time to degree
students tend to take more courses ahead of time, and follow more similar sequencing
for the common courses (especially in their later years), than high TTD students; and
(i) low GPA students tend to take more courses ahead of time, and follow more diverse
sequencing for the common courses, than high GPA students.

In addition, we propose new course timing and ordering features to use in time
to degree prediction. We train several binary classification models using the proposed
course timing and ordering features and show that degree planning is a good indicator
for TTD prediction.

1.1.4 Grade-aware Course Recommendation Approaches

Both course recommendation and grade prediction methods aim to help students during
the process of course registration in each semester. By learning from historical registra-
tion data, course recommendation focuses on recommending courses to students that
will help them in completing their degrees. Grade prediction focuses on estimating the
students’ expected grades in future courses. Based on what courses they previously
took and how well they performed in them, the predicted grades give an estimation of
how well students are prepared for future courses. Nearly all of the previous studies
have focused on solving each problem separately, though both problems are inter-related
in the sense that they both aim to help students graduate in a timely and successful

manner.
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In this thesis (Chapter , we propose a new grade-aware course recommendation
framework that focuses on recommending a set of courses that will help students: (i)
complete their degrees in a timely fashion, and (ii) maintain or improve their GPA. To
this end, we propose two different approaches for recommendation. The first approach
ranks the courses by using an objective function that differentiates between courses that
are expected to increase or decrease a student’s GPA. The second approach uses the
grades that students are expected to obtain in future courses to improve the ranking
of the courses produced by course recommendation methods. The proposed framework
combines the benefits of both course recommendation and grade prediction approaches
to better help students graduate in a timely and successful manner.

To obtain course rankings in the first approach, we adapt two widely-known rep-
resentation learning techniques, which have proven successful in many fields, to solve
the grade-aware course recommendation problem. The first is based on Singular Value
Decomposition (SVD), which is a linear model that learns a low-rank approximation of
a given matrix. The second, which we refer to as Course2vec, uses a log-linear model
to formulate the problem as a maximum likelihood estimation problem. In both ap-
proaches, the courses taken by each student are treated as temporally-ordered sets of
courses, and each approach is trained to learn these orderings.

A comprehensive set of results show that: (i) the proposed grade-aware course rec-
ommendation approaches outperform grade-unaware course recommendation methods
in recommending more courses that increase the students’ GPA and fewer courses that
decrease it; and (ii) the proposed representation learning approaches outperform com-
peting approaches for grade-aware course recommendation in terms of recommending
courses which students are expected to perform well in, as well as differentiating be-
tween courses which students are expected to perform well in and those w