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Abstract- In this paper, we estimate the eye gaze by using the face direction to estimate the object of 

interest in an extensive area such as an educational display or museum exhibit. However, the direction 

of the gaze may differ from that of the face. Therefore, our approach was to use a method that utilizes 

both the face and eye directions to improve the accuracy of our estimation compared to only using the 

face direction. The first part of our study involved apprehending the relationship between the direction 

of the face and the eyes. The second part entailed estimating the eye gaze using this relationship. We 

then evaluated the effectiveness of this method in comparison to using the relationship with the face 

direction only. 

 

 

Index terms: Range image sensor, Eye gaze direction, Face direction, Relationship between face and eyes, 

Active Appearance Models. 

 

I. INTRODUCTION 

 

The study we present in this paper involves determining the object of a person’s interest at a 

particular time and location, for example in situations in which a person is viewing an 

educational interface or appreciating an exhibit in a museum. Knowledge of the object of interest 

would be useful to improve teaching materials and to set up additional objects of interest. 

Determination of these objects depends on the perceptiveness and experience of the teacher. 

However, the sheer number of educational interfaces and museum exhibits require quantification 

with a machine. Eye information is one of the indications that provide a measure of the objects in 

which people are interested [1]. Eye information accounts for 80[%] of the information humans 

receive through a sensory organ. Measuring the object of interest is known as eye gaze estimation. 

An estimation of the eye gaze of a learner and an estimation of the point of gaze would enable us 

to determine the objects at which they are gazing at a particular moment in time. Figure1 shows a 

diagram illustrating this system. As the first step toward designing this system we considered a 

method that would allow eye gaze estimation in an extensive area such as an educational 

interface or museum. One of the methods to calculate gaze direction involves fitting a device 

such as an eye camera and measuring the position of the eyeball [2], [3]. Most of eye camera 

estimate point of gaze by mapping the pupil center from image plane of camera and defined point 

of screen[4], [5]. However, this method has two limitations. The first is that the human would 



need to wear a device such as an eye camera. The second is that this method can only estimate 

the gaze direction at a distance not exceeding 500 [mm] from the camera. Owing to these 

limitations, researchers have proposed a method to estimate the gaze direction from the face 

direction, thereby making it possible to calculate the gaze direction without fitting a device [6]. 

However, the direction of the face may differ from that of the eye. Therefore, a method utilizing 

both the face and eye directions would provide a clearer estimation than when only using the face 

direction. The work included in this paper investigates the relationship between the face and eye 

directions and estimates the gaze direction by using this relationship. 

 

Figure 1.  Illustration of the system 

 

II. EYE GAZE ESTIMATION USING THE RELATIONSHIP BETWEEN THE FACE 

AND EYE DIRECTIONS 

a. Conventional Eye Gaze Estimation 

Usually, methods for eye gaze estimation mainly relied on using a device such as an eye camera 

[7] or using a contactless device to detect eyeball movement [8]. Although these methods can 

provide highly accurate eye gaze estimations, they have some demerits. First, the use of an eye 

camera causes mental stress. Second, sensors capable of detecting an eyeball are very expensive 



and can only be used with short-distance settings. These disadvantages prompted us to investigate 

whether the eye gaze could be estimated from the face direction as this approach would allow an 

extensive area to be included in the estimation range and it would be contactless.  

 

b. Relationship between Face and Eye Directions 

Estimation of the eye gaze relating to an educational interface or museum exhibit to determine 

the object of interest has two requirements. First, the sensor needs to be contactless. Second, the 

distance between the sensor and the person viewing the object needs to be greater than is 

presently the case. A method that uses the direction of the face to estimate the eye gaze would 

need to satisfy both of these two factors. If the face and eye direction were the same, we would 

be able to estimate the eye direction from the face direction. However, there are differences 

between the eye and face direction because the eyeball is able to move independently from the 

face [9]. Our approach avoids this difference by using the face direction to estimate the eye gaze 

by utilizing the relationship between the eye and face directions. Figure 2 illustrates this 

difference by way of an example. 

 

 

Figure 2.  Example of difference between face and eye gaze directions. 

c. Method for Measuring Face Direction 

In this study, we use a Kinect sensor, which is a range image sensor, to measure the face 

direction. The Kinect sensor has previously been used to obtain head coordinates [10]. It 

measures the minutiae relating to the contours of the face, eye, eyebrows, nose, and mouth, a 

total of 100 three-dimensional coordinates. Figure 3 shows an example of extracted minutiae. We 



use Active Appearance Models (AAM) [11] [12] to measure 100 three-dimensional coordinates 

of minutiae. This method can be used to express a face model by determining the shape and 

brightness values of minutiae, which are learned by using Principal Component Analysis. Based 

on the results measured for the 100 three-dimensional coordinates we obtain the angle around the 

coordinate system, and the origin is located at the head coordinate. Figure 4 shows this 

coordinate system. The Kinect sensor has a different coordinate system. Figure 5 shows the 

relationship between these two coordinate systems. The face direction is expressed around the 

yaw, roll, and pitch axes.   

 

Figure 3.  Extracted minutiae 

 

Figure 4.  Head coordinates 

 

Figure 5.  Relationship between the two coordinate systems 



d. Gaze Direction Estimation using Relationship between Face and Eye Directions 

In this study, the face and eye directions are divided laterally and lengthwise. These directions 

are expressed in terms of angles around the yaw (θ[deg]) and pitch (φ[deg]) axes. It is necessary 

to measure the angle of the face and the eye direction when the person gazes at the same objects 

to understand the relationship between the face and eye directions. We set up an object in both 

the lateral and lengthwise directions. In the case of the lateral direction, the object is set up at -

30[deg]≦θ≦30[deg] every 10[deg], with a total of seven points. In the case of the lengthwise 

direction, the object is set up at -20[deg]≦φ≦20[deg] every 10[deg], with a total of five points. 

We measured the face angle using a Kinect sensor for the object that was viewed, and it was 

expressed by θM[deg], φM[deg]. The eye angle was fixed at the angle of the object when the 

human gazed at the object, and it was expressed by θT[deg], φT[deg]. Ten subjects were selected 

for this study. We calculated the average value of the face angle for each of the subjects. Figure 6 

and 7 show the experimental environments for the lateral and lengthwise directions, respectively. 

We estimated the relational expressions using the calculated average value. Figure 8 and 9 show 

the relation between the face and eye angle of each direction. These relations are expressed by the 

following two numerical expressions ((1) and (2)). Based on these expressions we calculate the 

gaze direction from the face direction. 

θM = 0.52θ+0.29                              (1) 

φM = 0.41φ+0.18                              (2) 

 

Figure 6.  Lateral direction 



 

Figure 7.  Lengthwise direction 

 

Figure 8.  Lateral relation 

 

Figure 9.  Lengthwise relation 

 



III. CALCULATION OF EYE GAZE DIRECTION 

 

a. Experimental Method 

We calculate the eye gaze direction by utilizing the relational expressions between the face and 

eye directions for antecedent apprehension. Ten new subjects were used in this experiment. We 

set up a total of 35 objects in front of the subjects. Figure 10 shows the experimental environment. 

Subjects were asked to gaze at all the objects. We obtained two kinds of values, the first of which 

was the measurement of the face angle (θM[deg], φM[deg]) when gazing at the objects. The 

second value was obtained by calculating the eye gaze angle (θC[deg], φC[deg]) by utilizing the 

relational expressions between the face and eye directions. Figure 11 shows an example to 

illustrate the values that were used to calculate the value of the eye gaze angle. We evaluated the 

relational expression by comparing the face angle (θM[deg], φM[deg]) with the value calculated 

for the eye gaze angle (θC[deg], φC[deg]). For evaluation purposes, we specified a quota around 

the object to define the ideal value of the eye gaze angle. The range of the quota is within ±5[deg] 

from the object in the lateral and lengthwise directions. We specified this quota for all 35-unit 

objects. We then compared the number of values within the quota. Figure 12 shows the basis for 

this evaluation method. If the number of values calculated for the eye gaze angle exceeds those 

measured for the face angle, the relational expression is effective.  

 

 

 

Figure 10.  Experimental environment 



 

Figure 11.  Example showing calculation of the value of the eye gaze angle 

 

Figure 12.  Basis for evaluation 

 

b. Experimental Results  

Figure 13 shows the result of the face angle measurements and the calculated value of the eye 

gaze angle of all the objects. We compare the number of values within the specified quota. Figure 

14 shows the experimental results. When only the face angle is used, the number of successful 

units is 2. However, when utilizing the relationship, the number of successful units is 16. Thus, 

the experimental results indicate that eye gaze estimation utilizing the relationship between the 

face and eye direction is effective. 



 

Figure 13.  Results for all the objects 

 

Figure 14.  Experimental results 

 

 IV. CONCLUSION 

 

In this paper, we described the relationship between the face and eye directions and the 

estimation of the gaze direction using this relationship. Our experimental results indicated that 

the use of this relationship produced a greater number of successful results compared to using 

only the face direction. We therefore confirmed that using the relationship between the face and 

eye direction to determine the gaze direction is effective. 
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