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Abstract- This paper proposes a deployment algorithm based on the electrostatic field theory for mobile 

wireless sensor networks. The nodes and obstacles in the deployment area are taken as the charged 

particles; and the particles will move due to the Coulomb’s force from other particles or obstacles. 

Finally, the nodes automatically spread to the whole area by the resultant action and complete the 

deployment. Four metrics, including coverage, uniformity, deployment time and average displacement 

distance, are used to evaluate the performance of the algorithm. The simulation results show that the 

proposed algorithm can give full play to its self-adaptive advantages and achieve the desired 

deployment effect; it is a kind of deployment algorithm with self-adaptive characteristics. 

 

Index terms: Mobile Wireless Sensor Networks, Electrostatic field, Deployment algorithm. 
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I. INTRODUCTION 

 

A large number of research has been done to solve problems encountered by mobile wireless 

sensor network deployment [1-5]. Solutions in practice can be divided into three categories: 

Methods based on geometrical model [6-8], Methods based on virtual potential field [9-10], and 

Methods based on biological intelligence [11-13]. The algorithm proposed in this paper belongs 

to the second one, since the electrostatic field is a kind of virtual potential field. 

The most classical literature regarding Methods based on virtual potential field was proposed by 

Howard, Mataric, and Sukhatme [14]. They provided a solution to the problem of deploying a 

mobile sensor network in unknown dynamic environments and described a potential-field-based 

deployment approach, in which nodes are treated as virtual particles that are subject to virtual 

forces. These forces repel nodes from each other and obstacles, and ensure that nodes can spread 

out from an initial compact configuration till the coverage area of the network is maximized. In 

addition, nodes are also subject to a viscous friction force. This force is used to make sure that the 

network will eventually reach the state of static equilibrium, i.e. all nodes will ultimately stop 

moving. Similarly, algorithms proposed by [15] and [16] use both repulsive and attractive force 

components to maximize coverage and uniformity for a given number of sensors.  

Recently, deploying nodes of mobile sensor network using virtual potential field is attracting 

more and more researchers’ attention. In [18], the authors proposed an approach and in which 

Delaunay triangulation is formed with nodes. If two nodes are connected in the Delaunay 

diagram, they are said to be adjacent. Force can only be exerted from adjacent nodes within the 

communication range. Simulation results showed that the approach has higher coverage rate and 

less convergence time than traditional virtual force algorithm. In Ref. [19], Jun Li and his 

companions tried to solve the connectivity and overlap problems faced in the traditional virtual 

force algorithm (VFA); and then they developed an extended virtual force-based approach to 

achieve the ideal deployment result. Simulation results show that the virtual force approach can 

effectively reach the ideal deployment in the mobile sensor networks with different ratio of 

communication range to sensing range. Furthermore, it gets better performance in coverage rate, 

distance uniformity and connectivity uniformity than prior VFA. In the paper [20], they present 

an energy-efficient and self-deployment scheme to utilize the attractive force generated from the 

centroid of a sensor’s local Voronoi polygon as well as the repulsive force frequently used in 
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self-deployment schemes using the potential field. The simulation results show that their scheme 

can achieve a higher coverage and enable less sensor movements in shorter times than self-

deployment schemes using the traditional potential field.  

In [17], Toumpis and Leandros assumed working in such a scene: We can freely place the delay 

nodes in the deployment area, however, the source and sink nodes are fixed. Then they put 

forward a question: How to place nodes so that the number of nodes needed to support the traffic 

is minimum? Obviously, we can use regular ways to solve this problem, but we might meet more 

troubles and spend more time. However, their solution is simpler and quicker with the use of 

electrostatic field, which shows the advantages of introducing electrostatic field in mobile sensor 

networks. 

The deployment algorithms mentioned in the above literatures are all Methods based on virtual 

potential field. They share something in common that the deployment of mobile sensor nodes is 

considered as a coverage process. Nodes are affected by virtual force and scattered themselves all 

over the deployment area; eventually, these nodes reach equilibrium state and finish the 

deployment of the entire network. Although these algorithms all assume that the deployment 

environment is unknown and they are adaptive themselves, they can complete the task without 

knowing the environment. However, they all imply one condition that the size of the deployment 

region and the number of nodes are known. 

However, if the size of the deployment environment is unknown beforehand, these algorithms 

can only provide coverage to the size extent of the area which is previously fixed by the number 

of nodes to be deployed. Thus, a certain quality of service could not be guaranteed with these 

approaches, which constrain the adaptivity and scalability of the deployment algorithms.  

This paper provides the approximate size of the deployment region, the algorithm can compute 

the number of nodes needed by setting appropriate parameters, thereby complete the deployment. 

The main contributions are as follows: Firstly, we present an adaptive deployment strategy that 

can guarantee a good coverage and uniformity. Secondly, we can finish the deployment work 

under the condition that only part of the deployment environment is known. 

 

II. PRELIMINARIES: ELECTROSTATIC FIELD 
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Potential fields are a commonly used and well understood method in mobile robotics, where they 

are typically applied to tasks such as local navigation and obstacle avoidance. In our work, we 

apply potential fields to the deployment problem. Consider the following scene: In vacuum, two 

point charges of the same sign are 1Q and 2Q , the distance between them is 2a , as is shown in 

Figure 1: 
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Figure 1.  A pair of point charges 

 

 

The electric potential at point ( , )P x y yielded by 1Q and 2Q is shown in Equation 1, 1r and 2r stands 

for the Euclidean distance from P to 1Q and 2Q , k is Coulomb's Constant. 

1 2
1 2

1 2

kQ kQ
U U U

r r
   

           (1) 

As for point charges, according to the definition in fundamental field theory, the electric-field 

intensity can be computed via its potential gradient,  

E U                                                       (2) 

In the Equation, is gradient operator, as is shown in Equation 3. 

i j k
x y z

  
   

                                      (3) 

Now we are to generalize the situation shown in Figure 1. Assume all the sensor nodes and 

obstacles in the mobile sensor network are considered as point charges. nU and oU  respectively 

stands for the superimposed electric potential field at P , induced by all the nodes and obstacles, 

then the potential at P can be expressed as n oU U . Imagine a single node iN in the mobile sensor 
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network as a point charge with charge q , then the electric force
iF exerted on this node at point 

P in Figure 1 can be expressed in Equation 4: 

( )i n oF Eq U U q   
                                  (4) 

It can be easily inferred by Newton's Second Law, node iN will accelerate and start moving due to 

the electric force
iF . 

  

III. DEPLOYMENT  MODEL 

 

a. Equations of Control 

Nodes are subject to resistance from the environment in actual deployment process. Suppose the 

damping factor is  , the resistance is proportional to its velocity i , and mass of the node is m , 

then the acceleration of the node can be computed by Equation 5: 

( ) /i i iF m  
                                            (5) 

Suppose the initial time of deployment is 0t , the initial velocity of all nodes is v0and 0 0  , and 

the initial position of a certain node iN is 0( )iP t , then the electric force exerted on node iN can be 

computed via Equation 4, therefore the acceleration 0( )i t at moment 0t is shown in Equation 6. 

0 0( ) ( ) /i t F t m 
                                               (6) 

1t is reached after any infinitesimal time interval t , if t is short enough, we can assume iN is 

moving with uniform acceleration in infinitesimal time interval t , then its velocity 1( )i t at 

moment 1t can be expressed as 

1 0 0 0( ) ( ) ( ) ( )i i i it t t t t t       
                  (7) 

The new position of node iN 1( )iP t at moment 1t can be written as 

2

1 0 0

1
( ) ( ) ( )

2
i i iP t P t t t  

                               (8) 

When node iN reaches its new position 1( )iP t , its acceleration 1( )i t  at moment 1t needs to be re-

calculated based on electric force and resistance exerted on the new position. Therefore the 

position, velocity, and acceleration of node iN at moment 1t can be computed. And so on, the 
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position, velocity, and acceleration of node
iN at any moment

nt can be computed. Further 

generalization shows that the position, velocity, and acceleration of all the nodes at any 

moment nt can be computed. 

Considering that in practical application, the velocity and acceleration of nodes are finite, two 

thresholds vth and ath are given to limit node's velocity and acceleration. They will not exceed 

the thresholds. 

b. Boundary and Equilibrium 

Normally the region of deployment has a certain size, nodes should be deployed within the 

boundaries of the region instead of exceeding them. The boundaries can be physical (e.g. 

mountains, rivers), they can also be hypothetical (e.g. latitude and longitude lines). When nodes 

are moving towards or near the boundaries, we need a corresponding approach to ensure that the 

nodes won't exceed boundaries, which are known as boundary conditions, as is shown in Figure 2. 
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Vn 
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Figure 2. Illustration of the boundary condition 

 

Suppose the boundary of the deployment region is consisted of a large number of charges with 

the same sign, when the distance d between node and the boundary is less than the sensing radius 

of the nodes sR , node will change the direction of the net force due to Coulomb's force exerted by 

the boundary, as a result, a change will take place in velocity due to the superposition of the 

original velocity iV and vertical boundary velocity iV , then it will produce a new velocityV , the 

change in direction ofV will eventually drive the node away from the boundary. Therefore there 

will always be a safe distance between the node and the boundary. 
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Nodes are moving within the region of deployment due to the Coulomb's force, but the process 

will not go on forever. When all the nodes are spreading all over the region, the Coulomb's force 

between them decreases as the time proceeds. When the net force on a node is close to 0, it will 

lose its acceleration and tend to stop moving, therefore equilibrium is reached. The major factors 

that influence the time and energy consumption for nodes to reach equilibrium are initial 

positions and conditions of the nodes. 

The above argument relies on the assumption that the environment is static. When the 

environment of deployment is changed, nodes that had already reached equilibrium may need to 

re-deploy themselves in order to reach new equilibrium. It shows the adaptivity of this algorithm. 

However, if the environment of deployment is changeable, then nodes may only reach temporary 

equilibrium. The equilibrium will be broken due to the change in the environment, which requires 

further re-balance, while on the other hand, more energy is wasted. 

 

IV. ADAPTIVE SELF-SPREADING ALGORITHM 

 

Suppose there is a region A that needs to be deployed with sensor nodes in order to monitor the 

region. How to deploy a certain number of sensor nodes to reach the expected deployment results? 

We hereby present a concept, known as Coverage Ratio. According to the definition from article 

[21], the formula for Coverage Ratio is shown in Equation 9: 

2

( ) c
c

R N
C R

A




                                               (9) 

In the above equation, N stands for the total number of nodes, A stands for the area of the region 

of deployment, cR is the communication radius of sensor nodes, and C is the Coverage Ratio of 

the region. From Equation 9, Coverage Ratio C stands for the ratio between the sum of 

communication coverage area of all the nodes (total number of N ) and the area of region of 

deployment A .The value of C indicates the communication coverage of the region. A larger 

Coverage Ratio is capable of providing the network better connectivity and higher service quality. 

Conversely, given the expected value of C , we can easily calculate minimum number of nodes 

needed, denoted as N above, provided that the area of the region is known. When we actually 

deploy sensors using this algorithm, an exact size of the region is not required. Instead, we only 
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need an approximation of the area A , in order to compute an approximate number of nodes 

needed. 

As is shown in Figure 3, the black circle represents the starting position of the node; the red circle 

represents the ending position of the node; the green circle represents the perception range of the 

node. When the nodes are deployed, the starting position of the node may be random, as is shown 

in the left figure. However, this has no impact on the deployment process of the nodes. From the 

starting moment, the node starts to move by the action of the electric field force, which may 

come from other nodes, obstacles, or boundaries, and may suffer from the viscous resistance. By 

the action of these forces, the node will move along with the direction of the resultant force, and 

reach an equilibrium state eventually. When all the nodes reach the equilibrium state position, the 

deployment process ends accordingly. 
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Figure 3.  The process of deployment 

 

In applications, there might be some cases that a certain number of nodes are disabled due to 

horrible weather conditions, battery depletion, or other triggers. Disabled nodes may lead to the 

loss of monitoring coverage in certain regions. When this situation occurs, equilibrium reached 

by using Adaptive Self-Spreading Algorithm will break so that in turn, all nodes relocate 

themselves to cover these “exposed” areas, thus reaching a new equilibrium.  

The entire Adaptive Self-Spreading Algorithm is shown in Figure 4. 
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Figure 4. Adaptive Self-Spreading Algorithm 

 

Through the analysis above, we optimized and simplified the algorithm proposed by previous 

researchers. We managed to reduce the complexity of similar algorithms but successfully 

maintained the most important feature: adaptivity. 

 

V. SIMULATION  AND EXPERIMENT RESULTS 

 

Numerous simulations and experiments have been carried out in various environments to 

investigate the performance of our approach. Figure 5 shows the moving node used in our 

experiments. We use a MICA2 as the controller board, which requires a 3V power supply. We 

mounted a 6V battery holder as the power supply for the two servo motors under the chassis. The 

servo motors are mounted symmetrically on left and right side for the differential driving. 

Typically, servo motors have a feedback loop inside, and rotate through a limited angle 

proportional to the input signal. Our servo motors are home-modified in order to control the 

rotation speed of the rotor rather than the rotation angle. On top of the standouts there is a printed 

circuit board (PCB) designed to integrate the peripheral circuit of motor control and sensors, and 

a socket to connect the MICA2 board. The Parameter settings of our simulations are indicated in 

Table 1 with reference to the related figure number. 

 

Requirement: A, N, C, Rc, Rs, m. 

1:  Estimate the number of nodes N based on expected Coverage Ratio C 
and area of the region A 

2:  At time t0, all of the N nodes are located at their initial positions 
3:  For each node node_i at time t 
4:  Compute the Coulomb's force Fe exerted by other nodes in the 

sensing radius Rs 
5:  Compute the Coulomb's force Fe exerted by obstacles in the 

sensing radius Rs 
6:   Compute the damping force Fd on the node  
7:   Compute the net force on node_i: Fi=Fe+Fo+Fd 
8:   Compute the acceleration ai of node_i at time t 
9:   Compute the velocity vi of node_i at time t  

10:  Determine the relationship between threshold value ath &vth and 
acceleration ai and velocity vi respectively, and then proceed 
accordingly. 

11:  Compute the position Pi(t) of node_i at time t, and move the 
node to this position 

12:  Determine if node_i reached equilibrium at time t. Terminate 
node's motion if yes; otherwise the loop executes again. 

13:  End For 
14:  All nodes have reached equilibrium, algorithm ends. 
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Figure 5. The nodes used in our system 

 

Table 1 Simulation settings by figure number 

 

Parameter Values 

Deployment Area (A) 10×10 

Charges (Q) 1e-9 

Quality(m) 9e-9 

Coulomb constant (k) 9e9 

Rs, Rc 2; 4 

Damping factor 0.5 

ath, vth 2; 1 

Parameter Values 

 

a. Coverage and Uniformity 

Generally, coverage can be considered as the measure of quality of service of a sensor network. 

Gage firstly proposed the concept of coverage degree in the study of multi-robot system [22]; 

according to Literature [21], it is defined as the ratio of the total covered area of all nodes to the 

whole target area. Among which, the total area covered by the nodes is taken from the union in 

the set; therefore, the coverage rate is usually less than or equal to 1. The covered uniformity is a 

good standard to measure the network lifetime. According to Literature [22], it is defined as the 
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standard deviation of the distance among nodes; the smaller value of the standard deviation is, the 

better uniformity of network coverage is. 

This paper also studies some other metrics related to Coverage and Uniformity. Figure 6 shows 

the change in Coverage over the number of nodes. We also do the experiment with twenty nodes 

in our laboratory room. As shown in figure 6, the thick red line indicates the experiment result. 

We can find that the experiment performance is a little worse than the simulation ones. As is 

shown in the chart, for a deployment region of fixed size, Coverage grows as the number of 

nodes deployed. But there is an optimization required to maximize Coverage with minimum 

number of nodes.   
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Figure 6. Coverage versus Time with different nodes number 

 

Figure 7 is the curve of Coverage versus deployment region size. The x-coordinate represents the 

side length of the square region, while y-coordinate is the Coverage. Assume the network is 

connected, increasing the size of the deployment region will undoubtedly decrease the Coverage. 
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Figure 7. Coverage versus Network size 

 

Figure 8 indicates the change in the correlation between uniformity and the number of nodes in 

the network. It can easily be seen that, uniformity is increasing when the number of nodes is 

increasing. But this doesn't necessarily mean that deploying 70 nodes in a region has worse 

uniformity than deploying 30 in the same one. In this paper, the computation of uniformity is 

based on the standard deviations of the distances and angles between adjacent nodes. It is 

meaningless to compare the value of uniformity among different number nodes. With the static 

equilibrium of nodes in the deployment region, its uniformity is becoming better gradually. In the 

meantime, the index of uniformity decreases and stabilizes around its minimum value. 
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Figure 8.Uniformity versus Time with different nodes number 

 

b. Time 

In the case of emergency such as fire or rescue, the time needed for the network to deploy all the 

nodes at their final location is an utterly important factor to consider. Generally, the time of 

coverage is determined by algorithm complexity and the physical time needed for the nodes in 

motion. The total time elapsed is defined here as the time elapsed until all the nodes reach their 

final locations. 

Figure 9 investigates the relation between Termination time and Damping factor. We can see 

from the figure that, Termination time tend to be quite large when damping factor is relatively 

small, decreases first and bounce back as the damping factor increases (1<factor<5), and reaches 

its minima at a certain damping factor. Damping factor determines the damping force that acts on 

a node when it is in motion. There is less resistance on the node when damping factor is 

relatively small, therefore its acceleration and velocity is relatively large, and when a node runs 

into an obstacle or its boundary, it will slow down due to a sudden repulsive forceso that it needs 

more time to reach equilibrium. As the damping factor increases, there is a certain value of it that 

will make the velocity of the node 0 when it hits the boundary. At this moment, the time needed 

for deployment is the shortest. As damping factor continues to increase, resistance will also 

increase when nodes are in motion. Therefore the velocity slows down and a longer time is 
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needed to reach equilibrium. In practical applications, damping factor represents the resistance on 

the moving node and it should be measured according to different environments. 
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Figure 9. Termination time versus Damping factor 

 

Figure 10 discusses the relationship between Termination time and Electric charge. The amount 

of charges a node carries directly determines the Coulomb's force acting on it in the electric field. 

The more charge a node carries, the larger Coulomb's force is acting on it. Under the same 

parameters, we use different numbers of nodes to simulate. As is shown in the chart, the deploy 

time of the nodes decreases first, then increases according to the electric charge on the nodes. It 

can be explained that, when the electric charge is less than 1, the Coulomb's force acting on it is 

relatively small, therefore its acceleration and velocity is small, and nodes need more time to 

reach equilibrium. With the increase of the electric charge, the Coulomb's force acting on the 

node is increasing. There will be an exact amount of charge, at which the velocity of the node 

becomes 0 when it hits the boundary. At this moment, the time needed for deployment is the 

shortest. As the electric charge further increases, the Coulomb's force acting on node becomes 

larger. A relatively larger velocity is achieved when the node arrives at the boundary, therefore 

the node needs more time to reach static equilibrium. In applications, the amount of charges a 

node carries can be corresponded to the power consumption of nodes in motion. The more energy 
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a node consumes in a time unit, the more power it runs on and the larger amount of electric 

charges it has. 
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Figure 10. Termination times versus Electric charge 

 

Figure 11 shows the relationship between deploy time and the area of deployment region, i.e. 

network size. As is shown in the chart, with the increase of the network size, it takes longer time 

to deploy all the sensor nodes, which is easy to understand. However, we have to notice one thing, 

under a certain condition, the increase of network size will not only take more deploy time but 

also decrease the coverage. It becomes important to choose the appropriate number of nodes 

according to different network size. 
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Figure 11. Termination time versus Network size 

 

We may conclude from the above analyses that, in order to obtain a shorter deploy time when 

deploying sensor nodes, we need to consider a large number of factors together, such as network 

size, damping factor, and electric charge, etc. After the network size has been determined, we can 

select the appropriate number of nodes, and then determine appropriate amount of electric 

charges based on the damping factor in deploying environment in order to obtain the shortest 

deploy time. 

c. Distance 

The average distance traveled by each node is linked to the required energy for its movement. So 

the expected distance traveled is important for the estimation of required energy when each node 

has a limited energy supply. The variance of traveled distance is also important to determine the 

fairness of the deployment algorithm and for system energy utilization. 

Figure 12 studies the distance the node moves under different damping factors. As is shown in 

the chart, the increase in damping factor will decrease the distance, which is easy to explain. 

What we have to pay attention to is that, the damping factor has something to do with the 

topography of the environment in actual deployment. It's not correct that a larger damping factor 

is better. The oversize of damping factor will lead to a longer deployment time. 
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Figure 12. Distance versus Time with different damping factor 

 

Figure 13 reveals the relationship between the average distance that each node moves and the 

number of nodes being deployed. From the chart, we can see the distance starts to grow 

dramatically in the first few moments (Time<6) of the deployment, and then tends to stabilize. At 

the beginning of the deployment, nodes have higher densities, as a result there is a relatively large 

Coulomb's force and acceleration between them. The velocity of the moving nodes is increasing 

quickly, making the nodes spread over the deployment region. When nodes hit the boundary, the 

repulsive force from the boundary will exert on them and slow down the velocity, as a result, 

they will reach equilibrium. That is why the curve changes in this way. We can also tell from the 

chart that the distance that each node moves increases as the number of nodes increases, but this 

change is not very obvious. 
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Figure 13. Distance versus Time with different Nodes number 

 

Figure 14 discusses how the distance that each node moves changes with the network size. The 

initial positions are located in the center. The plot tells us that the distance that each node moves 

increases with the network size. At the first few moments of the deployment (Time<5), three 

curves coincide, which indicates that the average distances are the same. With the further 

movement of the nodes, the network of the smallest size ((Network size=10)) reaches equilibrium 

first, therefore the average distance that nodes move tends to remain steady. However, the 

network of larger size (Network size=15, 20) requires more distance in order to reach equilibrium.  
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Figure 14. Distance versus Time with different Network size 

 

We can conclude from the above analyses that in order to acquire a smaller average distance that 

every node moves in actual deployment, we should pay more attention to the initial positions of 

the sensor nodes. Network size and damping factor are largely objective and related to the 

environment, while selecting appropriate initial positions can be under control and much easier. 

An appropriate initial position can significantly reduce the average distance that each node moves, 

and as a result, we can save more energy. 

 

VI. CONCLUSIONS 

 

The deployment of mobile sensor network has always been the hot issue in this research field. 

How to save time, effort and be evenly in nodes deployment and maximize the time that the 

network exists is what we seek in every deployment algorithm. In practical applications, the 

problems and difficulties we meet are complex and various. Therefore, a kind of extensible, self-

adaptive, robust and simple deployment algorithm is required. This paper proposes a distributed, 

self-adaptive and extensible mobile sensor network deployment algorithm based on the existing 

researches. According to this algorithm, the obstacles and nodes in the deployment area are taken 

as the charged particles and the particles will move due to the Coulomb’s force from other 
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particles or obstacles. Finally, all the nodes automatically spread to the whole area by the force 

and complete the deployment. 

Based on the algorithm in this paper, a lot of simulation tests are made to check the effect of this 

algorithm. We also simulate the normal deployment, the obstacle deployment, node failure 

redeployment and interest area deployment. Moreover, the four indicators, coverage, uniformity, 

deployment time and displacement distance, are used to evaluate the performance of the 

algorithm. 

The simulation results demonstrate that the performance index of this algorithm works well in 

various scenes. 
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