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Abstract- Visual tracking algorithm based on binary classification has become the research hot issue. 

The tracking algorithm firstly constructs a binary classifier between object and background, then to 

determine the object’s location by the probability of the classifier. However, such binary classification 

may not fully handle the outliers, which may cause drifting. To improve the robustness of these 

tracking methods, a novel object tracking algorithm is proposed based on support vector machine 

(SVM) and weighted multi-sample sampling method. Our method constructs a classifier by sampling 

positive and negative samples and then to find the best candidate that has the largest response using 

SVM classifier. What’s more, the proposed method integrates weighted multi-instance sampling 

method, which can consider the sample importance by the different weights. The experimental results 

on many sequences show the robustness and accuracy of the improved method.  The proposed target 

tracking algorithm in video target tracking with a variety of classic popular tracking algorithm, better 

able to achieve robust target tracking, but also in the infrared video, the infrared target tracking is also 

has the advantages of stable and accurate.. 

 

Index terms: Visual tracking; support vector machine (SVM); weighted multi-sample sampling method. 
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I.    INTRODUCTION 

Visual object tracking is a comprehensive technique for locating and tracking object by 

analyzing and understanding video information captured by visual sensor. It has an important 

status in the field of computer vision. In the research and application relating to visual object 

tracking, robustness is the most basic and important problem. With rapid development of 

computer hardware technique, real-time ability of visual object tracking algorithms rely more and 

more on hardware mechanism. The pivotal issue of visual object tracking is to improve the 

robustness of dealing with all kinds of disturbances in all kinds of environments. Visual tracking 

has applied in intelligent video surveillance, intelligent traffic regulation, medical diagnostics, 

video-based human-computer interaction and so on [1-5].  

Intelligent video surveillance including banks, shops and supermarkets, car parks, 

government offices, kindergartens and schools, and other places battlefield environment 

monitoring. U.S. 911, London subway bombings, the Russian human bombings and other 

terrorist incidents of intimidation send a signal to the public safety, and constantly threaten public 

safety. States have put security monitoring issues on the agenda, put a lot of research funding 

monitoring method, to develop monitoring equipment. Among them, the intelligent video 

surveillance with its higher cost, concealment and anti-electronic jamming ability of the 

advantages of being more concerned about. Traditional video surveillance need to monitor staff 

time watching video scenes and understand events, however, with the increase in monitoring 

sites, monitoring expand the scope of this approach is difficult to meet the real-time monitoring 

requirements. The intelligent video surveillance in real time video content analysis and 

processing, automatic target detection, identification, classification and tracking, to provide 

information for senior video analysis and understanding, to achieve automatic detection of 

suspicious targets and suspicious incidents automatic alarm. Among them, the real-time target 

tracking and robust technology is one of the key technologies of intelligent video surveillance. 

Intelligent traffic regulation: With the growing number of countries in the vehicle, worsening 

congestion, people travel severely affected, a lot of valuable time wasted, for which many 

countries have built a set of video-based vehicle and pedestrian detection, intelligent road traffic 

grooming, suspicious vehicle tracking and positioned in one of the intelligent video regulatory 

network, which has important practical significance and economic value to prevent accidents, 

reduce traffic congestion, real-time event processing. 
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Medical diagnostics: To promote the development of medicine and improve medical 

standards, improve medical conditions, reduce medical harm, equipped with a variety of video 

sensors miniature medical equipment continuously available. Miniature robot enters the body 

lesion site, lesion analysis by video technology traits, always locate the lesion area, assisting 

doctors or complete autonomy precise surgical tasks, thereby effectively improving the accuracy 

of clinical surgery, which greatly reduce the patient's body injury. Long-term follow-up 

observation by video microscopic cell activity status, analyze its traits and characteristics, 

provide an important basis for its pathological studies. 

Video-based human-computer interaction: In recent years, with the development of virtual 

reality technology, computer keyboard and mouse-based human-computer interaction is no 

longer satisfy people's ease of operation and communication intelligence requirements, more 

natural, more humane, more freedom of human-computer interaction gradually become the 

dominant way to achieve this goal, the key to let the computer can detect body posture, analyze 

and understand people's intentions. Video-based human-computer interaction through video 

content analysis and processing, the computer not only see people's behavior and understanding 

people's intentions. From a technical point of view, of human motion tracking is one of the key 

technologies to achieve this goal. 

Currently, the classification has been successfully applied to track the target. Visual tracking 

algorithm based on binary classification has become the research hot issue. Grabner et al. designs 

an efficient online learning Boosting classifier [6, 7], its main principle is based on the adaptation 

to choose different characteristics, target effectively separated from the background, and the 

classification is through its continuous learning to real-time updates. When the target changes in 

appearance were strong, the classifier still better classification characteristics. Then a semi-

supervised target tracking method is proposed [8-10], they put the tracking problem as a semi-

supervised learning problem, but the disadvantage of this method are: the situation appears to 

block the drift phenomenon, and for semi-supervised learning priori information may only use 

some features specific goals and objectives. Stalder et al [11-13] also proposed a semi-supervised 

learning better tracking method to solve the drift problem. To resolve the ambiguity sampling 

samples, Babenko et al. [14-16] proposed a multi-instance learning target tracking algorithm, the 

method of the sampling location near the target sample as a positive sample bag, and away from 

INTERNATIONAL JOURNAL ON SMART SENSING AND INTELLIGENT SYSTEMS VOL. 8, NO. 1, MARCH 2015 

257



the target position of the sample, respectively. Tracking is as a binary classification problem, the 

method achieved better tracking performance [17-19]. 

The closer the distance between the current position of the target's center is more likely to 

collect samples of the next frame is the target position, the current position that is farther from the 

sample to the low contribution to the classifier, and the closer the target sample the current 

location of the greater contribution to the classifier [20-23]. Therefore, this is now an improved 

weighted multi-instance learning sample sampling method. This method is added to the positive 

samples collected from the corresponding weights according to their distance from the center 

position, so that each sample has different contribution to classifier according to its weight. In 

this paper, we propose a novel tracking method based on SVM and weighted multi-sample 

sampling method. Our method constructs a classifier by sampling positive and negative samples 

and then to find the best candidate that has the largest response using SVM classifier. What’s 

more, the proposed method integrates weighted multi-instance sampling method, which can 

consider the sample importance by the different weights. Experimental results on five challenge 

sequences show the accuracy and robustness of our proposed method.  

This rest paper is organized as follows. Section 2 concisely introduces the basic algorithm of 

support vector machine. Then we introduce the proposed method with weighted multi-sample 

sampling method in details in Section 3. Experimental results are drawn in Section 4 and 

conclusions are described in Section 5.  

 

II. RELATED THEORY OF SUPPORT VECTOR MACHINE 

 

2.1 Support vector machines theory 

 

Support vector machines (Support Vector Machine, SVM) is proposed [14, 15] in 1995 for 

the first time. SVM generalization capability, especially for small sample size problem, multi-

linear, non-linear and high-dimensional pattern recognition problem, it can show a unique 

advantage. The idea of using SVM classification are: linear inseparable for sample collection, 

you need to first sample through a nonlinear transformation is mapped to high dimensional 

feature space, finding an optimal hyper plane in high dimensional feature space, to obtain the best 

classification performance. Suppose there is a class of sample data sets: 

1 1 2 2( , ), ( , ), ( , ), { 1,1}l l ix y x y x y y                 (1) 

Gao Xiaoxing and Liu Feng, ROBUST VISUAL TRACKING BASED ON SUPPORT VECTOR MACHINE 
AND WEIGHTED SAMPLING METHOD

258



 To implement the nonlinear transformation ( )Z x for the sample data lx  

1, 1

1, 1

T

i i

T

i i

w z b y

w z b y
                         (2) 

where  w  represents the weight vector and b  is offset vector.  

Transform the above equation to obtain:  

( ) 1 1,2,T

i iy w z b i l                         (3) 

Assume the optimal classification plane equation is expressed as 

0 0 0Tw z b                                    (4) 

Classifier interval 

{ |y=1} { |y=-1}

( , ) maxmin

T T

x x

z w z w
w b

w w
                          (5) 
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0 0

0 0 0

2 2
( , )
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w b

w w w
                         (6) 

 To obtain the maximum, the general quadratic programming is used to solve the optimization 

problem: 

,

1
( ) ( )max

2

T

w b

w w w                               (7) 

The constraints of the above formula is ( ) 1 1,2,T

i iy w z b i l . 

To solve this problem linearly inseparable, we first construct a Lagrangian constraints. 

Therefore, the optimization problem is to solve the minimum of the formula: 

1

1
( )

2

lT

ii
w w w                            (8) 

Where  classifier error. Then to obtain: 

0 1

l

i i ii
w y z                               (9) 

The decision function is written as: 

1
sgn[ ( ) ]

l T

i i ii
f y z z b                         (10) 

To deal with nonlinear SVM classification problem, we need to study the problem of low-

dimensional feature space into a high dimensional feature space, so that the data can be divided 
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into a linear problem in high-dimensional space. Role of nuclear function is to map data from 

low-dimensional space to a high-dimensional space, without calculating the mapping function, 

only concerned with the output value of its classification after. Therefore, the use of kernel 

function method to rewrite the formula in the decision function [16-18, 25]: 

1
sgn[ ( , ) ]

l

i i ii
f y K x x b                          (11) 

 

2.2 Tracking algorithm for support vector machine based on vision 

The premise can be divided into feature points in a linear, we had these high-dimensional 

space of points to do linear classification, then can find separately two hyperplane, and support 

vector from the nearest, and the maximum distance between the two plane. As shown in Figure 1, 

the 2/|w| is easy to get between the two distance to the hyperplane, we get the maximum interval, 

namely the need to minimize |w|, at the same time, our team of sample points add about |w| beam 

conditions, so that the sample data points outside the spacer hyperplane. 

1iw x b
                                 (12) 

1iw x b
                               (13)

 

The two equations can be written as: 

( ) 1,     1i ic w x b i n
          (14)

 

1

w
x
b

0

w
x
b

1

w
x
b

2

w

SVM The maximum division distance
 

Figure 1. The maximum division distance of SVM 
 

Support vector machine classification of samples is by finding a maximum interval of sample 

(Figure 1) can be distinguished hyperplane to complete, it will be the first samples are mapped to 
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high dimensional space, and then find the maximum interval between samples of the hyperplane, 

and classifier error and the maximum spacing of ultra flat surface is proportional to the distance. 

 

III. OUR PROPOSED OBJECT TRACKING METHOD 

 

3.1 Weighted multi-sample sampling method 

 

In the classical binary classification problem based target tracking algorithm, the first feature 

by sampling the target as a positive sample, the sampling background information as a negative 

sample, and then training a classifier to obtain positive and negative samples, sample sampling 

multiple locations in the next frame, then the position of the target obtained by the best 

classifiers. Sampling method is usually the target sample is extremely small neighborhood of the 

current position of the sample as a positive sample, the sample away from the current target 

position as the negative samples. The sampling method as shown in Fig.2 (a), to assume that tl  

represents the location of the target at t-th frame, we mark ( )l x represents the location of each 

image sub-patch in the neighborhood of the current position. Therefore, sample positive samples 

meets the following criterion: 

{ | ( ) }p

tX x l l x s                            (15) 

where pX is the set of samples set, s represents the search radius that is relative to the current 

target position. To sample negative samples meets the following criterion: 

{ |s< ( ) }n

tX x l l x r                          (16) 

However, the above-described analysis method has an obvious defect in the acquisition of a 

positive sample is collected in a sliding window of the current target position of a small 

neighborhood, according to the motion characteristics of the target, the target position from the 

actual sample increasingly unlikely that the most the next frame is called a target position, that is, 

the closer the distance between the current position of the target's center is more likely to collect 

samples of the next frame is the target position, the current position that is farther from the 

sample to the low contribution to the classifier, and the closer the target sample the current 

location of the greater contribution to the classifier. Therefore, this is now an improved weighted 

multi-instance learning sample sampling method. This method is added to the positive samples 
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collected from the corresponding weights according to their distance from the center position, so 

that each sample has different contribution to classifier according to its weight.  

Fig.2 (b) shows the proposed weighted multi-sampling method, in which the dashed box is 

the current location of the target is located, for the rest of the three sampling window size 

according to their distance from the dashed box corresponding weights given value. Therefore, 

the weights is calculated as: 

2

1

( )
i

t i

w
l l x

                          (17) 

 To normalize: 

1

i
i N

ii

w
w

w
                            (18) 

where ( )il x  is the location of the i-th sample, and N is the number of samples.  

Positive samples Negative samples

W1

W2

W3

(a) original sampling method (b) weighted sampling method
 

Figure 2. Comparison of different sampling methods 
 

3.2 The proposed tracking method 

 

Harr features is used to extract object features. The method of the sample is calculated for 

each image block obtained Harr feature vector collection, each sample is represented by a 

collection of a column vector. The main steps in the proposed tracking algorithm are followings. 

Firstly, we obtain the original location in the first frame by manually or detect the true target 

location, then sampled a number of positive and negative samples in a small neighborhood of the 

current position, and calculate the weight of each sample, and then enter a SVM classifier for the 
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next frame, according to the random drift model and the particle filter thinking, in the vicinity of 

the target location on a random sampling frame multi-stem template samples and calculate the 

corresponding weights. Finally, the biggest response classifier will be as the optimum target 

position of the next frame. After obtaining the optimal position needs to be updated online 

classifier, the classifier based on template sample response, discarding the smaller sample value 

of the response, while retaining the larger sample response training continues to generate a new 

classifier, repeating the above processing.  

For each object in the T-1 time, the deterministic in some sports constraints define it with the 

t moment an object corresponding to the cost function. Tracking is designed in the corresponding 

relationship between all (Figure 3a) to get a one-to-one correspondence between the (Figure 3b), 

there are usually makes the corresponding value of the cost function method for solving 

minimum Hungary algorithm and greedy search algorithm. 

t-1 t-1t t

(a) (b)
 

Figure 3. Tracking designed in the corresponding relationship 

 

1. Approximate location: not hypothetical objects between frames change greatly 

2. The maximum speed: defines the maximum value of the velocity of an object thus limiting 

the scope of the object corresponding to the 

3. Smooth motion direction and velocity of movement of the object: the hypothesis does not 

change significantly 

4. Public sport: a small region point motion is similar, this assumption is suitable for objects 

with multiple points representation of the situation 

5. Rigid: the assumption that the objects are rigid, i.e. the distance between any two points on 

the object is fixed 
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3.3 Propagation of discrete time state probability 

The propagation probability density is divided into three steps, respectively is the offset. 

Diffusion and estimation was shown in Figure 4. Component to determine the probability density 

in the whole probability distribution in a certain direction, unified offset, and the random 

component to its probability distribution brought some uncertainty, which we call the diffusion. 

Finally, some observation model help estimate of probability distribution. 

x

( )p x

x

( )p x

x

( )p x

x

( )p xz

Deterministic offset

Reappraisal

R
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n
d
o
m

 d
if
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o
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Figure 4. Diffusion and estimation 

 
In order to calculate the need, transmission probability density must be performed in the discrete time t. Let t 

moment to express state variables of the target object is St, the sequence is 1 2, ,...,t tX S S S
 

value of its history, to observe the value of the state variables of it, its historical value sequence is 

1 2, ,...,t tO I I I
, note that here we do not have on the probability distribution of the state 

variables make any assumptions (such as linear, Gauss distribution). 

 

IV. EXPERIMENTS AND ANALYSIS 

We evaluate the proposed tracking method based on SVM and weighted multi-sample 

sampling method using five video sequences with impacted factors including abrupt motion, 

cluttered background, severe occlusion and appearance change. We compare our proposed 

tracker with other two tracking methods including Mean-shift method and original tracking 

method based on SVM. Fig.5, Fig.6, Fig.7, Fig.8 and Fig.9 show the tracking results on the 

different sequences, where each row is different from the tracking algorithm to track the results 

of comparison at the same frame, and each column represents a tracking algorithm, from left to 

right the tracking algorithm followed by Mean-shift, SVM and our tracking method.  
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#085

#170

#230

(a) Mean-shift (b) SVM (c) Ours
 

Figure 5. Sample results on occlusion1 sequence. 

 

Fig.5 and Fig.6 show the tracking results using different tracking methods when the objects 

undergo severe occlusion on the Occlusion1 and Occlusion2 sequence. From Fig.5 we can see 

our tracking method performs well when the objects undergo severe occlusion, while the other 

methods including the Mean-shift and SVM methods completely fail to track the objects in these 

frames. From Fig.6 we can also see our tracking method performs well when the objects undergo 

severe occlusion, while the Mean-shift method fails to track the face at frames #140, #265 and 

#590. The main reasons are followings: (1) our method constructs a classifier by sampling 

positive and negative samples and then to find the best candidate that has the largest response 

using SVM classifier. (2)The proposed method integrates weighted multi-instance sampling 

method, which can consider the sample importance by the different weights.  
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#140

#265

#590

(a) Mean-shift (b) SVM (c) Ours
 

Figure 6. Sample results on Occlusion2 sequence. 

#15

#40

#60

(a) Mean-shift (b) SVM (c) Ours  
Figure 7. Sample results on deer sequence. 
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#180

#370

#450

(a) Mean-shift (b) SVM (c) Ours
 

Figure 8. Sample results on David in door sequence. 
 

Fig.7 and Fig.8 show the tracking results using different tracking methods when the objects 

undergo fast motion on the Deer sequence. From Fig.4 we can see our tracking method performs 

well when the objects undergo fast motion, while the other methods including the Mean-shift and 

SVM methods completely fail to track the objects in these frames. We can see the also tracking 

performance form Fig.6. 

Fig.7 shows the tracking results using different tracking methods when the objects undergo 

illumination variation on the DavidIndoor sequence. From Fig.8 we can see our tracking method 

performs well when the objects undergo illumination variation, the Mean-shift and SVM methods 

fail to track the face at frames #180, #370 and #450.  

A series of experimental results show that the visual tracking method proposed in this chapter 

translation in the target object, the rotary motion or illumination changes have good performance. 

In addition, we also the importance of the experiment proved the updated eigen subspace tracking 

methods are not update feature subspace. 
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#040

#170

#300

(a) Mean-shift (b) SVM (c) Ours
 

Figure 9. Sample results on jumping sequence. 
 

V. CONCLUSION 

 

It is a challenging task to develop effective and robust visual tracking method due to factors 

such as pose variation, illumination change, occlusion, and fast motion. In this paper, a novel 

tracking method based on SVM and weighted multi-sample sampling method. Our method 

constructs a classifier by sampling positive and negative samples and then to find the best 

candidate that has the largest response using SVM classifier. What’s more, the proposed method 

integrates weighted multi-instance sampling method, which can consider the sample importance 
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by the different weights. Experimental results on five challenge sequences show the accuracy and 

robustness of our proposed method.  
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