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#### Abstract

Camera is widely used for 3D-Reconstruction and Recognition where a fundamental task is point correspondence that finds the corresponding points captured by different cameras from the same 3D-point. The approaches based on epipolar constraint are very effective for the task. However, they set the threshold of epipolar constraint by empirical method, and their complexity and computational cost will quickly increase with increasing the number of cameras. This paper proposes a novel two-step strategy using epipolar constraint regardless of the number of cameras in a uniform way. The strategy uses a statistic method to set the threshold, and decomposes the task of point correspondence in a multi-ocular system into the task of point correspondence in several binocular systems by transitivity


constraint. The experiment and theoretical analyses indicate our approach is better than existing methods on complexity and computational cost.

Index terms: Camera, Epipolar Constraint, Point Correspondence, Multi-ocular System.

## I. INTRODUCTION

Many applications adopt camera for 3D-Reconstruction and Recognition [1]-[3]. In the applications, point correspondence, which finds the corresponding points captured by different cameras from the same 3D-point, is a fundamental task. In order to reduce mismatches of point correspondence, some constraints have been introduced e.g. epipolar constraint [4], ordering constraint [5] and uniqueness constraint [6].

Epipolar constraint is an inherent geometric constraint between a 3D-point and its projective points in an binocular system. That is for the projective point of a 3D-point observed in one camera, the 3D-point must be observed in the other camera on the epipolar line of the projective point. Therefore, this constraint has significant value for point correspondence, especially, in marker-based computer vision systems [7]-[9].
Epipolar constraint is essentially a coplanar constraint. That is to say, in a binocular system that has two cameras, two corresponding points and the base line must be coplanar (see section 2.2). In fact, because of the noises, they often aren't coplanar, but are nearly coplanar. Hence, a method that evaluates the degree of coplanarity and a threshold can implement epipolar constraint in an actual system. Following this way, Galo etc. suggested Matching Parallelepiped (MP) method [10], Zhang implicated Epipolar Distance (ED) method [11], and Muijtjens etc. introduced Included Angle (IA) method [12]. However, epipolar constraint is the constraint of binocular system that cannot avoid the ambiguity of point correspondence [13]. In fact, the ambiguity arises from 3D-points being on the same epipolar plane (see section 2.2). Fortunately, multi-ocular systems that have more than two cameras capture the same scene and their optical centers are noncollinear can alleviate the ambiguity effectively.

Some researchers generalized epipolar constraint to find corresponding points in multi-ocular systems. Some applications take trifocal tensor as a constraint for point correspondence in trinocular systems [14]. Amici etc. generalized epipolar constraint and used it in a quadri-ocular system [15]. However, these methods have two disadvantages. First one is that the parameters of
a binocular system have significant influence on the thresholds of existing methods (see section 2.3). Therefore, for a multi-ocular system that can compose several binocular systems, there are several thresholds to be set. Another disadvantage is that with increasing the number of cameras in an ocular system, the relationship of corresponding points becomes more and more complicated. This will increase the complexity and computational cost for point correspondence. Aiming to these disadvantages, this paper proposes a two-step strategy using epipolar constraint to implement point correspondence in multi-ocular system. The strategy first provides a normalized method to set the threshold of epipolar constraint, and then decomposes the task of point correspondence in a multi-ocular system into the task of point correspondence in several binocular systems by transitivity constraint derived from uniqueness constraint.
The rest of this paper is organized as follows. Section 2 analyses the epipolar constraint by Back-Projection Line (BPL) model, which is equal to pinhole model of imaging. Section 3 proposes a normalized epipolar constraint for point correspondence in binocular system. Section 4 describes how to deal with point correspondence in a multi-ocular system. Section 5 is the results of experiment, and section 6 draws a conclusion.

## II. THE ANALYSES OF EPIPOLAR CONSTRAINT

## a. Back-Projection Line

Pinhole model is a general model for imaging process, and it can be expressed as follows,

$$
s m=A R M+A t=A \quad R M+t=A[R, \mathbf{t}]\left[\begin{array}{c}
M  \tag{1}\\
1
\end{array}\right]=[A, 0]\left[\begin{array}{cc}
R & t \\
0^{T} & 1
\end{array}\right]\left[\begin{array}{c}
M \\
1
\end{array}\right]=\mathbf{H M}
$$

Where $M$ is the coordinates of a 3D-point, $\mathbf{M}=\left[\begin{array}{c}M \\ 1\end{array}\right]$ is the homogeneous coordinates of $M$, $m=(u, v, 1)^{T}$ is the homogeneous pixel coordinates of projective point of the $3 \mathrm{D}-$ point, $s$ is any non-zero real number. $R, t$ and $A$ are the parameters of a camera, $R$ is the rotation matrix, $t$ is the translation vector, $A$ is the intrinsic matrix. $\mathbf{H}=[A, 0]\left[\begin{array}{cc}R & t \\ 0^{T} & 1\end{array}\right]$ is the projection matrix, which described the relationship between a 3D-point and its projection on a camera.

The relationships between optical center of camera, original point, 3D-point, and its projection are illustrated as follows.


Figure 1. The schematic diagram of pinhole model

According to the relationships depicted in Fig. 1, the pinhole model can be transformed into the BPL model, which plays an important role to realize the geometric meanings of epipolar constraint. The mathematic form of BPL can be deduced from equation (1) as follows.

$$
\begin{equation*}
\lambda L+S \tag{2}
\end{equation*}
$$

where $\lambda$ is any real number greater than zero, $L=f \cdot R^{T} A^{-1} m$ is the direction vector of BPL, $S=-R^{T} t$ is the world coordinate of the optical center.

## b. The Geometric Meanings of Epipolar Constraint

This paper will research the epipolar constraint by BPL here. Epipolar constraint can be described as follows.

$$
\begin{equation*}
m_{j}^{T} F m_{i}=0 \tag{3}
\end{equation*}
$$

where $i$ and $j$ are two cameras constructing a binocular system, $m_{i}$ and $m_{j}$ are two projective point of a 3D-point in $i$ and $j, F$ is the $3 \times 3$ fundamental matrix of the binocular system.

Then let's reveal the physical meaning of fundamental matrix. First of all, this paper will study the value of fundamental matrix, $F$, in different coordinate systems.

Let I and II be two different world coordinate systems, the transition matrix between them be $\mathbf{G}=\left[\begin{array}{rr}\mathbf{R} & \mathbf{t} \\ \mathbf{0} & \mathbf{1}\end{array}\right]$. In world coordinate system I, $\mathbf{M}$ is the coordinates of the 3D-point, $\mathbf{O}_{i}$ and $\mathbf{O}_{j}$ are the homogeneous coordinates of optical centers of cameras $i$ and $j, \mathbf{H}_{i}$ and $\mathbf{H}_{j}$ are the projection matrix of cameras $i$ and $j$. In similar way, we can denote $\mathbf{M}^{\prime}, \mathbf{O}_{i}{ }^{\prime}$ and $\mathbf{O}_{j}{ }^{\prime}, \mathbf{H}_{i}{ }^{\prime}$ and $\mathbf{H}_{j}{ }^{\prime}$ in II. Obviously, there are some the relationships as follow.

$$
\begin{align*}
& \mathbf{H}_{i}^{\prime}=\mathbf{H}_{i} \mathbf{G}  \tag{4}\\
& \mathbf{H}_{j}^{\prime}=\mathbf{H}_{j} \mathbf{G}  \tag{5}\\
& \mathbf{O}_{1}{ }^{\prime}=\mathbf{G}^{-1} \mathbf{O}_{1} \tag{6}
\end{align*}
$$

The fundamental matrix in world coordinate system I can be obtained as follows [16].

$$
F=\left[\begin{array}{ll}
\mathbf{H}_{j} & \mathbf{O} \tag{7}
\end{array}\right]_{X} \quad \mathbf{H}^{+}
$$

where $\left[\mathbf{H}_{j} \mathbf{O}_{\mathbf{i}}\right]_{X}$ is a real skew-symmetric matrix constructed by vector $\mathbf{H}_{j} \mathbf{O}_{\mathbf{i}}, \mathbf{H}_{i}^{+}$is the pseudo-inverse matrix of $\mathbf{H}_{i}$.

According to Equation (4) ~ (7), the relationship between two fundamental matrixes in coordinate systems I and II is as follows.

$$
\begin{equation*}
F^{\prime}=\left[\mathbf{H}_{j}^{\prime} \mathbf{O}_{i}^{\prime}\right]_{X} \mathbf{H}_{j}^{\prime}\left(\mathbf{H}_{i}^{\prime}\right)^{+}=\left[\mathbf{H}_{j} \mathbf{G} \mathbf{G}^{-1} \mathbf{O}_{i}\right]_{X} \mathbf{H}_{j} \mathbf{G} \mathbf{G}^{-1} \mathbf{H}_{i}^{+}=\left[\mathbf{H}_{j} \mathbf{O}_{i}\right]_{X} \mathbf{H}_{j} \mathbf{H}_{i}^{+}=F \tag{8}
\end{equation*}
$$

Equation (8) shows explicitly that for a fixed binocular system, the fundamental matrix is same in different world coordinate systems. This means that an invertible matrix $\mathbf{G}$ cannot change the value of the fundamental matrix. Following this way, we set $\mathbf{G}=\left[\begin{array}{cc}R & t \\ \mathbf{0} & \mathbf{1}\end{array}\right]^{-1}$, then

$$
\begin{gather*}
\mathbf{H}_{i}^{\prime}=\mathbf{H}_{i} \mathbf{G}=\left[A_{i}, 0\right]  \tag{9}\\
\mathbf{H}_{j}^{\prime}=\mathbf{H}_{j} \mathbf{G}=\left[\begin{array}{ll}
A_{j} & \mathbf{0}
\end{array}\right]\left[\begin{array}{cc}
R_{j} & \mathbf{t}_{j} \\
\mathbf{0} & \mathbf{1}
\end{array}\right]\left[\begin{array}{cc}
R_{i} & t_{i} \\
\mathbf{0} & \mathbf{1}
\end{array}\right]^{-1}=\left[\begin{array}{ll}
A_{j} R_{j} R_{i}^{T} & A_{j}\left(t_{j}-R_{j} R_{i}^{T} t_{i}\right)
\end{array}\right]  \tag{10}\\
\mathbf{O}_{i}{ }^{\prime}=\mathbf{G}^{-1} \mathbf{O}_{i}=0,0,0,1^{T} \tag{11}
\end{gather*}
$$

$\mathbf{H}_{j}{ }^{\prime} \mathbf{O}_{i}{ }^{\prime}$ and $\mathbf{H}_{j}{ }^{\prime}\left(\mathbf{H}_{i}{ }^{\prime}\right)^{+}$can be calculated by Equation (9) ~ (11),

$$
\begin{equation*}
\mathbf{H}_{j}^{\prime} \mathbf{O}_{i}^{\prime}=A_{j}\left(t_{j}-R_{j} R_{i}^{T} t_{i}\right) \tag{12}
\end{equation*}
$$

$$
\begin{align*}
\mathbf{H}_{j}^{\prime}\left(\mathbf{H}_{i}^{\prime}\right)^{+} & =\left[\begin{array}{ll}
A_{j} R_{j} R_{i}^{T} & A_{j}\left(t_{j}-R_{j} R_{i}^{T} t_{i}\right)
\end{array}\right]\left[A_{i}, 0\right]^{+} \\
& =\left[\begin{array}{ll}
A_{j} R_{j} R_{i}^{T} & A_{j}\left(t_{j}-R_{j} R_{i}^{T} t_{i}\right)
\end{array}\right]\left[\begin{array}{c}
A_{i}^{-1} \\
0
\end{array}\right]=A_{j} R_{j} R_{i}^{T} A_{i}^{-1} \tag{13}
\end{align*}
$$

The new form of fundamental matrix, which is directly defined by the parameters of a cameras, can be achieved by substituting the results of Equation (12) and (13) in Equation (7) as follows.

$$
\begin{equation*}
F=\left[A_{j}\left(t_{j}-R_{j} R_{i}^{T} t_{i}\right)\right]_{X} A_{j} R_{j} R_{i}^{T} A_{i}^{-1} \tag{14}
\end{equation*}
$$

Using the characteristic of real skew-symmetric matrix [16], another form of fundamental matrix can be obtained as follow.

$$
\begin{align*}
F & =\left[A_{j}\left(t_{j}-R_{j} R_{i}^{T} t_{i}\right)\right]_{X} A_{j} R_{j} R_{i}^{T} A_{i}^{-1} \\
& =\left[A_{j} R_{j}\left(R_{j}^{T} t_{j}-R_{i}^{T} t_{i}\right)\right]_{X} A_{j} R_{j} R_{i}^{T} A_{i}^{-1}  \tag{15}\\
& =\left(A_{j} R_{j}\right)^{-T}\left[\left(R_{j}^{T} t_{j}-R_{i}^{T} t_{i}\right)\right]_{X} R_{i}^{T} A_{i}^{-1}
\end{align*}
$$

According to Equation (15), the epipolar constraint can be rewritten as follows.

$$
\begin{align*}
& m_{j}^{T} F m_{i}=m_{j}^{T}\left(A_{j} R_{j}\right)^{-T}\left[\left(R_{j}^{T} t_{j}-R_{i}^{T} t_{i}\right)\right]_{X} R_{i}^{T} A_{i}^{-1} m_{i} \\
& \quad=R_{j}^{T} A_{j}^{-1} m_{j}^{T}\left[\left(R_{j}^{T} t_{j}-R_{i}^{T} t_{i}\right)\right]_{X} \quad R_{i}^{T} A_{i}^{-1} m_{i}=0 \tag{16}
\end{align*}
$$

Based on Fig. 1and Equation (2), in world coordinate system I, $-R_{i}^{T} t_{i}$ and $-R_{j}{ }^{T} t_{j}$ are the coordinates of the optical center, $f_{i} \cdot R_{i}^{T} A_{i}^{-1} m_{i}$ is the direction vector of BPL emitted from camera I, $f_{j} \cdot R_{j}^{T} A_{j}^{-1} m_{j}$ is the direction vector of BPL from camera II. Thus, the epipolar constraint can be described by BPL model.

$$
\begin{equation*}
m_{j}^{T} F m_{i}=\frac{1}{f_{i} f_{j}} L_{j} \cdot\left(S_{i}-S_{j}\right) \times L_{i}=0 \tag{17}
\end{equation*}
$$

It is notable that $S_{i}-S_{j}$ is the baseline of the binocular system that is constructed by cameras $i$ and $j$, additionally, $L_{i}$ and $L_{j}$ are the direction vectors of BPL.

It can be seen that Equation (17) is the signed volume of the parallelepiped defined by the three vectors. If the volume is equal to zero, the three vectors are coplanar. In other words, epipolar constraint finds corresponding points in a binocular system by validating whether two projective points and the baseline are coplanar. This is the geometric meanings of epipolar constraint, which is demonstrated as follows..


Figure. 2. The physical meaning of epipolar constraint
In Fig. 2, the binocular system has two cameras $i$ and $j$, their optical central are $S_{i}$ and $S_{j}$, $S_{i}-S_{j}$ is the baseline of the binocular system, $m_{i}$ and $m_{j}$ are the projection of a 3D-point on epipolar plane $\pi$, the direction vector of their BPL are $L_{i}$ and $L_{j}$. If $m_{i}$ and $m_{j}$ are correspondence point, $m_{i}, m_{j}, S_{i}$ and $S_{j}$ are coplanar, and three vector $L_{i}, L_{j}$ and $S_{i}-S_{j}$ are coplanar.

## c. The Analyses of Existing Methods

MP, ED, IA are point correspondence methods based on epipolar constraint, their geometric meanings are described by the mathematical expressions as follow.

$$
\begin{gather*}
M P=\left|m_{j}^{T} F m_{i}\right|=\left|L_{j} \cdot\left(S_{i}-S_{j}\right) \times L_{i}\right|<\theta  \tag{18}\\
E D=\frac{\left|m_{j} F m_{i}\right|}{\sqrt{F_{1}^{2}+F_{2}^{2}}}+\frac{\left|m_{j} F m_{i}\right|}{\sqrt{G_{1}^{2}+G_{2}^{2}}}<\theta  \tag{19}\\
I A=\left|\frac{\mid\left[\left(S_{i}-S_{j}\right) \times L_{l}\right] \cdot\left[\left(S_{i}-S_{j}\right) \times L_{j}\right]}{\mid\left\|\left(S_{i}-S_{j}\right) \times L_{i}\right\|\left\|\left(S_{i}-S_{j}\right) \times L_{j}\right\|}\right|<\theta \tag{20}
\end{gather*}
$$

where $\left(F_{1}, F_{2}, F_{3}\right)^{T}=F m_{i},\left(G_{1}, G_{2}, G_{3}\right)^{T}=F m_{j}, \theta$ is a threshold. If their values are smaller than $\theta$, these method deem that these two projective points are corresponding.
MP method computes the volume of the parallelepiped which determined by three vectors, $S_{i}-S_{j}, L_{i}$ and $L_{j}$. In the most cases, the magnitude of $S_{i}-S_{j}$ (baseline) is far greater than $L_{i}$ and $L_{j}$, this means the value of MP mainly depends on the baseline of binocular system. For ED
method, $F m_{i}$ and $F m_{j}$ are polar lines, the value of ED is the sum of the distance from them to $m_{i}$ and $m_{j}$. IA is the included angle between two collinear epipolar that are passing through the baseline and whose normal line are $\left(S_{i}-S_{j}\right) \times L_{l}$ and $\left(S_{i}-S_{j}\right) \times L_{j}$.

It can be found that the parameters of cameras have influence on the values of these methods above. This means a binocular system requires a special threshold. Especially, for a multi-ocular system that can compose several binocular systems, there are several thresholds to be set by testing every pairs of cameras. It is not an easy job. This paper proposes the normalized criterion for setting the threshold of epipolar constraint in section III.

## III. THE NORMALIZED EPIPOLAR CONSTRAINT

## a. The Error on Fundamental Matrix

When the parameters of cameras have been calibrated, then the fundamental matrix is constant. Consequently, the value of Equation (3) is only determined by two pixel coordinates, $m_{i}=\left(u_{i}, v_{i} 1\right)^{T}$ and $m_{j}=\left(u_{j}, v_{j}, 1\right)^{T}$. Then, a function can be set up as follow,

$$
\begin{equation*}
f\left(m_{i}, m_{j}\right)=m_{j}^{T} F m_{i} \tag{21}
\end{equation*}
$$

It is reasonable to assume that pixel coordinates are disturbed by independent and identically distributed (iid) noises. Let these pixel coordinates be disturbed by iid noises, $\Delta u_{i}, \Delta v_{i}, \Delta u_{j}, \Delta v_{j}$, whose standard deviation are $\sigma$. There are some statistical characteristic as follow.

$$
\left\{\begin{array}{l}
E\left(u_{i}\right)=E\left(v_{i}\right)=E\left(u_{j}\right)=E\left(v_{j}\right)=0  \tag{22}\\
E\left(u_{i} v_{i}\right)=E\left(u_{i} u_{j}\right)=E\left(u_{i} v_{j}\right)=0 \\
E\left(v_{i} u_{j}\right)=E\left(v_{i} v_{j}\right)=E\left(u_{j} v_{j}\right)=0 \\
E\left(u_{i}^{2}\right)=E\left(v_{i}^{2}\right)=E\left(u_{j}^{2}\right)=E\left(v_{j}^{2}\right)=\sigma^{2} \\
E\left(u_{i}^{2} v_{i}^{2}\right)=E\left(u_{i}^{2} u_{j}^{2}\right)=E\left(u_{i}^{2} v_{j}^{2}\right)=\sigma^{4} \\
E\left(v_{i}^{2} u_{j}^{2}\right)=E\left(v_{i}^{2} v_{j}^{2}\right)=E\left(u_{j}^{2} v_{j}^{2}\right)=\sigma^{4}
\end{array}\right.
$$

Let $\Delta_{i}=\left(\Delta u_{i}, \Delta v_{i}, 0\right)^{T} \quad, \Delta_{j}=\left(\Delta u_{j}, \Delta v_{j}, 0\right)^{T} \quad F=\left[\begin{array}{lll}a_{1} & a_{2} & a_{3} \\ a_{4} & a_{5} & a_{6} \\ a_{7} & a_{8} & a_{9}\end{array}\right]$. Then The error, $\Delta f$, attributed to
the image noise, is calculated as follow.

$$
\begin{align*}
\Delta f= & f\left(u_{i}+\Delta u_{i}, v_{i}+\Delta v_{i}, u_{j}+\Delta u_{j}, v_{j}+\Delta v_{j}\right)-f\left(u_{i}, v_{i}, u_{j}, v_{j}\right) \\
& =m_{j}^{T}+\Delta_{j}^{T} F m_{i}+\Delta_{i}-m_{j}^{T} F m_{i}  \tag{23}\\
& =\Delta_{j}^{T} F m_{i}+m_{j}^{T} F \Delta_{i}+\Delta_{j}^{T} F \Delta_{i}
\end{align*}
$$

Now this paper calculates some items included in Equation (23) as follow.

$$
\begin{gather*}
\Delta_{j}^{T} F m_{i}=\left[\Delta u_{j}, \Delta v_{j}, 0\right]\left[\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
a_{4} & a_{5} & a_{6} \\
a_{7} & a_{8} & a_{9}
\end{array}\right]\left[\begin{array}{c}
u_{i} \\
v_{i} \\
1
\end{array}\right]  \tag{24}\\
=a_{1} u_{i}+a_{2} v_{i}+a_{3} \Delta u_{j}+a_{4} u_{i}+a_{5} v_{i}+a_{6} \Delta v_{j} \\
m_{j}^{T} F_{\Delta_{i}}=\left[u_{j}, v_{j}, 1\right]\left[\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
a_{4} & a_{5} & a_{6} \\
a_{7} & a_{8} & a_{9}
\end{array}\right]\left[\begin{array}{c}
\Delta u_{i} \\
\Delta v_{i} \\
0
\end{array}\right]  \tag{25}\\
=a_{1} u_{j}+a_{4} v_{j}+a_{7} \Delta u_{i}+a_{2} u_{j}+a_{5} v_{j}+a_{8} \Delta v_{i} \\
\Delta_{j}^{T} F \Delta_{i}=\left[\Delta u_{j}, \Delta v_{j}, 0\right]\left[\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
a_{4} & a_{5} & a_{6} \\
a_{7} & a_{8} & a_{9}
\end{array}\right]\left(\begin{array}{c}
\Delta u_{i} \\
\Delta v_{i} \\
0
\end{array}\right)=\left[\Delta u_{j}, \Delta v_{j}, 0\right]\left[\begin{array}{l}
a_{1} \Delta u_{i}+a_{2} \Delta v_{i} \\
a_{4} \Delta u_{i}+a_{5} \Delta v_{i} \\
a_{7} \Delta u_{i}+a_{8} \Delta v_{i}
\end{array}\right]  \tag{26}\\
=a_{1} \Delta u_{i} \Delta u_{j}+a_{2} \Delta u_{j} \Delta v_{i}+a_{4} \Delta u_{i} \Delta v_{j}+a_{5} \Delta v_{i} \Delta v_{j}
\end{gather*}
$$

For clarity, the authors set $k_{1}=a_{1} u_{j}+a_{4} v_{j}+a_{7}, k_{2}=a_{2} u_{j}+a_{5} v_{j}+a_{8}, k_{3}=a_{1} u_{i}+a_{2} v_{i}+a_{3}$, and $k_{4}=a_{4} u_{i}+a_{5} v_{i}+a_{6}$. Finally, the error of equation (21) attributed to these noises is as follows.

$$
\begin{align*}
\Delta f= & k_{1} \Delta u_{i}+k_{2} \Delta v_{i}+k_{3} \Delta u_{j}+k_{4} \Delta v_{j}  \tag{27}\\
& +a_{1} \Delta u_{i} \Delta u_{j}+a_{2} \Delta u_{j} \Delta v_{i}+a_{4} \Delta u_{i} \Delta v_{j}+a_{5} \Delta v_{i} \Delta v_{j}
\end{align*}
$$

According to the equation (22) and the properties of iid noises, the mean of error is as follow.

$$
\begin{align*}
E \Delta f= & k_{1} E\left(\Delta u_{i}\right)+k_{2} E\left(\Delta v_{i}\right)+k_{3} E\left(\Delta u_{j}\right)+k_{4} E\left(\Delta v_{j}\right)+a_{1} E\left(\Delta u_{i} \Delta u_{j}\right)  \tag{28}\\
& +a_{2} E\left(\Delta u_{j} \Delta v_{i}\right)+a_{4} E\left(\Delta u_{i} \Delta v_{j}\right)+a_{5} E\left(\Delta v_{i} \Delta v_{j}\right)=\theta_{F}=0
\end{align*}
$$

The variance of error can be computed as follow.

$$
\begin{equation*}
\operatorname{Var} \Delta f=E \Delta f^{2}-E(\Delta f)^{2}=E \Delta f^{2}-\theta_{F}=E \Delta f^{2} \tag{29}
\end{equation*}
$$

There are some items contained in Equation (29) can be calculated as follow

$$
\begin{gather*}
E k_{1} \cdot \Delta u_{i} \cdot \Delta f=E k_{1}^{2} \cdot \Delta u_{i}^{2}=k_{1}^{2} \cdot E \Delta u_{i}^{2}=k_{1}^{2} \sigma^{2}  \tag{30}\\
E k_{2} \cdot \Delta v_{i} \cdot \Delta f=E k_{2}^{2} \cdot \Delta v_{i}^{2}=k_{2}^{2} \cdot E \Delta v_{i}^{2}=k_{2}^{2} \sigma^{2} \tag{31}
\end{gather*}
$$

$$
\begin{array}{rlrl} 
& E & k_{3} \cdot \Delta u_{j} \cdot \Delta f & =E \quad k_{3}^{2} \cdot \Delta u_{j}^{2}=k_{3}^{2} \cdot E \quad \Delta u_{j}^{2}=k_{3}^{2} \sigma^{2} \\
& E & k_{4} \cdot \Delta v_{j} \cdot \Delta f & =E \quad k_{4}^{2} \cdot \Delta v_{j}^{2}=k_{4}^{2} \cdot E \quad \Delta v_{j}^{2}=k_{4}^{2} \sigma^{2} \\
E & a_{1} \cdot \Delta u_{i} \cdot \Delta u_{j} \cdot \Delta f=E & a_{1}^{2} \cdot \Delta u_{i}^{2} \cdot \Delta u_{j}^{2}=a_{1}^{2} \cdot E \quad \Delta u_{i}^{2} \cdot \Delta u_{j}^{2}=a_{1}^{2} \sigma^{4} \\
E & a_{2} \cdot \Delta u_{j} \cdot \Delta v_{i} \cdot \Delta f=E & a_{2}^{2} \cdot \Delta u_{j}^{2} \cdot \Delta v_{i}^{2}=a_{2}^{2} \cdot E \quad \Delta u_{j}^{2} \cdot \Delta v_{i}^{2}=a_{2}^{2} \sigma^{4} \\
E & a_{4} \cdot \Delta u_{i} \cdot \Delta v_{j} \cdot \Delta f=E & a_{4}^{2} \cdot \Delta u_{i}^{2} \cdot \Delta v_{j}^{2}=a_{4}^{2} \cdot E \Delta u_{i}^{2} \cdot \Delta v_{j}^{2}=a_{4}^{2} \sigma^{4} \\
E & a_{5} \cdot \Delta v_{i} \cdot \Delta v_{j} \cdot \Delta f=E & a_{5}^{2} \cdot \Delta v_{i}^{2} \cdot \Delta v_{j}^{2}=a_{5}^{2} \cdot E \Delta v_{i}^{2} \cdot \Delta v_{j}^{2}=a_{5}^{2} \sigma^{4} \tag{37}
\end{array}
$$

According to Equation (30) ~ (37), the variance of error is as follow.

$$
\begin{equation*}
\sigma_{F}^{2}=\operatorname{Var} \quad \Delta f=\sum_{n=1}^{4} k_{n}^{2} \sigma^{2}+a_{1}^{2}+a_{2}^{2}+a_{4}^{2}+a_{5}^{2} \quad \sigma^{4} \tag{38}
\end{equation*}
$$

Additionally, the approximate value of $\sigma_{F}^{2}$ can be achieved by the rules of Propagation Uncertainty as follow [17].

$$
\begin{equation*}
\sigma_{F}^{2} \approx\left(\frac{\partial f}{\partial m_{i}}\right)^{2} \sigma^{2}+\left(\frac{\partial f}{\partial m_{j}}\right)^{2} \sigma^{2}=m_{i}^{T} F^{T} F m_{i}+m_{j}^{T} F^{T} F m_{j} \sigma^{2} \tag{39}
\end{equation*}
$$

The computational cost of Equation (39) is less than Equation (38). In some case, it is appropriate choice.

## b. Normalized Method to Set Threshold

As mentioned section 2.3, the parameters of cameras have influence on the values of MP, ED, IA. However, $\sigma_{F}^{2}$ implicates the range of value of Equation (21). Therefore, $\sigma_{F}^{2}$ provides the normalized method to set the threshold of epipolar constraint and eliminate the influence of camera's parameters. The normalized method is described as follow.

$$
\begin{equation*}
N E=\frac{\left|m_{j} F m_{i}\right|}{k \sqrt{\sigma_{F}^{2}}}<\varepsilon \tag{40}
\end{equation*}
$$

where $k$ is a factor of systematic error, $\varepsilon$ is a threshold. Generally, a value greater than 1 is assigned to $k$. If these noises obey Gaussian distribute, it is suitable to set $\varepsilon=3$.

Generally, a multi-ocular system adopts the same cameras and uses the same calibration technique to calibrate all cameras. So, all cameras of the multi-ocular system are similar in the systematic errors and noises. Thus, in a multi-ocular system, $k, \sigma_{F}$ and $\varepsilon$ of all cameras are
similar in Equation (40). By the way defined in Formula (40), the threshold of epipolar constraint can be given depended statistic method rather than empirical approach. This paper saves the results of point correspondence of a binocular system by a match matrix, in which if two projections from different cameras satisfy the constraint in Equation (40), the value of corresponding cell will be set 1 , otherwise be set 0 (see Fig. 3).

|  |  | camera $i$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $m_{i 1}$ | $m_{i 2}$ | $m_{i 3}$ | $m_{i 4}$ | $m_{i 5}$ | $\ldots$ | $m_{\text {in }}$ |
| camera <br> $j$ | $m_{j 1}$ | 1 | 0 | 0 | 0 | 0 | $\ldots$ | 0 |
|  | $m_{j 2}$ | 0 | 1 | 1 | 0 | 0 | ..... | 0 |
|  | $m_{j 3}$ | 0 | 1 | 1 | 0 | 0 | ..... | 0 |
|  | $m_{j 4}$ | 0 | 0 | 0 | 0 | 1 | $\ldots$ | 0 |
|  | . | 0 | 0 | 0 | 0 | 0 | $\ldots$ | $\ldots$ |
|  | $m_{\text {jn }}$ | 0 | 0 | 0 | 1 | 0 | ..... | 0 |

Figure 3. The match matrix for point correspondence of a binocular system

In Fig. 3, there are ambiguities between the projections $m_{i 2}, m_{i 3}, m_{j 2}$ and $m_{j 3}$. This means these projections and the baseline are coplanar.

What readers should note here is that for an multi-ocular system has $w(w \geq 2)$ cameras, it can constructs $d=\frac{1}{2}\binom{2}{w}$ binocular systems, thus the number of match matrix for the multi-ocular system is $d$.

## IV. THE POINT CORRESPONDENCE IN MULTI-OCULAR SYSTEM

a. The Analyses of Existing Methods

Binocular system cannot prevent ambiguity happening [13].


Figure 4. The nature of ambiguity in binocular system

For example, the case depicted in Fig. 4, $\mathrm{M}_{1}$ and $\mathrm{M}_{2}$ are in an epipolar plane, the resultant of using $\mathrm{m}_{1} \sim \mathrm{~m}_{4}$ to reconstruct the 3D-points may be $\mathrm{M}_{1}$ and $\mathrm{M}_{2}$ or may be $\mathrm{N}_{1}$ and $\mathrm{N}_{2}$. This phenomenon is called the ambiguity of point correspondence. $\mathrm{N}_{1}$ and $\mathrm{N}_{2}$ are named as spurious points by Denton [13]. In fact, the ambiguity arises from projections being on the same epipolar plane, that is to say, the ambiguity of correspondence is inevitable when two 3D-points and the baseline are coplanar.

Thus, the ambiguity can be alleviated by a multi-ocular system whose optical centers are noncollinear. Hartley and Zisserman etc. introduced trifocal tensor, which incorporates geometric relationships of corresponding points in tri-ocular system [14][18]. Some researchers take it as constraint to find corresponding points [19]~[21]. Essentially, trifocal tensor is a trilinear constraint and a generation of fundamental matrix. Namely, trifocal tensor is a generation of traditional epipolar constraint. With the assumption that all 3D-points are visible to all cameras, Amici etc. have proposed a correspondence method in quadri-ocular system. They selected a reference camera, and construct a set of triangles based on the epipolar lines of the other three cameras; then they found corresponding points by finding minimum-area-triangles [15]. These methods can efficiently alleviate the ambiguity of correspondence, but they have two disadvantages. One is that they cannot use the normalized epipolar constraint, and another is the computational complexity attributed to combinatorial problem. The computational complexity is mainly determined by the number of combinations as follows.

$$
\begin{equation*}
\frac{1}{2}\binom{k}{w} n^{k} \tag{41}
\end{equation*}
$$

where $w \geq 2$ is the number of cameras in an multi-ocular system, $k \geq 2$ is the number of
projective points used for each verification simultaneously, $n$ is the number of 3D-points waiting for reconstruction.

Obviously, the computational complexity mainly depends on $k$ with a given $n$. For instance, the computational complexity of Amici's method and trifocal tensor method are $O\left(n^{4}\right)$ and $O\left(n^{3}\right)$.This paper uses uniqueness constraint to reduce the computational complexity by making $k=2$.

## b. Point Correspondence in Multi-Ocular System

Marr and Poggio put forth the uniqueness constraint that means any two corresponding points are the projections of a unique 3D-point, and the correspondence between them is bidirectional [6]. Therefore, it is reasonable that if $m_{1}$ and $m_{2}$ are correspondent, and $m_{1}$ and $m_{3}$ are correspondent, then $m_{2}$ and $m_{3}$ also are correspondent. This is named as transitivity constraint in this paper. It implicates whether several projective points are corresponding can be verified by whether any two of them are correspondent. Its mathematical expression can be descried as follow.

$$
\begin{equation*}
\left\{m_{1}, m_{2}\right\} \wedge\left\{m_{1}, m_{3}\right\} \Rightarrow\left\{m_{1}, m_{2}, m_{3}\right\} \tag{42}
\end{equation*}
$$

In fact, Equation (42) is the way to verify the correspondence in a trinocular system by using the transitivity constraint. Similarly, in a multi-ocular system, which has $w$ cameras, the correspondence can be verified by the formula described as follows.

$$
\begin{equation*}
\left\{m_{1}, m_{2}, \cdots, m_{w}\right\} \Leftrightarrow \underset{\substack{i, j=1, \cdots, w \\ i \neq j}}{ }\left\{m_{i}, m_{j}\right\} \tag{43}
\end{equation*}
$$

where $m_{1} \sim m_{w}$ are the projections of a 3D-point in different cameras.
Based on all achievements above mentioned, we can construct a two-step strategy, which utilizes epipolar constraint to achieve point correspondence in multi-ocular system by normalized threshold and transitivity constraint. Firstly, the normalized epipolar constraint is used in each binocular systems to find some candidates saved in match matrixes for correspondence. And then these candidates are verified by transitive constraint. The procedure of the two-step strategy is as follow.

Step1. Find corresponding points from a pair of cameras with Equation (40), and save the corresponding relationship in a match matrix. The computational complexity of the step is $O\left(n^{2}\right)$,
where $n$ is the number of 3D-points waiting for reconstruction.
Step2. Repeat Step1 for every pairs of image sensors. Note that there are $\frac{1}{2}\binom{k}{w}$ match matrixes, so the computational complexity in the step is $O n^{2}$.

Step3. Use Equation (43) to verify whether three projective points are corresponding based on the three match matrixes. The computational complexity of this step is $O n$.

It can be found that, the computational complexity of our strategy for correspondence in multi-ocular system approximately is $O n^{2}$. With the increasing number of 3D-points, the superiority of our two-step strategy will be more remarkable in correspondence problem.

## V. EXPERIMENTS

A quadri-ocular system that has four cameras denoted by I1 ~ I4 and twenty-seven 3D-points are adopted for testing MP, ED and IA method. During experiment, the ideal projective points of these 3D-points are first obtained by equation (1), and then two thousand test projective points of each ideal projective point are generated by iid noises, thirdly the values of these methods are computed with equation (18) ~ (20), finally the standard deviation (STD) of the values are calculated. This paper has introduced some different noises to tested these methods, the results are similar each other. Some results with Gaussian noises are demonstrated as follow (see Fig. 5 ~Fig. 7).


Figure 5. MP method with Gaussian noise $\mathrm{N}(0,1)$.


Figure 6. ED method with Gaussian noise $\mathrm{N}(0,1)$.


Figure 7. IA method with Gaussian noise $\mathrm{N}(0,1)$.
Fig. 5~7 show that for three methods, every pairs of cameras has different the value of STD, this means every pairs of cameras in the multi-ocular system should be set a specific threshold. Figures also show the STD of MP is rather stable in a certain pair of cameras. This is why the normalized threshold proposed by this paper is based on MP method.

The STD of MP derived from experiment is named as SSD, and the STD obtained by Equation (38) is named as ESD. The similarity of them is evaluated as follows.

$$
\begin{equation*}
\operatorname{sim}=\left|\frac{S S D-E S D}{S S D}\right| \tag{15}
\end{equation*}
$$

Many experiments shown $\operatorname{sim}<0.02$, this means Equation (38) can predict the STD of MP exactly. Therefore, it is feasible to set the normalized threshold of a multi-ocular system by

Equation (40).
The authors of this paper have implemented the two-step strategy in a quadri-ocular system for the spine surgical robot system that is exhibited on Shenzhen High-Tech Fair (see Fig. 8). The practical operation indicates that the speed and robustness of our approach is satisfactory.


Figure 8. The quadri-ocular system and spine surgical system

## VI. CONCLUSION

This paper proposes a novel two-step strategy using epipolar constraint to implement point correspondence in multi-ocular system by normalized threshold and transitivity constraint. Firstly, the normalized epipolar constraint is used in binocular systems to find some candidates for correspondence. And then these candidates are verified by transitive constraint.
In fact, the normalized threshold is relative to the standard deviation of MP, it provides a statistic method rather than empirical method to set the threshold of epipolar constraint and alleviates the workload to set threshold of a multi-ocular system. The experiment has shown the advantages of normalized epipolar constraint method over MP, ED and IA method.

The transitivity constraint provides a uniform strategy to solve the task of point correspondence in an ocular system regardless of the number of cameras. According to the theoretical analyses, the computation cost of our approach is less than Trifocal tensor method and Amici's method Therefore, our approach has practical value for point correspondence in multi-ocular systems.
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