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Abstract

Semiconducting qubits are a promising platform for quantum computers. In par-

ticular, silicon spin qubits have made a number of advancements recently including

long coherence times [1, 2], high-fidelity single-qubit gates [2, 3], two-qubit gates [4],

and high-fidelity readout [5]. However, all operations likely require improvement in

fidelity and speed, if possible, to realize a quantum computer.

Readout fidelity and speed, in general, are limited by circuit challenges centered

on extracting low signal from a device in a dilution refrigerator connected to room

temperature amplifiers by long coaxial cables with relatively high capacitance. Read-

out fidelity specifically is limited by the time it takes to reliably distinguish qubit

states relative to the characteristic decay time of the excited state, T1. This disserta-

tion explores the use of heterojunction bipolar transistor (HBT) circuits to amplify

the readout signal of silicon spin qubits at cryogenic temperatures. The cryogenic
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amplification approach has numerous advantages including low implementation over-

head, low power relative to the available cooling power, and high signal gain at the

mixing chamber stage leading to around a factor of ten speedup in readout time for

a similar signal-to-noise ratio. The faster readout time generally increases fidelity,

since it is much faster than the T1 time.

Two HBT amplification circuits have been designed and characterized. One de-

sign is a low-power, base-current biased configuration with non-linear gain (CB-

HBT), and the second is a linear-gain, AC-coupled configuration (AC-HBT). They

can operate at powers of 1 and 10 µW, respectfully, and not significantly heat elec-

trons. The noise spectral density referred to the input for both circuits is around 15

to 30 fA/
√

Hz, which is low compared to previous cases such as the dual-stage, AC-

coupled HEMT circuit at ∼ 70 fA/
√

Hz [6]. Both circuits achieve charge sensitivity

between 300 and 400 µe/
√

Hz, which approaches the best alternatives (e.g., RF-SET

at ∼ 140 µe/
√

Hz) but with much less implementation overhead. For the single-

shot latched charge readout performed, both circuits achieve high-fidelity readout

in times < 10 µs with bit error rates < 10−3, which is a great improvement over

previous work at > 70 µs [5]. The readout speed-up in principle also reduces the

production of errors due to excited state relaxation by a factor of ∼ 10. All of these

results are possible with relatively simple, low-power transistor circuits which can

be mounted close to the qubit device at the mixing chamber stage of the dilution

refrigerator.
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Chapter 1

Introduction

1.1 Motivation

Humans have been generating, processing, and storing information for thousands of

years. The rate at which this occurs is increasing exponentially over time with dif-

ferent eras marked by major technological advances. Beginning with the Sumerian

abacus around 2500 BC, humans began encoding and processing numbers as large

as 10 billion on a device which used sliding beads. In the 1620s, the slide rule was

invented, which allowed calculations to be performed much faster than on an abacus.

Shortly after the invention of the slide rule, mechanical calculators were created by

several individuals including the mathematician, Gottfried Leibniz. Mechanical cal-

culators were eventually made portable and were not directly replaced until the 20th

century. In 1804, Joseph-Marie Jacquard invented a loom which used punch cards

to store the pattern intended to be woven. This invention laid the foundation for

computers storing and processing information via punch cards, which were used well

into the 20th century. An example of an IBM punch card used at the University of

New Mexico in the 1970s can be seen in Figure 1.1. The first programmable com-
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“Mr. Grady, you were the caretaker here.”

“I’m sorry to differ with you, sir, but you are the caretaker. You’ve always been the caretaker. I should know, sir; I’ve always been here.”

Figure 1.1: UNM Punch Card
Punch card from The University of New Mexico Computing Center circa 1970. This
storage medium is capable of encoding up to 960 bits per punch card. The pictured
punch card represents one line of code instructing the computer to “GO TO 102” and
execute the code found at line 102, which is the 102nd punch card in the program.
The code is printed at the top left region of the punch card, albeit slightly faded.

puter was proposed in 1837 by Charles Babbage. This computer was known as the

“analytical engine” and was designed to be completely mechanical and hand cranked,

however, it was never constructed. The first analog computers were developed and

used in the late 19th century to solve specific problems by using a continuously chang-

ing physical property. For example, a type of mechanical analog computer known

as a “differential analyzer” could use integration to solve differential equations via

rotating disks.

The development of the first digital, electronic computers occurred around the

time of World War II, with the general idea formulated by Alan Turing in 1937

[7]. These early digital computers were first created using electromechanical relays.

Eventually, the electromechanical relay computers were replaced by vacuum tube

computers, which were purely electronic in operation. An example of an early vacuum

tube computer is the Electronic Numerical Integrator and Computer (ENIAC), which
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was built in 1945 at the University of Pennsylvania and contained over 20,000 vacuum

tubes and around 5,000,000 connections soldered by hand. The ENIAC used punch

cards to store information and it was originally designed to compute artillery firing

tables, but it actually first computed the feasibility of thermonuclear weapons.

The development of the transistor in 1947 resulted in a highly disruptive ad-

vancement for computers. Instead of macroscopic, power-inefficient, and relatively

unreliable glass tubes, there were now solid, microscopic, power-efficient, reliable

components. Previously taking up the area of a large room, computers could now

fit in a much smaller area the size of an office. Eventually, the integrated circuit

(IC) was developed in the late 1950s and many transistors could now be fabricated

on the same piece of semiconducting material. Using the integrated circuit concept,

Intel created the first microprocessor, the Intel 4004, in 1971. The microproces-

sor contained most of the hardware necessary to build a computer in a component

smaller than a single vacuum tube. Computers became far more affordable for indi-

viduals to purchase leading to the first commercially successful personal computer,

the MITS Altair 8800, being created in Albuquerque, New Mexico in 1975. The

success of the Altair 8800 attracted Bill Gates and Paul Allen to found Microsoft in

Albuquerque and develop a BASIC programming language interpreter for the Altair

8800. Over the next few decades, computers became smaller, more powerful, and

more affordable. Recently developed system on chip (SoC) integrated circuits contain

all components required for a computer and enable highly-portable, power-efficient

computers such as smartphones. Through more precise fabrication, the number of

transistors on an integrated circuit has been roughly doubling every two years [8],

however, the transistors will eventually reach hard, physical limits when shrunk to

near the atomic scale. Increasing the performance of computers by shrinking the

transistors will eventually no longer be viable. Fortunately, another paradigm for

computing exists.
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The technological advancements covered so far have focused on a form of com-

putation now known as “classical computing.” For classical computers, the basic

unit of information is a bit, which can encode one of two values (e.g., 1 or 0, true

or false, on or off, punched or unpunched). This dissertation focuses on a new form

of computation: quantum computation. Quantum computation differs from classi-

cal computation by taking advantage of the effects of quantum mechanics such as

entanglement and superposition. Instead of bits, quantum computers use quantum

bits or “qubits,” which are quantum-mechanical two-level systems (e.g., an electron

spin state in a magnetic field). Qubits can encode two values similarly to a bit, how-

ever, they can also be in a coherent superposition of both values (e.g., 1√
2
[|0〉+ |1〉]).

The idea for quantum computing began in the early 1980s from physicists such as

Paul Benioff and Richard Feynman [9–11]. One of the early motivations for quan-

tum computing was the apparent difficulty in simulating quantum systems efficiently

with classical computers, therefore direct control of a quantum system would be ad-

vantageous for simulation. In 1994, Peter Shor proved that a quantum computer

could factorize integers in polynomial time, where the number of steps required to

factorize an integer, N , grows at a rate roughly proportional to log(N) [12]. This

result was highly disruptive to the field of cryptography, where many techniques for

protecting sensitive information rely on the notion that classical computers are only

known to be able to factor integers in exponential time, where the number of steps

for factorization grows at a rate roughly proportional to eN . If N is large enough

(e.g., N = 24096), then the number of steps required (e24096) will be on an enormous

scale where the factorization effectively becomes impossible. Another advantage of

quantum computers is secure communication using quantum entanglement, which

is of particular importance for preventing interception of sensitive information [13].

Efficient simulation of chemical reactions is an application of quantum computing

which may lead to major chemical breakthroughs. For example, around 2% of the

world’s energy is used on the Haber-Bosch process, the current method for producing
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100 nm
50 μm

400 μm

(a) (b) (c)

Figure 1.2: Prevailing Quantum Computing Architectures (2018)
Example images of the currently prevailing quantum computing architectures as of
2018. (a) Optical image of two superconducting transmon qubits (image credit [15]).
The “+” pattern is the relatively large shunting capacitor used to suppress charge
noise. (b) SEM image of part of the second-generation Sandia high optical access
trap for trapped-ion qubits (image credit [16]). The ions are typically trapped several
micrometers apart in these systems. (c) SEM image of Sandia Si-MOS quantum-dot
and donor atom qubit device. This dissertation will focus on this type of device.

nitrogen fertilizer. This process requires relatively high temperatures and pressures

(∼ 20 MPa and ∼ 500 °C), whereas plants extract fertilizer out of atmospheric pres-

sure air at room temperature. The mechanism plants use to do this is not currently

understood, however, quantum simulation of the chemicals involved could reveal the

underlying mechanism and enable enormous amounts of energy saving [14].

As of 2018, fruitful quantum computers remain a challenge to realize. Just as

classical computers had many different early forms (e.g., vacuum tubes and elec-

tromechanical switches), quantum computers have several prevailing physical ar-

chitectures. These qubit architectures include: semiconducting, superconducting,

trapped ion, and nitrogen-vacancy (NV) centers. Semiconducting qubits generally

use quantum dots or donor atoms to encode qubits on the spin states of the occupy-

ing electrons [4, 17–22]. Superconducting qubits are typically made out of aluminum

with one or two Josephson junctions connected in parallel to a large shunting ca-

pacitor (“+” pattern in Figure 1.2(a)) [15, 23–25]. This type of qubit is known as
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Architecture T1 T2

Semiconducting > 10,000 s [1] > 10,000 s [1]
Trapped Ion > 4000 s [35] > 50 s [35]
NV Center 15 s [34] > 1 s [32]

Superconducting 0.0001 s [25] 0.0001 s [25]

Table 1.1: Qubit Coherence Times (2018)
Longest observed qubit coherence times for currently prevailing quantum

computing architectures as of 2018. The effective T1 time for trapped ion qubits is

limited by the trap lifetime (the intrinsic T1 time for the trapped ion hyperfine qubits is

actually greater than 1,000,000 years). Most numbers shown are approximate values.

a “transmon,” and it is analogous to a resonant LC circuit where the linear induc-

tor is replaced with a Josephson junction to create an anharmonic oscillator. While

semiconducting and superconducting qubits generally require cryogenic operation (>

100 mK), the trapped-ion and NV center qubits can be operated at room tempera-

ture. Trapped ion qubits are created by using a combination of static and oscillating

electric fields to form a rotating saddle potential that a single ion cannot escape

from [26]. Figure 1.2(b) shows part of an ion trap made on a surface where the

ions are shuttled around with electrodes and interact through collective quantized

motion [16, 27–30]. NV center qubits are made out of point defects in a diamond lat-

tice, where a neighboring nitrogen atom and a lattice vacancy form a multi-electron

system that is controlled optically [31–34].

All quantum computer architectures must satisfy general criteria in order to be

a viable candidate for quantum computing. The criteria were originally outlined by

David DiVincenzo in 2000 [36] and consist of five main categories:

1. Initialization: Reliable initialization of the qubits to the ground state in a

quantum computer is critical to achieve. Each of the current, prevailing quan-

tum computer architectures has a different way to initialize the qubit into the

ground state, |0〉. For example, trapped ion quantum computers use a laser
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that is focused on the ion at an energy which couples the excited state, |1〉, to

higher energy excited states which then decay to the ground state or back to

the excited state. When the higher energy states decay, visible light is emit-

ted. The laser only couples the excited state to higher energy excited states,

so when the ion is in the ground state, it remains in the ground state and no

more light is emitted [30]. For superconducting qubits such as the transmon,

the excited state decay is relatively fast (∼ 100 µs). The protocol is to simply

wait for a period of time which is long relative to the decay time and verify

that the qubit is in the ground state before performing computations. For

semiconducting qubits, the rate at which electrons tunnel back and forth from

an electron reservoir to a quantum dot is important for reliable initialization

and is covered in Section 3.2.

2. Control : The ability to perform rotations of the qubit state about the Bloch

sphere and conditional rotations which depend on the state of a second qubit is

critical for achieving a universal digital quantum computer. The control of the

type of semiconducting qubit covered in this dissertation is outlined in Section

2.3.

3. Coherence: The lifetime of the excited state, T1, and the dephasing time,

T2, are two timescales that must be long relative to the amount of time the

qubit state rotations require. Table 1.1 shows the difference in the longest

absolute coherence times for each prevailing quantum computer architecture.

Semiconducting qubits can in principle take advantage of the nuclear spins of

ionized donor atoms in 28Si to achieve long absolute coherence times.

4. Readout : Different quantum computing architectures use different methods to

measure the state of the qubit. For example, in trapped ion quantum comput-

ers, the ion will have laser light directed at it such that the excited state will

fluoresce and the ground state will not [30]. Superconducting transmon qubits
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use a capacitively coupled microwave resonator which changes the phase of the

readout signal depending on the state of the qubit [23]. For semiconducting

qubits, the readout is usually performed using a charge sensor, and the readout

is covered in Sections 2.3 and 3.6. Table 1.2 shows the lowest readout error

rates achieved for each of the prevailing quantum computing architectures.

5. Scalability : Since fruitful quantum computers will require many qubits, system-

wide operation must remain possible as the number of qubits is increased. In

general, the control and readout apparatuses must be able to address multiple

qubits, otherwise, the number of apparatuses will increase directly with the

number of qubits. The qubits must also be able to remain coupled together

quantum mechanically to some degree as qubit number increases. The physical

size of the qubits is another factor that is a concern for scalability. For example,

Figure 1.2 shows three different quantum computing architecture candidates

with dramatically different length scales. The superconducting qubits are rel-

atively large at the hundreds of micrometer scale. The trapped ion and NV

center qubits are spaced several micrometers apart on average, and the control

electrodes for trapped ions are at the tens of micrometer scale. Semiconducting

qubits are relatively small and can be spaced tens of nanometers apart.

1.2 Improving Qubit Readout

This dissertation is about improving the readout fidelity of semiconducting qubits.

The readout fidelity typically depends on the time it takes to measure the qubit’s

quantum state. Once the quantum state is projected on to the basis intended for

measurement, the probability that the excited state will decay to the ground state

is,

Pdecay = e(−tmeas/T1), (1.1)
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Architecture Readout Error Rate Measurement Time

Semiconducting 1.4 · 10−3 [5] 70 µs [5]
Trapped Ion 1 · 10−3 [38] 400 µs [38]
NV Center 4.5 · 10−2 [34] 200 ms [34]

Superconducting 8 · 10−3 [24] 90 ns [24]

Table 1.2: Qubit Readout Error Rates (2018)
Lowest readout error rates for currently prevailing quantum computing

architectures as of 2018. Measurement times to achieve the error rates are listed in
addition. Most numbers shown are approximate values.

where T1 is the characteristic decay time of the excited state, and tmeas is the time

starting at the beginning of the readout process. This probability is proportional to

the fidelity of the readout, therefore, the readout error rate is given by,

Γerror = 1− e(−tmeas/T1) ≈ tmeas

T1

, (1.2)

where decreases in tmeas will directly decrease the readout error rate relative to T1.

Using a readout technique known as “latched readout” and the right balance of tunnel

rates (Sections 2.3 and 3.6), the T1 time during readout can effectively become ∼ 10

ms [5]. An important threshold to reach for fault-tolerant quantum computation is

error rates less than 1 · 10−3 [37]. In order for the readout error rate to be reduced

to < 1 · 10−3, the measurement time must take no longer than ∼ 10 µs. In previous

work, the readout time was limited to > 70 µs (see “Semiconducting” section of

Table 1.2). Therefore, it is necessary to improve the readout time (i.e., same SNR

for faster integration time) to reach fault tolerant operation.

Typical approaches for improving readout include using amplification to increase

the signal-to-noise ratio (SNR) and therefore decrease the integration time it takes

to achieve a certain SNR. Since semiconducting qubits are operated at cryogenic

temperatures in dilution refrigerators, there are nontrivial constraints placed on the

amplification possibilities. Common amplifiers such as a transimpedance amplifier

(TIA) do not necessarily work at cryogenic temperatures and will dissipate more
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energy than the dilution refrigerator can remove while maintaining low tempera-

tures. Certain transistors have been shown to operate at the cryogenic temperatures

required for qubit operation (Section 2.4 and Chapter 5). One such transistor is

known as a “heterojunction bipolar transistor” (HBT) and can provide signal gain

as high as ∼ 1,000 at powers as low as ∼ 1 µw, which allows the dilution refrigerator

to maintain cryogenic temperatures.

Two HBT amplification circuits have been designed and used to decrease the

measurement time for semiconducting qubit readout. These circuits and the results

are covered in Chapter 6. The key result is that for both amplification circuits, the

measurement time has been reduced to less than 10 µs.

1.3 Outline

This dissertation is organized into five main chapters. In Chapter 2, background

material is covered for the specific semiconducting qubits used in this work. The

chapter begins with a discussion on semiconducting devices in general, starting with

the MOSFET device. Then quantum dots are defined and their formation is cov-

ered. Measurements specific to quantum dots are shown with example data. Next,

the specific semiconducting qubit used in this work, the “singlet-triplet qubit,” is de-

scribed along with its operation and measurement. Finally, a review of the current

semiconducting readout techniques is done with the focus on cryogenic amplifica-

tion and its benefits. Chapter 3 covers the experimental methods used to tune and

operate the singlet-triplet qubits. This includes tuning the tunnel rate for reliable

qubit initialization, minimizing electron temperature, verifying the energy scales via

magnetospectroscopy, tuning the tunnel coupling, and performing readout to char-

acterize cryogenic amplification benefits. Chapter 4 focuses on the Si-MOS devices

fabricated at Sandia National Laboratories for improving the single-electron regime
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achievability and tunability. Simulations of the devices were a contribution of this

dissertation work to the resulting paper described in Chapter 4. The simulations

helped verify the tuning orthogonality between the quantum dot occupancy and the

tunnel rate. Chapter 5 shows the initial results from characterizing the CB-HBT

connected to a charge sensor at 4 K. The amplifier was characterized by increasing

the frequency of the input signals as well as monitoring random telegraph signal as

the bandwidth of the room temperature amplifier was increased. Finally, in Chapter

6, the two HBT amplification circuits are characterized by performing single-shot

latched charge readout. The chapter starts by describing the differences between the

two circuits, with the AC-HBT being designed and measured by coworkers at SNL.

Then, a comparison of noise, bandwidth, power, and electron temperature is done

to highlight the performance differences between the two circuits. Finally, a double

quantum dot is tuned to few electrons and single-shot latched charge readout results

from the CB-HBT are compared to the AC-HBT case. Both circuits are able to

perform high-fidelity readout with measurement times less than 10 µs, however, the

CB-HBT operates at lower power.
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Background

2.1 Semiconducting Devices

Semiconducting devices are ubiquitous in the developed world. Whether used as

a simple switch, amplifier, or even in a microprocessor, semiconducting transistors

form much of the foundation of the information age. A transistor can be described

simply as a device which has one input terminal to control the conductance between

two other input/output terminals completely electronically. Originally, vacuum tube

technology was used to amplify “feeble” electric signals beginning with Lee De For-

est’s 1907 triode tube invention, but there were several limitations including size,

cost, and lifetime. Vacuum tube amplifiers were eventually replaced by semicon-

ducting transistors in the middle of the 20thcentury. The semiconducting transistor

was first patented by Julius Lilienfeld in 1925 and then later fully theorized and

developed by William Shockley, Walter Brattain, and John Bardeen at Bell Labs in

1947 [39]. Since its creation, the semiconductor industry has expanded exponentially,

with sales totaling $412,000,000,000 in 2017 [40].

The first transistor invented at Bell Labs was essentially a bipolar-junction tran-
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sistor (BJT) (see Appendix A). Since the first transistor, many other transistor ar-

chitectures have been created including: heterojunction-bipolar transistors (HBTs),

insulated-gate-bipolar transistors (IGBTs), avalanche transistors, Schottky transis-

tors, field-effect transistors (FETs), metal-oxide-semiconductor field-effect transis-

tors (MOSFETs), junction gate field-effect transistors (JFETs), metal-semiconductor

field-effect transistors (MESFETs), fin field-effect transistors (FinFETs), organic

field-effect transistors (OFETs), floating-gate transistors, deoxyribonucleic acid field-

effect transistors (DNAFETs), carbon nanotube field-effect transistors (CNFETs),

high-electron-mobility transistors (HEMTs), and numerous others. In this section,

the focus is on how metal-oxide-semiconductor field-effect transistors (MOSFETs)

operate and are fabricated.

MOSFET devices are typically made up of three material layers and have three

input/output terminals. Figure 2.1(a) shows a schematic cross-section of a conven-

tional MOSFET, where the gate is an electrically conductive input which generates

an electric field below it in the p-type silicon substrate. By adjusting the voltage on

the gate, the electric field will change the energy of the conduction band and valence

band edges in the silicon substrate. In an enhancement mode device, a positive volt-

age on the gate will decrease the energy of the conduction band edge until it is at

or below the Fermi level (average energy to add an electron to the silicon substrate).

In Figure 2.1(b), when the Fermi level of the electrons is above the conduction band

edge in the region below the gate, the silicon substrate becomes conducting. There-

fore, current will flow if a voltage bias is placed across the source and drain ohmic

contacts. When the gate voltage is sufficiently high and the MOSFET is in saturation

mode, the amount of current for a given gate voltage is,

ISD(VG) ≈ µnCoxide

2

WG

LG

(VG − Vth)2 , (2.1)

where ISD is the source-drain current, µn is the charge-carrier mobility, Coxide is the

gate oxide capacitance per area, WG is the width of the gate, LG is the length of the
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Figure 2.1: MOSFET Schematic and Band Diagrams
(a) Metal-oxide-semiconductor field-effect-transistor (MOSFET) basic schematic and
band diagram pertaining to zero voltage bias on the gate. The band diagram direc-
tion corresponds to the red dashed line going from the top of the gate into the p-type
silicon substrate. Electrons with energy in the conduction band are represented by
orange coloration. Connections to the MOSFET are shown as black lines with black
circles on the ends (connection leads). (b) MOSFET basic schematic and band di-
agram pertaining to large enough voltage bias on the gate to enhance a conducting
channel between the source and drain.
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gate, VG is the gate voltage, and Vth is the threshold voltage.

MOSFETs are fabricated using several different methods. One method is to start

with bulk silicon and grow a silicon dioxide (SiO2) layer on top (around 5–100 nm

thick) by subjecting the silicon to high temperatures. Next, heavily-doped, n-type

polycrystalline silicon (polysilicon) is deposited on top of the silicon dioxide and

etched into the shape of the gate. Regions of the oxide on either side of the gate

are etched away and the silicon substrate underneath is doped with donors to create

n-type regions (the source and drain regions). Finally, metal is deposited on to the

surface and etched away such that only the source and drain regions have metal

channels leading to them to form ohmic contacts.

The MOSFET architecture is what forms the basis for the silicon spin qubit plat-

form covered in this dissertation. While this section has focused on the “classical”

transistor mode of MOSFETs, most of the dissertation focuses on the MOSFET ar-

chitecture being used in a far different capacity. Instead of using a relatively large

gate to form a well-understood conductive channel, the gate is effectively shrunk

down to a size where quantum mechanical tunneling governs the transport of elec-

trons. The gate is also used to form and control quantum dots and qubits, which is

covered in Section 2.2. The device used to generate most of the results in this dis-

sertation has many separate polysilicon gates patterned out laterally on top of the

oxide layer and is imaged in Figure 2.2. Figure 2.3 shows a three-dimensional model

of the region of interest of the silicon MOS (Si-MOS) device used. The images are

of the device being gradually rotated from a top view (Figure 2.3(a)) to a side view

(Figure 2.3(f)). The narrower gates are generally used to form and control where the

quantum dot will be located. The larger gates are used to form electron reservoirs

(essentially sources and drains) that provide electrons for the quantum dot.

Si-MOS lateral quantum dot devices are fabricated at Sandia National Laborato-
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Figure 2.2: Si-MOS Nanostructure SEM Image
Scanning electron microscope (SEM) image of the Si-MOS nanostructure (top view).
Lighter grey regions are the polysilicon gates which lie on top of the silicon dioxide
and silicon substrate below. Feature sizes are as small as 50 nm by using electron
beam lithography to pattern the polysilicon gates.

ries using a silicon foundry. A p-type silicon substrate with a 28Si enriched epitaxy

layer (500 ppm 29Si) is used because it has far fewer 29Si nuclear spin moments

coupling to spin qubits, which results in longer spin coherence times [41]. A 35 nm

thermal silicon oxide (SiO2) is then grown on the substrate at 900 °C. Next, an amor-

phous silicon layer is formed on top of the oxide and n-type doped with arsenic. The

amorphous layer is then crystallized into degenerately doped polysilicon (poly-Si).

The poly-Si is patterned using electron beam lithography (EBL) and ZEP resist with

feature sizes down to 50 nm. After the resist is stripped away, the remaining poly-Si

forms the nanostructure shown in Figure 2.2 (light gray regions).
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(a) (b)

(c) (d)

(e) (f)

Figure 2.3: Si-MOS 3D Model Complete Device
Three-dimensional model images of Si-MOS qubit device. All electrostatic gates are
drawn to scale. (a) Top view. (b)–(e) Several orientations are shown between top
and side view of the device. (f) Side view. The polysilicon and oxide layer thicknesses
are drawn to scale, however, only a fraction of the 28Si epitaxial layer is shown (dark
gray bottom layer). The oxide layer is 35 nm thick (light-colored middle layer) and
the polysilicon layer is 200 nm thick (top layer). For full fabrication details, see
Section 4.5.

17



Chapter 2. Background

2.2 Quantum Dots and Donor Atoms

A quantum dot is a nanoscale potential which tightly confines charge into discrete

bound states much like the classic “particle in a box” problem found in elementary

quantum mechanics classes [42]. A notable early demonstration of a quantum dot

was performed by Louis Brus in 1983 via colloidal suspension of semiconducting cad-

mium sulfide (CdS) crystallites [43, 44]. Using transmission electron microscopy, the

CdS crystallites were measured to be 30–50 Å in diameter, and through resonance

Raman spectroscopy, they were found to have atom-like electronic bound states.

A later experiment using molecular beam epitaxy (MBE) growth found similar be-

havior with gallium-arsenide (GaAs) aluminum-gallium-arsenide (AlGaAs) quantum

well crystalline structures grown on a GaAs substrate [45]. Marc Kastner measured

the first gate-voltage-dependent conductance oscillations through a small MOSFET

transistor, which was dubbed the “single-electron transistor” (SET), a relatively

large quantum dot that will be covered later in this section [46, 47]. Unlike the MBE

grown quantum dots, the SET is partially electrostatically formed, meaning that part

of the confining potential is defined by electric fields originating from a conducting

gate. Similar designs using lateral gate geometry were later shown to form quantum

dots with as few as one or two electrons [48, 49]. This dissertation will focus on the

electrically measured, electrostatically defined quantum dots in Si-MOS [50–52].

Quantum dots in Si-MOS are created by confining electrons electrostatically in

a manner similar to how the conducting channel is formed in a MOSFET. Figure

2.4 shows a model of the Si-MOS device used in this dissertation which has been

cut across the gate where the quantum dot is intended to be formed underneath.

After rotating the device from a top view (Figure 2.4(a)) to a side view (Figure

2.4(f)), the region where the quantum dot is formed is visible underneath the nar-

rower polysilicon gate in the center. Figure 2.5 shows a schematic representation

of the Si-MOS quantum dot and donor atom system. Since this is an enhancement
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mode device, a positive voltage is placed across gates where electrons are intended to

be accumulated against the Si-SiO2 interface. Underneath the larger “Source/Drain

Gates,” two-dimensional electron gases (2DEGs) are formed which act as electron

reservoirs. The electrons in the reservoirs are schematically shown relatively large

and countable, but the actual number of electrons in the reservoirs is much larger

with surface density around 1012 electrons/cm2. Below the “Dot Gate,” as few as

one electron is confined vertically against the Si-SiO2 interface and laterally by elec-

trostatically defined tunnel barriers. Phosphorous donor atoms with mass number

31 are implanted next to the quantum dot via stochastic ion implantation. The 31P

donors are directed into the substrate with 45 keV of energy. A single 31P donor is

intended to be tunnel coupled to the quantum dot to form a singlet-triplet qubit,

which is covered in Section 2.3.

Figure 2.6 shows the electrochemical potential of the conduction band edge for

both the quantum dot and donor atom along relevant directions. The quantum dot

possesses an anisotropic potential due to two different confinement modes. In the

vertical direction, the quantum dot is confined against the Si-SiO2 interface in a

triangle potential. The vertical wall of the triangle potential is due to the large band

gap of the insulating SiO2 (8.9 eV). The slanted wall of the triangle potential is

due to the dependence of the conduction band edge on the electric field originating

from the conducting gate above. This electric field linearly changes the edge of the

conduction band relative to the Fermi level as a function of distance. Confinement in

the vertical direction is exactly the same as how a conducting channel is formed in a

MOSFET (Section 2.1). Confinement in the lateral direction is the main difference in

this type of device. In the lateral direction, tunnel barriers are formed when there is

an insufficient electric field to bend the conduction band edge below the Fermi level.

This is accomplished by having gaps on the sides of the “Dot Gate” which are visible

in Figure 2.5 as well as using other nearby poly-Si gates with negative voltage bias

placed on them (Figure 2.2 narrow poly-Si gates on either side of “Dot Gate”). In the
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(a) (b)

(c) (d)

(e) (f)

Figure 2.4: Si-MOS 3D Model Sliced Device
Three-dimensional model images of sliced Si-MOS device. The cut has been made
through a region of interest where the quantum dot is intended to be formed. (a)
Top view. (b)–(e) Multiple orientations of the cut device between top and side view.
(f) Side view. The polysilicon and oxide layers are drawn to scale, however not all
of the 28Si epilayer is shown.
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Figure 2.5: MOS Quantum Dot and Donor Atom System
Schematic drawing of a Si-MOS quantum dot and donor atom system. The upper,
conductive polysilicon gates generate electric fields which bend the conduction band
in the silicon substrate below the Fermi level of the electrons. Larger-area gates
such as the “Source Gate” and “Drain Gate” form two-dimensional electron gases
(2DEGs) below which act as reservoirs of electrons for the quantum dot. Electrons
in the reservoirs are drawn relatively large (the actual surface density of the elec-
trons is around 1012 electrons/cm2). Below the smaller “Dot Gate,” the quantum
dot is formed by the triangular confining potential against the silicon dioxide and the
quadratic potential along the lateral direction. 31P donors are implanted stochasti-
cally between the polysilicon gates near the quantum dot.
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Figure 2.6: Si-MOS QD and Donor Potentials
Electrochemical potential of the conduction band edge for the Si-MOS quantum dot
and donor drawn schematically for different directions in the silicon substrate. The
uppermost schematic shows the Si-MOS device with color-coded directions for the
potential plots below. Orange represents electrons and electron energy levels. In the
quantum dot and donor, filled energy levels are drawn as solid, orange lines, and
unoccupied energy levels are drawn as dashed, orange lines. The Fermi level is the
average value of the electrochemical potential to add an additional electron to the
silicon substrate. In the reservoir regions (left and right of the quantum dot), the
energy levels are much closer together than in the quantum dot or donor region.
The energy levels of the reservoir near the Fermi level are distributed according to a
Fermi-Dirac distribution which depends on temperature.
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reservoir regions, the energy levels are much closer together than in the quantum dot

or donor region, therefore they are drawn as an orange continuum. The energy levels

of the reservoir near the Fermi level become faded due to the occupancy probability

following a Fermi-Dirac distribution which depends on temperature,

n(E) =
1

e(E−EF )/kBT + 1
, (2.2)

where n is the occupancy probability, E is the electrochemical potential, EF is the

Fermi level, kB is the Boltzmann constant (86.17 µeV/K), and T is the temperature.

Figure 2.7 shows a plot of Equation 2.2.

Electrons in a quantum dot have energy from two different phenomena:

1. Electrostatics, where the energy stored by adding charge to a capacitor is, Q2

2C
,

where Q is the total charge and C is the capacitance.

2. Quantum mechanics, where the energy levels are dictated by the behavior of

the confinement potential. For example, consider an electron in a confinement

potential that has vertical walls separated by distance, w, with zero potential

inside the walls and infinite potential outside the walls. This is the classic

“particle in a box” problem from elementary quantum mechanics classes where

the energy levels are given by, En = n2h2

2mew2 , where n is the level number, h

is the Planck constant (4.136 · 10−15 eV· s), and me is the electron rest mass

(9.11 · 10−31 kg).

Estimating the energy of electrons in the quantum dot will involve both electrostatics

and quantum mechanics. The source and drain reservoirs and electrostatic gate all

have a capacitance to the quantum dot (CS, CD, CG) and have voltages applied (VS,

VD, VG). The energy of a quantum dot with N electrons is estimated by,

U(N) =
(−eN + CSVS + CDVD + CGVG)2

2(CS + CD + CG)
+

N∑
n=1

En, (2.3)
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Figure 2.7: Occupancy Probability
The probability that the energy state at a given electrochemical potential will be oc-
cupied. This is a plot of Equation 2.2 with the average value of the electrochemical
potential to add an electron to the reservoir labeled (which is EF, the Fermi level).
The orange color overlaid represents effectively a continuum of occupied states with
white meaning unoccupied. The color changes from orange to white as the occupancy
decreases following the Fermi-Dirac distribution. The width of the Fermi-Dirac func-
tion depends on temperature, where greater width means higher temperature.

where U is the energy, e is the electron charge (1.602 ·10−19 C), and En is an electron

energy level given by quantum mechanics. Since the energy depends quadratically

on the gate voltage, VG, it is more convenient to work with an energy scale which

depends linearly on the gate voltage. The electrochemical potential is such an energy

scale, and it is defined as,

µ(N) ≡ U(N)−U(N −1) =
Ne2

C
− e2

2C
− e

C
(CSVS +CDVD +CGVG) +EN , (2.4)

where µ is the electrochemical potential, C is the total capacitance to the quantum

dot (CS+CD+CG), and EN the quantum mechanical energy level of the N th electron.

The electrochemical potential forms a “ladder” of energy levels as each electron

is added to the quantum dot. The energy difference between two electrochemical

potential levels is,

Eadd(N) = µ(N + 1)− µ(N) =
e2

C
+ EN+1 − EN ≡ EC +∆E, (2.5)

where Eadd is known as the addition energy, EC is defined as the charging energy
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Figure 2.8: Coulomb Blockade
Electrochemical energy of source, drain, and quantum dot showing the phenomenon
known as “Coulomb blockade.” On the right, there is an available electrochemical
potential energy level of the quantum dot between the source and drain bias window,
therefore current flows. On the left, there is no available energy level between the bias
window and no current flows (Coulomb blockade). As gate voltage is changed, reso-
nances in current show up each time the occupancy of the quantum dot is changed.
The width of the resonances depends on temperature.

(EC = e2

C
), and∆E is the difference between two quantum mechanical energy levels of

an electron. As expected, the addition energy consists of an electrostatic component

(EC) and a quantum mechanical component (∆E). For a quantum dot with many

electrons, it is typically true that EC > ∆E.

When a voltage bias is placed across the source and drain reservoirs, the electro-

chemical potential difference between the two reservoirs is given by, −e(VS − VD) ≡

−eVSD = (µS−µD). Current will flow into the source and out of the drain only when
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electrons can tunnel into and out of the quantum dot. Electrons will tunnel from

the source to the quantum dot and then to the drain only when there is an available

electrochemical energy level of the quantum dot in between the source and drain

electrochemical potentials. If |−eVSD| < Eadd, the current through the quantum dot

will resonantly change from zero to a peak value as the gate voltage is changed. The

phenomenon where electron tunneling is prevented is known as “Coulomb blockade”

and is portrayed in Figure 2.8. The upper left plot of Figure 2.8 shows a blockaded,

zero-current condition, where there is no quantum dot electrochemical energy level

between the source and drain bias window. The upper right plot of Figure 2.8 demon-

strates the case where current does flow at the peak of a resonance. As quantum

dot gate voltage is decreased (right to left on the plot), electrons are emptied out

of the quantum dot with the resonances marking each time the electron occupancy

changes by one. The opposite is true if the quantum dot gate voltage is increased.

The source-drain current for a given resonance centered around the peak at a gate

voltage, Vcenter, is given by,

ISD(VG) =
e2

4kBT

ΓSΓD
ΓS + ΓD

cosh

(
αG(VG − Vcenter)

2kBT

)−2

, (2.6)

where ΓS is the tunnel rate from the source reservoir to the quantum dot, ΓD is

the tunnel rate from the quantum dot to the drain reservoir, kB is the Boltzmann

constant (86.17 µeV/K), T is the temperature, and αG is known as the lever arm

of the dot gate. The tunnel rate terms and electron charge may be treated as a

free parameter for the purposes of fitting the equation to data. The lever arm is a

quantity which relates a change in gate voltage to a change in the electrochemical

potential of the quantum dot,

∆µQD = αG∆VG, (2.7)

which can be extracted in several ways outlined in Chapter 3 and from a measurement

described next.
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Figure 2.9: Coulomb Diamonds
(a) Electrochemical potential of source and drain reservoirs and the quantum dot.
Excited state energy levels in the quantum dot are represented as black dashed
lines. The Fermi-Dirac width for the source and drain reservoirs is shown between
two dashed lines. The bias between the source and drain is depicted above the
electrochemical potential of the drain. (b) Coulomb diamond measurement diagram
where the derivative of the source-drain current with respect to the source-drain bias
is plotted. The dark blue lines represent changes from zero current to some current.
In the “diamond” regions, there is no current flowing. Only the first excited states
are shown for simplicity, which are depicted as light blue lines. The addition energy
and ∆E are both shown in green. The voltages used to extract the quantum dot
gate lever arm are shown in red.
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When the source-drain bias is changed against the dot gate voltage and the

source-drain current is plotted, a diamond pattern appears. This pattern and mea-

surement are known as “Coulomb diamonds.” Figure 2.9(b) shows this effect when

the derivative of the source-drain current with respect to source-drain bias is plotted.

Dark blue lines represent changes from zero source-drain current to some current.

When |eVSD| < ∆E, tunneling of electrons only occurs through the ground state

energy as VG is changed and Coulomb blockade is observed, which is shown in the

lower plot in Figure 2.8. When |eVSD| > ∆E, excited state energies will now enter

the source-drain bias window in addition to ground state energies as VG is changed.

These excited state energies show up as changes in the current, which are depicted

as light blue lines. More excited state energies exist than are shown in Figure 2.9(b),

however, only the lowest excited state energies are shown for simplicity. Figure 4.3(d)

shows actual data for a Coulomb diamond measurement.

The lever arm may be extracted from a Coulomb diamond measurement by using

the following relationship,

eVadd = Eadd = αG(eVG-add), (2.8)

where Vadd is the source-drain bias at the “top” of a diamond, and VG-add is the gate

voltage bias difference across a diamond at zero source-drain bias. Both of these

quantities are shown in red on Figure 2.9(b).

Coulomb blockade is a useful phenomenon for measuring more than just the prop-

erties of a quantum dot. Coulomb blockade can also be used to sense the movement

and number of charges near the quantum dot. When used for this purpose, the

quantum dot is referred to as a single-electron transistor (SET) or charge sensor.

The Si-MOS nanostructure geometry used in this dissertation has symmetry about

the horizontal axis (Figure 2.2). Figure 2.10 shows a top view of the Si-MOS device

with regions of electron enhancement colored brownish-orange. The upper quantum

dot is intended to be used as a charge sensor and is relatively large with ten or more
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Figure 2.10: Charge Sensor Top View
Top view of Si-MOS device with regions of electron enhancement colorized brownish-
orange. Visible on the upper part of the device, the single-electron transistor (SET)
is a large quantum dot which acts as a charge sensor. The quantum dot and donor
system are visible on the lower portion of the device. The capacitor symbols represent
mutual capacitance between the SET and nearby objects with charge.

electrons in it. The intention for making the quantum dot large is to increase the

mutual capacitance, Cmutual, between it and any other nearby objects with charge.

A basic example of detecting the change in charge occupancy of the implanted 31P

donor atom is shown in Figure 2.11. When the donor is neutralized (D0 state occu-

pied), the Coulomb blockade peak in the charge sensor follows the behavior shown

in red. When the donor is ionized, the Coulomb blockade peak shifts down in energy

and follows the behavior shown in blue. In either of these cases, the voltage, VSET ,

of the electrostatic gate above the SET is being changed. This is done to illustrate

the point that the Coulomb blockade peak shifts location depending on the charge

state of the donor. When the voltage, VD, of the electrostatic gate near the donor is

changed, the signal of the Coulomb blockade peak behaves differently.
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Figure 2.11: Charge Sensing Schematic
(a) Source-drain current vs. electrostatic gate voltage of the single-electron transistor
(SET) for two donor charge states. When the donor is neutralized (red), the Coulomb
blockade peak is higher in energy. When the donor is ionized (blue), the Coulomb
blockade peak shifts lower in energy to the left. The voltage shift is proportional
to the mutual capacitance between the SET and donor atom. (b) Electrochemical
schematic of the charge-sensing system. The donor atom’s D0 state is shown ionizing
into the source reservoir near the donor. The mutual capacitance between the donor
and SET is shown in the large tunnel barrier between the two objects. The electro-
chemical ground states of the SET shift down in energy from the red condition to
the blue condition when the donor is ionized.
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Figure 2.12: Charge Sensing Signal
(a) Equation 2.12 plotted as a function of donor gate voltage. The ionized and
neutralized donor charge state currents are plotted as well. An example of data
similar to this behavior is plotted in Figure 3.4. (b) The derivative of the charge-
sensor signal with respect to the donor gate voltage. The signal forms a peak which
is aids in visualizing charge transitions.
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If the donor is ionized, the current of the charge sensor will follow an approxi-

mately linear behavior for a range of gate voltage biases (shown in the black box of

Figure 2.11(a)),

Iionized(VD) ≈ mSETVD + I0, (2.9)

where mSET is the sensitivity of the charge sensor, VD is the gate voltage of the gate

near the donor, and I0 is the current offset. If the donor is neutralized, the current

of the charge sensor will follow a similar behavior with a voltage shift due to the

mutual capacitance between the donor and charge sensor,

Ineutralized(VD) ≈ mSET(VD −∆VD) + I0. (2.10)

The voltage shift is,

∆VD =
1

CD-SET

∆eCmutual

CSET

, (2.11)

where ∆e is the change in charge, CD-SET is the capacitance between the SET and

electrostatic gate near the donor, Cmutual is the mutual capacitance between donor

and charge sensor, and CSET is the total capacitance experienced by the SET [51].

Note, Equation 2.11 is true if CSET � Cmutual [51]. The change in charge does

not occur at a single point in donor gate voltage since the source reservoir’s energy

occupancy is described by a Fermi-Dirac function (Equation 2.2). Therefore, the

charge sensor current can be described by a single equation,

ISET (VD) ≈ mSET

[
VD + ∆VD

(
1

e(VD−V0)/(kBT/αD) + 1
− 1

)]
+ I0, (2.12)

where V0 is the mean donor gate voltage value at which the donor is ionized, kB is the

Boltzmann constant (86.17 µeV/K), T is the temperature, and αD is the lever arm

of the electrostatic gate (typically specified in µeV/mV). Equation 2.12 is plotted

in Figure 2.12(a) with the ionized and neutralized donor state currents plotted as

well. Data with behavior similar to this is plotted in Figure 3.4. The derivative of
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the charge-sensor signal with respect to gate voltage creates a peak that is plotted

in Figure 2.12(b). Plotting the derivative of the charge-sensor signal is a method to

clearly visualize charge transition resonances. Instead of subtle changes in current

on the edge of a Coulomb blockade peak in the charge sensor, there is now a small

background with relatively large peaks which represent charge transitions.

So far, one electrostatic gate has been considered for the donor atom ionizing.

There are many other gates defined on the Si-MOS nanostructure (see Figure 2.2)

and the nearby quantum dot can change occupancy similarly to how the donor atom

does, which can then be sensed by the SET. Figure 2.13 shows plots of two gate

voltages with the derivative of the charge-sensor current plotted as different colors.

These plots are two-dimensional analogs of the example in Figure 2.12(b) with many

more charge state transitions. Such a plot is known as a “stability diagram,” because

resonant lines indicate boundaries of charge stability in the system. For example,

in Figure 2.13(a), the system has one electron in the quantum dot between the two

charge transition lines which surround the “1” region. The quantum dot was verified

to have one electron, in this case, using methods outlined in Chapter 3. The slope of

a given charge transition line is equal to the ratio of capacitances from the respective

electrostatic gates to the quantum dot,

slope =
CQD
CD

. (2.13)

Different electrostatic gates will have different capacitance ratios for different ob-

jects. Figure 2.13(b) shows the behavior of the stability diagram when the quantum

dot is tunnel coupled to a donor atom. The convention used throughout this dis-

sertation to show charge occupancy in both the quantum dot and donor atom is

(Ne-QD, Ne-D), where Ne-QD is the number of electrons in the quantum dot, and Ne-D

is the number of electrons in the donor atom. The slope of the charge transition line

between the (1,0) and (1,1) regions is different than the slope between the (1,0) and

(2,0) regions because the capacitive coupling ratio is different for the gates to the
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Figure 2.13: Stability Diagrams
(a) Stability diagram showing many charge-sensed quantum dot occupancy resonant
lines. The derivative of the charge sensor current with respect to donor gate volt-
age is plotted. The seven larger “background” oscillations are Coulomb blockade
resonances in the charge sensor. The red numbers indicate regions of stable charge
occupancy for the quantum dot. (b) Stability diagram showing the (2,0)-(1,1) anti-
crossing of the quantum dot and donor atom. The faint line in the middle of the
plot is the charge state transition line between (2,0) and (1,1).

donor than to the quantum dot, respectively. This stability diagram is an important

map for operating the system as a qubit, which is covered in Section 2.3.

2.3 Singlet-Triplet Qubit

The particular type of semiconducting qubit primarily used and referenced in this

dissertation is known as a “singlet-triplet” qubit, which was originally demonstrated

in 2005 by Jason Petta in a GaAs system [20, 53, 54]. This type of qubit uses

two electrons and two confinement potentials where one of the electrons can be
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controllably moved from one potential to the other. The quantum dot and donor

atom make up the two confinement potentials covered in this work. The occupancy of

the system changes according to ε (detuning), which is the electrochemical potential

of the quantum dot relative to the donor atom. Since there are two electrons in this

system, the available spin states are the singlet state and the three triplet states,

|T+, s = 1,ms = 1〉 = |↑↑〉 , (2.14)

|T0, s = 1,ms = 0〉 =
1√
2

(|↑↓〉+ |↓↑〉) , (2.15)

|T−, s = 1,ms = −1〉 = |↓↓〉 , (2.16)

|S, s = 0,ms = 0〉 =
1√
2

(|↑↓〉 − |↓↑〉) , (2.17)

where s is the spin quantum number, ms is the secondary spin quantum number, ↑

is an ms = +1
2

electron spin state, and ↓ is an ms = −1
2

electron spin state. The

three triplet states are degenerate until a magnetic field parallel to the plane of the

Si-MOS device is applied with a magnitude of around 300 mT. This magnetic field

splits the two polarized triplet states, |T±〉, relatively far away from the unpolarized

triplet state, |T0〉. Once the polarized triplet states are split away, the qubit is

encoded in the |S〉 and |T0〉 subspace, with energy scales dictated by the valley

splitting in silicon. Bulk silicon has six conduction band minima which depend on

crystallographic direction. These minima cause six-fold degeneracy in energy levels

in the conduction band. This degeneracy is partially lifted at the Si-SiO2 interface

where conduction band minima aligned along the x- and y-directions are split off

from the minima aligned along the z-direction. The remaining two conduction band

minima are split by the relatively strong electric field perpendicular to the Si-SiO2

interface, where this energy splitting is known as “valley splitting.”

When the electrons are in the (2,0) charge configuration (Ne-QD, Ne-D), the spin

states load into the available valley states such that the singlet state, (2,0)S, is the

ground state and the triplet state, (2,0)T0, is the excited state. The energy separation
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Figure 2.14: Singlet-Triplet Qubit Energy Diagram
Energy levels in the singlet-triplet qubit plotted as a function of detuning. (a) Singlet
and triplet (2,0)-(1,1) anti-crossing full diagram. The valley splitting energy, EV S,
separates the singlet and triplet (2,0) states. (b) Closer view of the singlet (2,0)-
(1,1) anti-crossing showing the exchange energy, J(ε), which strongly depends on
detuning. (c) Closer view of the |↑↓〉 and |↓↑〉 basis relatively far in positive detuning.
The effective magnetic field gradient due to the contact hyperfine interaction of the
electron localized to the donor atom is what separates the energy of the two states.
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Figure 2.15: Singlet-Triplet Qubit Operation and Readout
Singlet-triplet qubit operation and readout schematic diagram. (a) Latched readout
where the (1,1)T0 state is transferred to the (2,1) state, which increases the readout
signal by one electron. (b) Pauli spin blockade readout where the signal is limited
by the electric dipole coupling between the qubit and charge sensor. (c) Schematic
drawing of the (2,0)-(1,1) stability diagram showing various detuning points and
readout points. (d) Energy vs. detuning diagram for the singlet-triplet qubit. Read-
out paths are shown in orange for the (1,1)T0 and (2,0)S states. (e) Zero detuning
point where the exchange interaction dominates. (f) Positive detuning point where
the contact hyperfine interaction dominates.
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between (2,0)S and (2,0)T0 is the valley splitting energy, EV S, which is depicted in

Figure 2.14(a) on the lower lefthand side. Since there is tunnel coupling between the

quantum dot and donor atom, the (2,0) and (1,1) charge states hybridize for both

the singlet and triplet spin states. Figure 2.14(b) shows a closer view of the singlet

(2,0)-(1,1) anti-crossing, where the energy of (1,1)S changes relative to the energy of

(1,1)T0. This energy difference is referred to as the exchange interaction, J(ε), which

strongly depends on the detuning. The eigenstates of the exchange interaction are

(1,1)S and (1,1)T0.

The electrons experience an effective magnetic field gradient if they are in (1,1)

due to the contact hyperfine interaction between the spin of the electron localized to

the donor atom and the nuclear spin of the donor atom,

∆EZ = AŜ · Î , (2.18)

where A is the contact hyperfine term, Ŝ is the electron spin operator, and Î is the

nuclear spin operator. The eigenstates of the contact hyperfine term are |↑↓〉 and |↓↑〉.

Since (1,1)S and (1,1)T0 are no longer eigenstates when the contact hyperfine term

dominates, rotations between (1,1)S and (1,1)T0 occur. The simplified Hamiltonian

of the system is,

ĤST =
−J(ε)

2
σ̂z ±

A(ε)

4
σ̂x, (2.19)

where σ̂z and σ̂x are the Z and X Pauli spin matrices respectively. Factors of 1/2 in

the Hamiltonian come from the spin operators, and the sign in front of the contact

hyperfine term changes depending on the spin state of the donor nuclear spin [22].

In Figure 2.15(c), the green detuning point is where Z rotations of the qubit are

performed due to the exchange interaction. X rotations are performed at the purple

detuning point where the contact hyperfine term of the Hamiltonian dominates. Z

and X rotations about the singlet-triplet qubit Bloch sphere are shown in Figures

2.15(e) and 2.15(f), respectively.

38



Chapter 2. Background

Readout of the singlet-triplet qubit can be performed in several different ways.

The simplest form of readout is known as “Pauli spin blockade” [55]. After qubit

rotations are performed, the system is adiabatically biased to the red detuning point

shown in Figure 2.15(c) with the state of the system following one of the orange

paths shown in Figure 2.15(d). Figure 2.15(c) shows the energy levels of the system

at the red detuning point. The (1,1)S state transfers to the (2,0)S state, however,

the (1,1)T0 state cannot transfer to (2,0)S due to the conservation of spin angular

momentum. When the charge sensor detects movement of charge, the qubit is mea-

sured to have been in a singlet state. Similarly, if there is no movement of charge,

the qubit is measured to have been in a triplet state. This form of readout is limited

by the electric dipole coupling of the quantum dot and donor atom system to the

charge sensor. If the electron does not move toward or away from the charge sensor,

the signal is severely reduced and can cause readout to be slow with low fidelity.

A form of readout which increases the signal by one electron is known as “latched

readout” [5]. This form of readout begins exactly the same as with the Pauli spin

blockade readout. After the system is biased to the red detuning point in Figure

2.15(c), the system is then rapidly biased to the blue detuning point. The (2,1)

charge state is lowered below the energy level of (1,1)T0, which results in an electron

loading into the quantum dot. Now, (1,1)T0 is mapped to (2,1) resulting in a signal

difference of one electron rather than a movement of charge. The latched readout

can also be performed with the system biased to a point in the opposite direction

relative to going from the red point to the blue point. In this case, the (1,0) level

is lowered below other energies and the (2,0)S state is transferred to (1,0) leading

to the same signal difference of one electron. The latched readout is limited by the

metastable lifetime of the (2,0)S state as well as other relaxation and transfer rates

outlined in Section 3.6.
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2.4 Cryogenic Amplification

Sections 2.2 and 2.3 have outlined how singlet-triplet qubits are created, operated,

and measured. The measurement of the singlet-triplet qubit or any other spin qubit

in semiconductors involves mapping the spin states to charge states. The charge

states are usually detected by a charge sensor which will change conductance pro-

portional to the mutual capacitance between itself and the qubit. Various techniques

exist to determine the conductance of the charge sensor rapidly while minimizing

noise, with the exception of techniques that effectively use the electrostatic gates as

sensors. The techniques include embedding the charge sensor into an RF resonant

circuit [56, 57], coupling the charge sensor to a superconducting resonator [58], dis-

persive RF gate sensing [59], and cryogenic amplifiers [6, 60–63]. A summary of the

single-shot performance of these techniques is shown in Table 2.1. In general, RF

techniques provide the lowest charge sensitivity, while transistor techniques provide

reasonably low charge sensitivity with considerably lower implementation overhead.

This dissertation focuses on the cryogenic amplifier approach for improving the

readout of silicon spin qubits. Due to the relatively small energy scales found in

semiconducting qubits, the temperature at which the qubits are operated at must be

around 100 mK or lower (see Section 3.3). Therefore, the qubit is operated at the

mixing chamber stage of a dilution refrigerator, which is shown in Figure 2.16. The

upper two stages are cooled by a pulse tube refrigerator, where a closed-loop helium

expansion cycle removes heat from the system. The mixing chamber stage uses the

enthalpy of mixing of 3He and 4He to cool the system to temperatures as low as 20

mK [64, 65].

Conventional approaches for improving the signal-to-noise ratio (SNR) of a read-

out signal do not necessarily work at the low temperatures required for qubit opera-

tion. For example, a transimpedance amplifier (TIA) can be used to amplify current,
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Technique
Carrier

Frequency
Bandwidth SNR

Charge
Sensitivity(
µe/
√

Hz
)

Input
Referred

Noise(
fA/
√

Hz
) Citation

HBT

(Single Stage)
None 20 kHz 7.5 330 20

Ch. 6

& [63]

HBT

(Dual Stage)
275 kHz 100 kHz 7.5 400 25 Ch. 6

HEMT

(Single Stage)
None 800 kHz 3 400 133 [62]

HEMT

(Dual Stage)
300 kHz 100 kHz 10 350 70 [6]

RF-QPC 763 MHz 1 MHz 7 146 — [57]

RF-SET 220 MHz 10 MHz 4 140 — [56]

RF Gate

Sensing
700 MHz 30 kHz 1 6000 — [59]

Super-

conducting

Cavity and

JPA

7.88 GHz 2.6 MHz 9 80 — [58]

Table 2.1: Single-Shot Readout Techniques (2018)
Summary of the state of the art of various single-shot readout techniques used on

semiconducting qubits as of 2018. Charge sensitivity is calculated using,√
τint/SNR, where τint is the integration time necessary to achieve the given SNR.

Most numbers shown are approximate values.

but the electronics used in the TIA will experience carrier freeze-out and not func-

tion at cryogenic temperatures. Moreover, even if conventional TIAs did operate

at cryogenic temperatures, the power dissipated by their circuitry would be orders

of magnitude greater than the cooling power of the dilution refrigerator, which is

around 100 µW. This limits TIA operation to be at room temperature. The typical

setup for measuring the conductance of a charge sensor is depicted in Figure 2.17(a).

An AC or DC voltage source is connected to an ohmic contact of the charge sensor.

Depending on the conductance of the charge sensor, certain currents will flow out

of the charge sensor and up into a room temperature TIA. Typically, the current
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Figure 2.16: Inside of Dilution Refrigerator
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signal will be around 100 pA, which is relatively small considering what the TIA is

designed to amplify. This basic measurement setup has two limitations. Firstly, due

to the relatively small readout signal, the gain of the TIA will need to be increased

to a value which is relatively high (e.g., 108 V/A). As a result, the bandwidth of

the TIA will be lower than desired (e.g. 1 kHz). Since the TIA is located about 1

meter away from the charge sensor, the coaxial cables used to electrically connect the

two devices will introduce a parasitic capacitance of around 200 pF. This parasitic

capacitance will further limit the bandwidth of the TIA. Secondly, vibrations from

the various pumps used in the dilution refrigerator cause triboelectric noise on the

same line which carries the readout signal [66].

Cryogenic amplification is one way to lift the limitations of the basic measure-

ment setup. Transistors which work at cryogenic temperatures and dissipate low

amounts of power are required for cryogenic amplification. Fortunately, several com-

mercially available models have been identified which satisfy these criteria (Chap-

ter 5). Currently, either a heterojunction bipolar transistor (HBT) [63] or a high-

electron-mobility transistor (HEMT) [6, 62] are known to work as a cryogenic am-

plifier. These transistors can be used to design amplification circuits which dissipate

power between 100 nW to 10 µW. Figure 2.17(b) shows the basic measurement setup

enhanced with a cryogenic amplifier on the mixing chamber stage of the dilution re-

frigerator. The cryogenic amplifier provides signal gain between 10 and 1000 with

only centimeters of wire between itself and the charge sensor. The increase in the

signal before system noise is introduced results in greater SNR. The evidence for

this benefit is shown in Figure 2.18, where several noise spectral density traces are

plotted for different cryogenic amplifier gains. For these traces, the noise is referred

to the output of the cryogenic amplifier, which is a current-biased HBT circuit (see

Chapter 5 and Section 6.3). As the gain is increased, many of the noise peaks are

gradually decreased relative to the average value of a given noise trace. For example,

when the HBT gain is in the thousands (green data), almost none of the noise peaks
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Figure 2.17: Cryogenic Amplification
Schematic diagram of two charge-sensor measurement setups (not drawn to scale).
(a) The basic setup used to measure semiconducting spin qubits. The AC or DC
source supplies a voltage bias and causes current to flow through the SET. Depending
on the conductance of the SET, different currents will enter the transimpedance
amplifier. As the current travels up the wire to the TIA, the system introduces
noise and a parasitic capacitance around 200 pF is added from the coaxial cable.
The signal entering the TIA is relatively small, therefore, the gain of the TIA must
be increased to a relatively high value and bandwidth is lowered as a result. (b) A
cryogenic amplifier is added to the basic measurement setup. The cryogenic amplifier
increases the signal before the system noise and parasitic capacitance are introduced.
As a result, the gain of the TIA may be lowered and the bandwidth of the TIA
increases.
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Figure 2.18: Noise Dependence on Gain
Noise spectral densities referred to the HBT collector for the CB-HBT. The blue
curve on the bottom of the plot corresponds to low HBT gain. The gain is gradually
increased for the next few noise spectral densities above. Many noise peaks relative
to the average value of a given noise trace are minimized as the gain is increased.

found at tens of kHz or lower are visible anymore. The noise originating near the

charge sensor, which was not observable at low HBT gain values, is visible above the

system noise at higher HBT gains. When the gain of the HBT is divided out from

the noise referred to the output, the value for the noise at the input is between 10

and 20 fA/
√

Hz on average (Figure 6.3(b)), which is around 100 times lower than

the minimum observed system noise (1 pA
√

Hz) in the basic measurement setup.
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Experimental Methods

3.1 Introduction

Fabricating a silicon spin qubit is the first step in getting the qubit operational. Many

additional steps are required after the qubit is inserted into a dilution refrigerator

and connected to control instruments. In this chapter, the process of electrostatically

“tuning” the quantum dot and donor atom system into a qubit is described in several

sections. The first section covers the tuning of the rate of electrons tunneling from the

quantum dot to the nearby electron reservoir. This tunnel rate is necessary to tune

appropriately for reliable qubit initialization. Next, a discussion on measuring and

minimizing electron temperature is made. Electron temperature is a parameter which

will reduce the fidelity of the qubit if it is too great relative to the qubit’s excited

state energy. Magnetospectroscopy, the process of measuring the qubit’s excited

state energy, is then discussed in the context of verifying the few-electron regime.

Then, the measurement of the tunnel coupling between the quantum dot and donor

atom is described, which is crucial for qubit operation considering instrumentation

and coherence limitations. Finally, this chapter concludes on single-shot readout
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performed after all the previous qubit tuning is correctly implemented.

3.2 Tunnel Rate Spectroscopy

Reliable initialization of a qubit is crucial for building a digital quantum computer

[36]. For singlet-triplet spin qubits covered in this section, the system is initialized

with one electron (see Section 2.2) and then a second electron is loaded into the

system via a nearby electron reservoir. The rate at which the second electron is

loaded is important for determining whether or not the qubit will be in a singlet

state (ground state) or a triplet state (excited state).

Tunnel rate spectroscopy is the process where the electrochemical potential of

the quantum dot is pulsed at different frequencies and its average value is moved

into resonance with an electron reservoir. The goal of tunnel rate spectroscopy is

to measure the singlet loading rate of the quantum dot, fsinglet. The nearby charge

sensor is biased to the (approximately linear) edge of a Coulomb blockade peak as

outlined in Section 2.2. When there is one electron in the quantum dot, the current

of the charge sensor will follow a linear behavior for a range of gate voltage biases,

I1e(VG) ≈ mCSVG + I0, (3.1)

where mCS is the sensitivity of the charge sensor, VG is the gate voltage of the pulsing

gate, and I0 is the current offset. When there are two electrons in the quantum dot,

the current of the charge sensor will follow a similar behavior with a voltage shift

due to the mutual capacitance between the quantum dot and charge sensor,

I2e(VG) ≈ mCS(VG −∆VG) + I0. (3.2)

The voltage shift is, ∆VG, which is proportional to the mutual capacitance between

the quantum dot and charge sensor (Equation 2.11). The change in charge does not
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Figure 3.1: Tunnel Rate Spectroscopy Example
(a) Lower-frequency tunnel rate spectroscopy. In this case, fpulse < fsinglet, so only the
ground state is loaded when the ground and excited state electrochemical potentials
are pulsed below the average value of the electrochemical potential of the electron
reservoir. (b) Higher-frequency tunnel rate spectroscopy. Here, fpulse ≈ fsinglet,
therefore the excited state will be loaded occasionally during a pulse cycle.

occur at a single point in gate voltage since the electron reservoir’s energy occupancy

is described by a Fermi-Dirac function (Equation 2.2). Therefore, the charge sensor

current can be described by a single equation,

ICS(VG) ≈ mCS

[
VG + ∆VG

(
1

e(VG−V0)/(kBT/αG) + 1
− 1

)]
+ I0, (3.3)

where V0 is the mean gate voltage value at which the second electron is loaded,

kB is the Boltzmann constant (86.17 µeV/K), T is the temperature, and αG is the

lever arm of the electrostatic gate (typically specified in µeV/mV). Subtracting out

the linear term (mCSVG) in the charge sensor current leaves two distinct occupancy
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Figure 3.2: Tunnel Rate Spectroscopy: Higher Frequency
(a) Energy level schematic corresponding to loading at a rate, fpulse ≈ fsinglet. Either
the ground or excited state can be loaded in this case (as indicated by orange arrows).
(b) Data of tunnel rate spectroscopy. The second resonant line appears next to the
first, indicating that the excited state is now being loaded during a pulse cycle.

cases,

ICS(VG)−mCSVG =

I0 (VG < V0)

I1 ≡ I0 −mCS∆VG (VG > V0).
(3.4)

The pulse used in tunnel rate spectroscopy is typically a square pulse with am-

plitude, Vamp, voltage offset, VG, and frequency, fpulse. When pulsing such that VG <

(V0 − Vamp/2), the average charge sensor offset signal will be I0, since the ground and

excited state electrochemical potentials always remain unloaded above the electro-

chemical potential of the reservoir. When pulsing such that VG > (V0 + Vamp/2), the

average offset signal will be I1, since the ground and excited states always remain

loaded below the electrochemical potential of the reservoir. If (V0 − Vamp/2) < VG <
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(V0 + Vamp/2) and fpulse < fsinglet, the average offset signal will be (I0 + I1)/2, since

the qubit spends an equal amount of time loaded and unloaded. This relatively low-

frequency condition is shown as a conceptual diagram in Figure 3.1(a), where only

the ground state is loaded and the quantum dot is occupied by a second electron

only half the time (charge sensor signal offset is in-between both cases in Equation

3.4). The data for this condition is shown in Figure 3.2(b) for pulsing frequencies

around 10 kHz (4 on the log scale). The data plotted is the derivative of the charge

sensor current, therefore only resonant features show up. The resonances are the

lighter colored lines representing a change from one charge sensor offset current to

another. The resonant line to the left of the Ne = 2 occupancy line (separated by half

the pulse amplitude) is where the loading of the ground state begins as the voltage

offset of the pulse is increased. The other resonant line to the right of the Ne = 2

occupancy line is where the unloading begins as the voltage offset of the pulse is

increased.

When fpulse ≈ fsinglet, a second resonant line will appear in the data corresponding

to the loading of the excited state (Figure 3.2(b) to the left of the red dot). This

resonant line appears because the ground state is not loading each pulse cycle due

to the pulse frequency being relatively fast. Instead, the excited state is occasionally

loaded, which is shown as a conceptual diagram in Figure 3.1(b). The red dot in

Figure 3.2 is the pulsing gate offset voltage where both the ground and excited states

can load. Therefore, the red dot would not be an ideal voltage offset and frequency

to load only the ground state of the qubit. If the pulsing gate offset voltage is

adjusted such that it is in between the ground and excited state loading lines, the

singlet state will be the only state loaded because the electrochemical potential of

the excited state never gets below the average value of the electrochemical potential

of the electron reservoir. Therefore, tunnel rate spectroscopy can be used to extract

the appropriate loading bias voltage for qubit initialization. The frequency where the

excited state loading line appears is approximately fsinglet, and singlet states can be

50



Chapter 3. Experimental Methods

reliably loaded at frequencies less than that value and at voltage offsets in between

the two loading lines.

It is important to observe the excited state loading line appearing at frequen-

cies which allow rapid loading of the qubit to perform computations quickly and

repeatedly. If the excited state loading line appeared much lower (e.g., 10 kHz),

the number of computations able to be performed in a given time period would be

significantly reduced. For this experimental setup, in particular, a bias tee was used

on the pulsing gate to enable lower electron temperature (see Figure 3.3). This bias

tee acts as a high pass filter on pulses sent to the gate, therefore if the singlet loading

rate was less than the cutoff frequency of the high pass filter (1 kHz), singlet states

would not be able to be loaded reliably.

Once tunnel rate spectroscopy is initially performed on the qubit and the singlet

loading rate is extracted, the loading rate is tuned to be practical and compatible

with the experimental parameters outlined above. The tuning is done by increas-

ing or decreasing the tunnel barrier dimensions in between the quantum dot and

electron reservoir. Manipulating the tunnel barrier dimensions is accomplished by

using nearby electrostatic gates with relatively large amounts of capacitive coupling

to the tunnel barrier. This tuning will manifest itself as the shifting of the excited

state loading line in frequency in tunnel rate spectroscopy. After careful tuning, the

qubit will be reliably initializing and ready for different parameters to be tuned or

computations to be performed.

3.3 Electron Temperature

The temperature of the electrons is critical to measure and necessary to minimize

in silicon spin qubits. If electron temperature is large relative to the valley splitting

of the qubit, the ground state may suffer random excitations into the excited state.
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Figure 3.3: Electrostatic Gate Bias Tee Schematic
Schematic of the bias tee used on an electrostatic gate to rapidly control the quantum
dot and prevent electron heating. Room temperature voltage supplies are connected
to the device either resistively (DC) or capacitively (AC). The higher-bandwidth line
leading to the device is attenuated by -20 dB (factor of ten in voltage) to reduce room
temperature Johnson-Nyquist noise. The bias tee consists of two discrete components
on the PCB where the quantum dot silicon die is mounted. In this case, the resistor
was 1 MΩ and the capacitor was 1 nF. Signals sent to the higher-bandwidth line will
need to dissipate powers less than 100 µW into the attenuator so that they do not
heat the mixing chamber stage of the dilution refrigerator.

Typically, the valley splitting is around 100–300 µeV in the Si-MOS devices fabri-

cated at Sandia National Laboratories (Section 4.8). The energy associated with

the electron temperature will need to be at least a factor of ten less than the valley

splitting in order to achieve high fidelity operation. Therefore, the electron tem-

perature should be around 10–30 µeV or 116–348 mK. Dilution refrigerators using

a mixture of 3He and 4He can run at temperatures as low as 5 mK [64, 65]. This

temperature is the nominal temperature of the silicon device mounted at the mixing

chamber stage of the dilution refrigerator, however, the temperature of the electrons

is usually measured to be higher.
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Several reasons for the temperature discrepancy exist: first, silicon has much

lower piezoelectric phonon coupling to electrons than gallium-arsenide [67, 68]; sec-

ond, there are electrically conductive lines leading down to the device from room

temperature to control the occupancy of the quantum dot and operate the qubit.

Many of these lines are filtered using a low-pass filter with a cutoff at lower frequen-

cies (100 Hz) or higher frequencies (10 kHz). For the electrostatic gates nearest the

quantum dot and donor atoms, the lines must respond at a much higher frequency

in order to operate the qubit rapidly relative to the tunnel coupling (100 MHz to

GHz). If lines with GHz bandwidth are connected directly to the gates, then GHz

(or as great as THz) Johnson-Nyquist noise will enter the quantum dot via the ca-

pacitive coupling of the gates to the quantum dot. If nothing is done to prevent

Johnson-Nyquist noise from entering the quantum dot, it will heat the quantum dot

to temperature equivalent energies equal to or greater than the valley splitting and

the qubit fidelity will be severely impacted. One approach to prevent this from hap-

pening is to use a bias tee connected to the electrostatic gate. Figure 3.3 shows a

schematic of the bias tee used for one of the gates coupled to the quantum dot (there

are two total gates with bias tees). The RC cutoff of this bias tee is 1 kHz, therefore

signals with higher frequency than this value entering the resistive (DC) line will not

be incident on the quantum dot. Signals with higher frequency than 1 kHz on the ca-

pacitive (AC) line will be incident on the quantum dot. The higher frequency signals

and noise from room temperature are attenuated at the mixing chamber stage via a

-20 dB attenuator (a factor of ten attenuation in voltage). This attenuator reduces

noise generated at room temperature by a factor of ten and signal inputs from the

arbitrary waveform generator can easily be increased by a factor of ten to allow the

same magnitude to be incident on the quantum dot. The power dissipated at the

attenuator sets the upper bound on the magnitude of the waveforms that can be

used (less than 100 µW in this case). This power limit is also the reason a separate

DC line exists to input biases of several volts, which, if attenuated at the mixing
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Figure 3.4: Electron Temperature Extraction
Charge-sensed quantum dot occupancy resonant transition is measured with 100
µV resolution. The fit function is also plotted, which fits well with the resulting
coefficient of determination, R2 = 0.992. The electron temperature extracted in this
case was 163± 5 mK.

chamber stage, would significantly heat the dilution refrigerator.

The simplest way the electron temperature is extracted is by effectively sampling

the Fermi-Dirac distribution of the electron energy occupancy at the reservoir. This is

done by biasing the charge-sensor to the edge of a Coulomb blockade peak, where the

current changes the most during changes in occupancy of the charge-sensed quantum

dot (see Section 2.2). The quantum dot electrochemical potential is brought into

resonance with the average energy of the electron reservoir. The signature of the

change in quantum dot occupancy appears as a shift in the charge-sensor current,

where the current changes according to a Fermi-Dirac distribution. Figure 3.4 shows

data for a Ne = 1 to Ne = 2 transition resonance. Equation 3.3 is fit to this data

with the resulting coefficient of determination, R2 = 0.992. The extracted electron

temperature is 163±5 mK, which is consistent with other measurements of quantum

dot devices performed in the same dilution refrigerator.
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Another way to extract electron temperature is to perform the measurement

outlined in the previous paragraph and monitor the width of the Fermi-Dirac function

as a function of dilution fridge temperature as the fridge is heated. The equation

used to fit this dependence is,

width =
kB
αgate

N

√
TNMC + TNe , (3.5)

where kB is the Boltzmann constant (86.17 µeV/K), αgate is the lever-arm of the

electrostatic gate, TMC is the measured temperature of the mixing chamber, Te is the

extracted temperature of the electrons, and N (> 2) is the exponent related to the

mechanism of heating.

3.4 Magnetospectroscopy

Verifying that the quantum dot is in a regime with electron occupancy down to one

electron is crucial for its operation as a qubit. Increased spacings between dot oc-

cupancy transition lines and a general trend of decreasing dot-lead tunnel rates are

not sufficient evidence for the few-electron regime. One method to verify that the

quantum dot is in the few-electron regime is to perform magnetospectroscopy. Mag-

netospectroscopy is a process where the global magnetic field magnitude is changed

and the electrochemical potential to add the Nth electron is measured. The depen-

dence of the electrochemical potential to add the Nth electron is given by,

µN(B) = −gµBB∆Sdot(N), (3.6)

where g is the electron spin g-factor (constant which relates the magnetic moment to

the spin angular momentum of the electron), µB is the Bohr magneton (58 µeV/T),

B is the magnetic field magnitude, and ∆Sdot(N) is the change in the total spin

of the quantum dot when adding the Nth electron. The slope of µN(B) is ±1
2
gµB

depending on if the electron added is spin-up (+) or spin-down (−).
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Figure 3.5: Magnetospectroscopy Model
(a) Magnetic field magnitude vs. energy for the first two valley states in silicon. All
spin states are shown independently of spin filling. (b) Magnetic field magnitude vs.
energy for the one-electron spin filling. (c) Magnetic field magnitude vs. energy for
the two-electron spin filling.

When valley physics is added to the magnetospectroscopy model, specific sig-

natures in the behavior of the electrochemical potential emerge. For the following

details, the valley splitting energy is assumed to be much less than the orbital en-

ergy of the quantum dot. Figure 3.5(a) shows the dependence of the electrochemical

potential for different spin states in the lowest two valley energy states in silicon

(independent of spin filling). If a single electron is added to the quantum dot,

the electrochemical potential (µ1) will follow the behavior of a spin-down electron

(−1
2
gµBB), which is shown in Figure 3.5(b) (red lines). When a second electron is

added to the quantum dot, the electrochemical potential (µ2) will first follow the

behavior of a spin-up electron (+1
2
gµBB) until a degeneracy point is reached be-

tween the energy of a ground state spin-up electron (orange) and an excited state
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(a) (b)

Figure 3.6: Magnetospectroscopy Data
(a) Magnetospectroscopy data for the single electron spin filling. A single slope is
observed which matches the predicted behavior in Figure 3.5(b). (b) Magnetospec-
troscopy data for the two electron spin filling. A “kink” is observed in the data,
which matches with the prediction in Figure 3.5(c).

spin-down electron (green), then µ2 follows the behavior of a spin-down electron. It

is assumed that the magnetic field magnitude and electrochemical potential will be

changed slowly relative to the hybridization of the two spin states (orange and green)

such that the system stays in the lowest energy.

Magnetospectroscopy measurements were performed on the quantum dot to verify

the few-electron regime, confirm the magnetospectroscopy model, and assign electron

occupancy values to the last two dot-lead resonant lines. Figure 3.6 shows 2D plots

where the electrochemical potential of the dot is changed and the magnetic field

magnitude is stepped for different electron occupancy lines. The measurements take

place with the SET biased to the edge of a Coulomb blockade peak, where the SET

is most sensitive to movement or changing of nearby charges. The change in electron

occupancy of the quantum dot results in a shift in the electrochemical potential

of the SET which manifests itself as a Fermi-Dirac function superimposed on the
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edge of the SET Coulomb blockade peak (see Section 2.2 for the details of why this

happens). Fitting functions to the Fermi-Dirac signature is performed exactly as

outlined in Section 3.3. The centers of the fitted Fermi-Dirac functions are plotted

as red dots in Figure 3.6.

The behavior of the electrochemical potential as the magnetic field magnitude is

changed matches the predicted behavior shown in Figure 3.5. Particularly, for the

two-electron case in Figure 3.6(b), a “kink” in the trend of the red dots is clearly

visible. The kink corresponds to a point in energy halfway between the ground and

excited state, therefore the energy at the kink is half the valley splitting energy. For

the data shown in Figure 3.6, the valley splitting is estimated to be 105 ± 5 µeV.

From the electron temperature measurement, the base temperature of the electrons

in the reservoir was around 150 mK, which corresponds to an energy of around 13

µeV. Therefore, it holds that the valley splitting can be resolved energetically through

the magnetospectroscopy measurements since the valley splitting energy was about

eight times larger than the temperature equivalent energy. If the valley splitting

energy was similar to the temperature equivalent energy, the kink would be much

smaller relative to the linewidth of the Fermi-Dirac function and therefore much more

difficult—or impossible—to resolve.

One important consideration for performing magnetospectroscopy measurements

is the electrostatic landscape of the quantum dot. For example, if the dot-lead

transition line being examined is close to a charge anti-crossing, the model outlined

previously in this section may not hold. The quantum dot should be in a well-

understood, single-dot regime in order for the model to be valid. Otherwise, the

orbital energy may be similar to or smaller than the valley splitting energy, and the

signatures may be misleading.
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3.5 Tunnel Coupling Estimate

The tunnel coupling between the quantum dot and donor atom is an important

parameter to measure and tune for qubit operation. Several methods for estimating

the tunnel coupling exist, including fitting an equation to the zero-detuning transition

line and extracting the tunnel coupling from the fit [69]. This method will not work

if the energy associated with the electron temperature is greater than the energy

associated with the tunnel coupling. This section covers the simplest way to estimate

and tune the tunnel coupling via pulsing measurements.

For qubit operation, the tunnel coupling should be tuned to around 10 µeV. This

value becomes more intuitive when converted to frequency using, E = hf , where E

is the energy, f is the frequency, and h is the Planck constant (4.136 · 10−15 eV· s).

Using this equation, the ideal tunnel coupling value in frequency is around 2.42 GHz

(414 ps). If the tunnel coupling is significantly less than 10 µeV, the qubit will not be

able to perform Z rotations within the coherence time, T ∗2 , which ranges from around

1 µs [22] to 120µs [41]. If the tunnel coupling is significantly greater than 10 µeV,

the qubit will not be able to be reliably controlled due to instrumental limitations.

The pulse generator used for the measurements has a time resolution of 1 ns. If the

tunnel coupling equivalent time is on the order of 1 ns or much lower, then the pulse

generator will not be able to produce pulses which rotate the qubit a reproducible

number of times. Additionally, if the tunnel coupling is too great, the hybridization

between the singlet (2,0) and singlet (1,1) states will cause measurement errors.

This manifests itself as singlet (2,0) states becoming singlet (1,1) states, which are

indistinguishable by the charge sensor from triplet (1,1) states.

A simple pulse sequence can be used to estimate the tunnel coupling. Figure

3.7 shows the energy levels of the qubit and electron reservoir for each step of the

pulse sequence. First, the qubit is initialized into (1,0), where the electron occupancy
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Figure 3.7: Tunnel Coupling Measurement Diagram
(a) Pulse sequence when the roll step ramp rate is fast relative to the tunnel coupling
between the quantum dot and donor atom. In this case, the singlet (2,0) state does
not transfer to the triplet (1,1) state. When the energy of the singlet (2,0) state
is raised above the energy of the electron reservoir, an electron tunnels out of the
quantum dot into the reservoir. (b) Pulse sequence for the case where the roll
step ramp rate is slow relative to the tunnel coupling. Singlet (2,0) states transfer
to singlet (1,1) states. Unlike the previous case, the singlet states must now be
made resonant before an electron can tunnel off of the quantum dot. The roll step
ramp time when this condition occurs is approximately equal to the tunnel coupling
between the quantum dot and donor atom.

numbering convention is, (the number of electrons in the quantum dot, the number

of electrons in the donor atom). The initialization step must have sufficient wait time

in order to ensure the system is in (1,0). Next, a singlet (2,0) state is loaded during

the load step, which is calibrated through the method outlined in Section 3.2. The

crucial pulsing step for this measurement is the roll step. For the roll step, the time

spent ramping to the roll point will determine if the singlet (2,0) state transfers to

the singlet (1,1) state. This transfer rate is proportional to the tunnel coupling and

will provide a reasonable estimate of the tunnel coupling. Finally, the measurement
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Figure 3.8: Tunnel Coupling Measurement Data
DC gate voltage values are the same as in Figure 2.13(b). (a) Fast roll ramp (200
ns). An extension of the Ne = 2 resonant line is visible, which corresponds to an
electron transferring out of the quantum dot into the electron reservoir. In this
case, the time spent moving to the roll step is much faster than the tunnel coupling
between the quantum dot and donor atom. Therefore, slower times moving to the
roll step are required to estimate the tunnel coupling. (b) Slow roll ramp (100 µs).
An extension of the zero-detuning line is visible, which means that the singlet (1,1)
state has transferred into the singlet (2,0) state and then an electron has transferred
out to the electron reservoir. The time spent moving to the roll step corresponds to
an approximate value for the tunnel coupling.

step is performed, which is necessary for determining if the singlet state transferred

or not. The measurement point is changed according to a raster about two pulsing

gate voltage ranges. Depending on whether the singlet state was transferred or not,

the system will relax to (1,0) when the singlet (2,0) level is aligned with the energy

of the electron reservoir (Figure 3.7(a), measure step) or when the singlet (2,0) level

is aligned with the singlet (1,1) level (Figure 3.7(b), measure step).

Example data for the tunnel coupling estimate pulse sequence is shown in Figure

3.8. The background of either plot is the derivative of the DC current through
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the charge sensor, which reveals the (2,0)-(1,1) anti-crossing. The darker blue inset

in either plot is the derivative of the raster of the measurement step in the pulse

sequence. This inset is superimposed on the DC data for the same gate voltages in

either measurement. DC gate voltage values are the same as in Figure 2.13(b). The

data in Figure 3.8(a) corresponds to the example in Figure 3.7(a), and the data in

Figure 3.8(b) corresponds to the example in Figure 3.7(a). The difference between

the two plots is that Figure 3.8(a) is using 200 ns to move to the roll step, and Figure

3.8(b) is using 100 µs to move to the roll step. In Figure 3.8(a), the extension of

the Ne = 2 resonant line appears, which corresponds to an electron transferring out

to the electron reservoir (instead of transferring to singlet (1,1)). In Figure 3.8(b),

the extension of the zero-detuning line appears, which corresponds to singlet (1,1)

states transferring to singlet (2,0) states and then an electron transferring out to the

electron reservoir. This singlet transfer condition only occurs when the time spent

moving to the roll point is 100 µs, which approximately corresponds to a tunnel

coupling of 10 kHz or 4.183 · 10−5 µeV.

The approximate tunnel coupling, in this case, was far off from the target tunnel

coupling of 10 µeV. A nearby gate (LRP) was used to tune the tunnel coupling.

Since the donor atom or defect is fixed wherever it is implanted, changing a voltage

to more negative bias on the right side moves the quantum dot closer toward the

donor/defect on the left side. The change in voltage, in this case, was around 100

mV. Tunnel coupling estimate pulsing measurements were performed again, and the

tunnel coupling was extracted to be at least 0.021 µeV, which is much closer to the

target value. Note that extracting the tunnel coupling using this method will yield

an approximate value and will be limited by how rapidly the instrument can pulse

from voltage to voltage. For example, if the fastest the instrument can pulse to the

roll point is 4 ns, then the lower bound on the tunnel coupling will be 1.046 µeV.

Therefore, this method is best used when the tunnel coupling is relatively low. If

the tunnel coupling is relatively high, the method mentioned at the beginning of this
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section will be a superior choice [69].

3.6 Latched Charge Readout

Performing readout is a critical final step for determining the quantum state of the

qubit. The method outlined in this section uses elements from Pauli spin blockade

readout [20] and latched charge readout [5].

Figure 3.9(b) shows the pulse sequence superimposed on top of DC and mea-

surement pulsing data (DC gate voltage values are the same as in Figure 2.13(b)).

The light blue data in the background is the derivative of the DC charge sensor cur-

rent, and the smaller dark blue square is the derivative of the raster of the current

in the measurement step. The system is initialized into (1,0) by waiting an appro-

priate amount of time (e.g., 40 µs in this case). Then a second electron is loaded

into the quantum dot forming a singlet state, where the loading position and speed

is calibrated via the method in Section 3.2. Finally, the system is pulsed into the

(2,1) region and a raster of the measurement point is performed. In the dark blue

measurement region in Figure 3.9(b), two distinct resonant lines appear, which cor-

respond to the singlet/triplet (2,0) to (1,1) resonances. The typical pulse sequence

for performing manipulations on the qubit and then reading out would consist of ini-

tializing and loading as before, however, pulses into the (1,1) region and then to the

latched charge region would be performed. Note, in the case of the pulse sequence

shown in Figure 3.9(b), the (1,1) region is avoided entirely for simplicity.

The appropriate measurement bias for latched readout is between the singlet and

triplet resonant lines and above the (1,1)-(2,1) resonant line. Figure 3.9(a) shows

the energy levels of the system when the measurement point is at the appropriate

bias voltages. Singlet (1,1) states will transfer into singlet (2,0) states with rate, Γ1.

Triplet (1,1) states do not transfer into singlet (1,1) states due to the Pauli exclusion
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Figure 3.9: Latched Charge Readout
DC gate voltage values are the same as in Figure 2.13(b). (a) Energy level diagram
during the measurement step of the pulse sequence. The energy levels correspond to
the voltages at the tip of the white arrow in the measurement step in (b). Latched
readout occurs in this region due to the (2,1) energy level being lowered below the
other levels. The metastable lifetime of loading an electron onto the donor (Γ4) must
be relatively long for this readout scheme to work. (b) Data from readout pulsing
measurements. The background of the plot is the derivative of the DC current of
the charge sensor. The darker blue region is the derivative of the raster of the
measurement step of the pulse sequence. White arrows depict the voltage values of
the readout pulse sequence. The two resonant lines appearing in the measurement
step raster are the singlet/triplet (2,0) and (1,1) resonant lines.

principle. Instead, if the system is in the triplet (1,1) state, an extra electron will be

loaded into the dot moving the system into the (2,1) charge configuration with rate,

Γ2. The relaxation of singlet (1,1) states into triplet (1,1) states occurs with rate,

Γ3. In this readout scheme, singlet (2,0) states are not at the ground state energy

and will decay to (2,1) with rate, Γ4. In order for the latched charge readout to be

performed with high fidelity, the state transfer rates must be much larger than the

excited state decay rate,

Γ1 & Γ2 � Γ3, (3.7)
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Figure 3.10: Latched Charge Readout Single-Shot
100 single-shot traces showing latched readout during the readout step of the pulse
sequence. The outcomes with higher current at times greater than 10 µs correspond
to singlet (2,0) states being read out. Outcomes with lower current at times greater
than 10 µs correspond to (2,1) (triplet) states being read out. The metastable lifetime
of the donor being loaded with an electron is greater than 10 ms in this case, therefore
relaxation events are not seen in the much faster readout window.

and the total measurement time must be much shorter than the time for the singlet

(2,0) states to decay to (2,1),

tmeas �
1

Γ4

. (3.8)

Γ1 is proportional to the tunnel coupling of the quantum dot and donor, therefore

it can be tuned according to Section 3.5 and will typically be of order 10 GHz. Γ2

is the tunnel coupling between the quantum dot and electron reservoir when one

electron occupies the donor. This rate can also be tuned similarly to how the tunnel

rate is tuned in Section 3.2 and will typically be greater than 100 kHz. Γ3 is set

by properties of the system such as phonon coupling, and it is typically around 100

Hz [5]. Γ4 is set by the hybridization between the singlet (2,0) and singlet (1,1)

states, which is dependent on the tunnel coupling between the quantum dot and

donor atom.
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Figure 3.10 shows 100 single-shot traces from the latched charge readout per-

formed. The time plotted begins at the readout step of the pulse sequence. The

readout was performed using the CB-HBT amplification circuit, which is covered

in Chapters 5 and 6. After about 3 µs, two distinct current levels are visible cor-

responding to singlet (2,0) states (higher current) and (2,1) (triplet) states (lower

current).

66



Chapter 4

Single-Electron Si-MOS Devices

4.1 Preface

This chapter was originally published in Applied Physics Letters in 2019 as “Quan-

tum dots with split enhancement gate tunnel barrier control” [70].

The contribution from this dissertation was Thomas-Fermi model simulations of

the devices used in this chapter. Figure 4.1(c)&(d) and Table 4.2 show results and

parameters from the Thomas-Fermi model simulations. These simulations verified

the tuning orthogonality between the QD occupancy and the tunnel rate, which aids

in achieving the single electron regime relatively simply.

4.2 Introduction

Silicon (Si) quantum dots (QDs) are strong contenders for the realization of spin

qubits [18, 71]. Silicon germanium heterostructure (Si/SiGe) platforms with in-

tegrated micromagnets [72] have produced the highest performance qubits [73–75],
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with fidelities over 99.9% [3], while metal-oxide-semiconductor (MOS) platforms have

also achieved fault tolerant fidelities [41].

Most of the high-performance systems mentioned above are enhancement mode

devices comprising at least two layers of control gates. The overlapping gates ensure

strong confinement and the highest electrostatic control over regions surrounding the

QDs. Those current multi-stack devices have therefore achieved excellent tunability,

thanks in part to independent control of reservoirs, dots and tunnel barriers through

respectively dedicated gates. On the other hand, single-layer enhancement mode de-

vices are being explored for ease of fabrication and potentially higher yield, in both

Si/SiGe and MOS systems [5, 22, 76–78]. In particular, all-silicon MOS single-layer

devices are expected to avoid thermal mismatch and additional dielectric charge

noise from overlayers [79, 80]. Those single-layer devices generally use a single gate

to form a source-dot-drain channel, relying on constrictions and lateral depletion

gates to shape the confinement potential [76, 81]. Reservoir filling, dot charge occu-

pation, and tunnel rates are therefore controlled differently than in multi-gate stack

architectures. Various architectures and methods of tunnel barrier control impact

tunability differently, and understanding those differences will influence choices of

multi-QDs initialization, manipulation and readout schemes, including automatic

tuning procedures [82, 83], as well as reproducibility, versatility, and scalability of

devices [84].

Here, a single gate stack structure featuring a split gate for dot and reservoir

formation is explored. The tunnel barrier is simply formed by the gap between

the dot and reservoir gates. In all-silicon MOS devices based on this elementary

structure, an investigation is performed on how tunnel barrier control can be achieved

by modulation of the reservoir gate voltage. The operation principle is studied in

two variations of the layout, emphasizing some intrinsic effects brought by the use

of a reservoir gate for tunnel control, in contrast with the more frequent method
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of control using a dedicated barrier gate directly on top of the barrier. Then, a

control orthogonality metric is defined with significance for tunability and versatility

of quantum dot devices and it is used to compare a split gate QD device to a multi-

stack device from the literature. Finally, this work concludes with an examination

of single-electron regime characteristics and valley splitting tuning in the split gate

devices.

4.3 Split Enhancement Gate Tunnel Barrier

The elementary single-gate stack structure explored consists of a quantum dot (QD)

enhancement gate, AD, and a reservoir (R) enhancement gate, AR, separated by

a gap, as shown in Figure 4.1(a). This base unit of design is referred to as the

“split enhancement gate” structure. Devices are fabricated using the Sandia National

Laboratories MOS quantum dot process [85, 86], which is described in Section 4.5.

The gate stack consists of a 10,000 Ω-cm n-type silicon float zone substrate, a 35 nm

SiO2 gate oxide and a degenerately As-doped 100 nm thick polysilicon gate (shown

in Figure 4.1(a)). The polysilicon nanostructure is defined by a single electron-beam

lithography and dry etching step. The gate oxide properties have been characterized

in Hall bars fabricated on the same starting gate stack as the nanostructures. Peak

mobility, percolation density [85, 87], scattering charge density [85, 88], interface

roughness and interface correlation length [89] were extracted for the wafers used for

each of the devices and are indicated in Table 4.1 of Section 4.6.

In this study, there are two different layouts of split enhancement gate devices:

1), a single-lead layout (devices A1 and A2), where a single reservoir is connected

to a dot; and 2), a double-lead layout (device B), where the dot is connected in

series to reservoirs to enable transport measurements, in addition to charge sensing.

Devices A1 and A2 present the same layout, with only differences in scale and spac-
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Figure 4.1: Single-Lead Device Schematic and Model
(a) A schematic transverse cut of the split enhancement gate tunnel barrier de-
vices. AR is the reservoir enhancement gate, and AD is the dot enhancement gate.
(b) False-color scanning electron micrograph (SEM) of single-lead split-enhancement
gate device A1. C1, C2, C3, and C4 are confinement gates. The gate TSET forms
the SET channel, and U and L help define its source and drain barriers. A mirror
structure, on the left side of the dotted red line, not shown for clarity, includes gates
AD′, AR′, C2′, C3′, TSET′, U′, and L′. (c) Simulated electron density, representing
approximately 20 electrons in the dot. (d) Simulated conduction band edge profile
(smoothed traces) along the green arrow A-B from (a), (b), (c) and (d), for VAR

varying from 3 to 4 V with 0.25 V increments, with other parameters kept constant.
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ing. (see Table 4.1 in Section 4.6). For all devices, measurements are performed

using a proximal SET as a charge sensor with standard lock-in or RF reflectometry

techniques[90]. Details on the measurements and a list of all voltages employed are

given in Section 4.6.

To illustrate the split enhancement gate tunnel barrier structure and its opera-

tion, Thomas-Fermi numerical simulations have been performed [91] of device A1, as

shown in Figure 4.1(b), using the corresponding MOS structure and operating gate

voltages as input parameters. Figure 4.1(c) shows the simulated electron density

at the Si/SiO2 interface when the device is experimentally set in a ∼ 20 electrons

regime. As expected, a reservoir is formed under AR gate, and a quantum dot under

the tip of AD gate, separated by the tunnel barrier region. Some form of tunnel bar-

rier control using the reservoir gate voltage, VAR, is suggested by variations of the

potential along the dot-reservoir axis (Figure 4.1(d)). Indeed, as a function of VAR,

the tunnel barrier potential height and width are modified, while the QD conduction

band edge stays fairly constant relative to the Fermi level of the reservoir, indicat-

ing some form of tuning orthogonality between charge occupation of the QD and

tunnel rate to the reservoir (similar quantities are evoked in [84]). Sufficient tuning

orthogonality would allow simultaneously for a wide range of tunnel rate Γ and the

ability to regularly tune these devices to the single electron regime. Therefore, this

characteristic is investigated for a QD based on a split enhancement gate structure

employing the reservoir gate as a knob [92].
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Figure 4.2: Single-Lead Device Stability Diagram and Tunnel Rates
(a) Stability diagram of AD vs AR in the few-electron regime for the single-lead device
A2 (split enhancement gate device). The data was processed through a 5th order
Butterworth digital filter and a Hilbert transform to extract the phase φ(SET) of the
signal and minimize the appearance of the background’s SET’s Coulomb oscillations
(darker, more horizontal features). Charge occupation N in the dot is indicated for
each region between the transitions (thin white and more vertical features). Bottom
left inset: capacitance ratio CAR-dot/CAD-dot as a function of VAR extracted from the
N = 2 → 3 charge transition’s slope. (b) Reservoir-dot tunnel rate as a function of
VAR for the N = 0 → 1 transition in device A1. The green (diamonds) data points
are obtained via full counting statistics of single-shot traces [93] while the orange
(circles) data points are extracted from pulse spectroscopy [19]. Hollow orange circles
are the orange filled circle data points translated by ∼ 1.5 decades. The dotted line
is an exponential fit to green and hollow orange data points, yielding a slope ∆Γ.
Top left inset: zoom on the region of the stability diagram corresponding to the
orange data points, with the left dot accumulation gate AD′ at 512.7 mV. Bottom
right inset: Zoom on the region of the stability diagram corresponding to the green
data points, with VAD

′ = 980 mV.
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4.4 Single-Electron Regime and Tuning Orthogo-

nality

Figure 4.2(a) shows how the QD occupancy can be tuned down to the single electron

regime in device A2 (Figure 4.2(b)). The single electron occupation was confirmed

with spin filling from magnetospectroscopy and yields an 8 meV charging energy for

the last electron. The effect of VAR on the tunnel rate is qualitatively visible from

the charge transitions, which go from a “smooth” appearance at high VAR, when Γ

is high compared to the measurement rate, to a speckled appearance at low VAR,

when Γ is of the order of the measurement rate or lower [94].

A gradual decrease of the AR gate capacitance to the dot, CAR-dot, is observed as

the reservoir fills up with electrons, as shown in the inset of Figure 4.2(a) (assuming

CAD-dot, the capacitance of the AD gate to the dot, stays constant). The capacitance

ratio CAR-dot/CAD-dot= −1/m is extracted from the slope m of the transition N =

2 → 3 in the stability diagram [95]. A similar dependence of the capacitance ratio

is also observed in numerical simulations, but the agreement is only qualitative, due

in part to the limitations of the semi-classical simulation. This visible curvature in

the dot transitions is attributed to a screening effect of the reservoir gate potential,

induced by the accumulated charges in the reservoir. This specific effect, therefore,

seems to be caused by the use as a tuning knob of an enhancement gate connected

to an ohmic contact.

Device A1 also exhibits a comparable behavior as a function of AR and AD

gates (see Section 4.6). The dot-reservoir tunnel rate is measured as a function

of AR voltage for device A1, along the N = 0 → 1 charge transition, as VAR is

compensated with VAD to preserve the charge state, Figure 4.2(b). Two data sets

(diamond and filled circles) were taken at different voltages on a surrounding gate,

VAD′ . The 467 mV difference results in a 1.5 decade global offset in tunnel rates.
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This offset (hollow circles) is subtracted to extract a single exponential dependence

of Γ with VAR [96, 97].

From the slope of the exponential fit, a gate response of ∆Γ = 5.9±0.7 dec./VAR

is extracted. This response is defined as the variation in dot-reservoir tunnel rate

induced by a change of 1 V on gate AR when compensated by gate AD to keep

the dot chemical potential fixed. It is more useful for comparison between devices

when the device geometry specific capacitance is removed by converting to change

in chemical potential, ∆µdot. The following metric is defined:

βAR,AD = ∆ΓAR,AD/∆µdot, (4.1)

where ∆ΓAR,AD is the change in tunnel rate induced by the change in voltage on

AR (and compensated by AD), ∆µdot is the change in chemical potential caused by

gate AR (equal to the chemical potential compensated by gate AD), and βAR,AD is

defined as the “tuning orthogonality.” For device A1, the above analysis leads to

βAR,AD = 0.9 ± 0.3 decade/meV, using the gate lever arm αAR ∼ 0.007 meV/mV

(from αAD ∼ 0.22 meV/mV). Note that the chemical potential of the QD does

not actually shift for a given tunnel rate variation here since there is a second gate

compensating the chemical potential shift from the first. Therefore, care must be

taken in interpreting this ratio: it does not represent the effect of a single gate on

the tunnel rate, but rather the interplay of two gates acting in opposite direction on

the two quantities, with unequal contributions.

Taken individually, more positive voltages on gates AD and AR would both tend

to decrease the barrier height and width, as one would expect and as shown in the

conduction band edge simulations of Figure 4.1(d). But if one wants to keep the dot

occupation fixed, and shift from high to low tunnel rates, gates AD and AR have to

be swept in the opposite direction. The measurements indicate that in this case the

lever of gate AR on the tunnel barrier still overcomes the opposite effect of gate AD.

Furthermore, the screening effect from charges under AR is speculated to contribute
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to this efficiency, as it reduces the lever of gate AR on the dot occupation, but on the

tunnel barrier, such that less compensation on AD is necessary to maintain charge

occupation than if no screening effect was present.

The quantity β1,2 can be estimated for other designs in the literature, for any pair

of gates 1 and 2 used to tune the tunnel rate and compensate for a change in the dot

occupation, respectively. For comparison, it is estimated that βBG,AD = 1.4 ± 0.5

decades/meV for the case of a dedicated barrier gate BG compensated by the dot

accumulation gate AD equivalent in a Si/SiGe device [98]. This indicates a tuning

orthogonality that can reach the same order of magnitude as dedicated barrier gate

devices in multi-stack architectures. Single-layer split enhancement gate layouts

could, therefore, provide a wide operation range [48] for single-electron QD devices.

Details on the calculations as well as assumptions leading to the metric β and its

limitations are provided in Section 4.7.

The double-lead layout also supports transport down to the last electron and

exhibits a typical split enhancement gate behavior. Figure 4.3(a) shows device B,

where transport is through a QD under gate AD with source and drain reservoirs

under gates AR1 and AR2. A mirrored structure can be operated as an SET charge

sensor, correlating the transport transitions (Figure 4.3(b)) with charge sensed mea-

surements (Figure 4.3(c)).

In Figure 4.3(b), the tunnel rate ranges from the lifetime broadened regime at

high VAR, corresponding to a ∼ 3 GHz tunnel rate [98, 100] to slower than can

be detected by the charge sensor, ∼ 8 Hz. The slight curvature in the dot and

SET transitions of Figure 4.3(d) is ascribed to a similar screening effect as in the

single lead devices, although it is not as pronounced. This demonstrates that two

neighboring barriers in series can be tuned relatively orthogonally (i.e., crosstalk is

not a prohibitive issue), and that the split enhancement gate concept can be applied

in several layouts.
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Figure 4.3: Double-Lead Device Schematic and Occupancy Measurements
(a) SEM of a double-lead single quantum dot device, device B. C1, C2, C3, and
C4 are confinement gates, AD is the dot accumulation gate, and AR1 and AR2 are
the source and drain reservoirs accumulation gates, respectively. A mirror structure
above is operated as an SET for charge sensing. (b) Stability diagram of transport for
AD vs AR1. (c) Stability diagram of charge sensing corresponding to the transport
diagram in (b). (d) Coulomb diamond measurement corresponding to a stability
diagram of AD vs AR1 and AR2. The small diamond after electron #6 is due to a
donor ionization [99] (see fabrication details in Section 4.5).
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In Figure 4.3(d), VAR1 and VAR2 are adjusted simultaneously to symmetrize the

tunnel barriers on the source and drain side of the QD, giving rise to Coulomb dia-

monds [101], with the last electron charging energy of 11 meV. The notable difference

in voltage ranges applied on AR1 and AR2 is attributed mainly to asymmetry in the

voltages applied on the neighboring gates on the left and right side of the device,

although small variations in the width of the dot-reservoir gap could also contribute

to the difference. The precise effect of the dot-reservoir gap width on the tuning

orthogonality and general efficiency remains to be studied in detail.

The addition energy of the last electron and the first orbital energy are extracted

from the Coulomb diamonds of Figure 4.3(d), yielding approximately Eadd = 11 meV

and ∆E = 3 meV, respectively. A classical capacitance between the QD and the

AD gate of 2.9 aF is estimated (e.g., CAD = e/∆VAD with ∆VAD = 56 meV the

voltage applied on gate AD to go from the N = 0 → 1 charge transition to the

N = 1→ 2 transition in Figure 4.3(b)). The classical capacitance can be associated

with a circular 2D QD below the gate and is used to estimate a QD radius of ∼

30 nm, using εr = 3.9 for the SiO2 and neglecting small errors due to the electron

offset from the SiO2 interface and depletion of the polysilicon. The orbital energy

also provides an estimate of QD size. Following Zajac et al. [98], an effective length

of a confining 2D box (πr2 = L2) is extracted and using ∆E = 3h̄2π2

2m∗L2 =3 meV, a

similar dot size, r ∼ 25 nm, is obtained using m∗ = 0.19 me. Those estimated dot

size and energies are similar to the ones obtained in multi-stack accumulation mode

quantum dot devices [98, 102].

Finally, an investigation of the spin filling and singlet-triplet energy splitting in

the silicon QDs using magnetospectroscopy [98, 103, 104] indicates that the valley

splitting is linearly tunable with the vertical electric field (8.1 ± 0.6 µeVm/MV in

the double-lead device) and is tunable over a range of ∼ 75-250 µeV (see Section 4.8

for details).
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4.5 Sample Fabrication

The fabrication is composed of two phases. The first phase is run in a 0.35 micron

CMOS silicon foundry, and the second phase is performed in another fabrication

area that provides more flexibility in processing, particularly the e-beam lithography

used for the nanofabrication. Three different devices are presented in this work.

The process flow for devices A1 and A2 is described. Significant differences in the

structure are noted for device B.

Phase 1 (silicon foundry): The initial material stack is fabricated using a 0.35 mi-

cron silicon foundry process at Sandia National Laboratories. The starting material

is a 150 mm diameter float zone <100> n-type silicon wafer with a room tempera-

ture resistivity of 10,000 Ω-cm. Device B used a p-type float zone substrate with a

99.95% Si28 enriched epitaxy layer instead. A 35 nm thermal silicon oxide is grown

at 900°C with dichloroethene (DCE) followed by a 30 min, 900°C N2 anneal. The

next layer deposited is a 100 nm amorphous silicon layer followed by a 5×1015cm−2,

10 keV arsenic implant at 0° tilt. Device B used a 200 nm layer and the implant

energy was 35 keV with the same dose. The amorphous layers are crystallized later

in the process flow to form a degenerately doped poly-silicon electrode. In the silicon

foundry, the poly-Si is patterned and etched into large scale region, a “construction

zone” around 100 µm× 100 µm in size, that will later be patterned using e-beam

lithography to form the nanostructure.

After etching, ohmic implants are formed using optical lithography and implan-

tation of As at 3 × 1015cm−2 density at 100 keV. An oxidation anneal of 900°C for

13 min and an N2 soak at 900°C for 30 min follows the implant step and serves the

multiple purposes of crystallizing, activating and uniformly diffusing the dopants in

the poly-Si while also forming a SiO2 layer (10–25 nm) on the surface of the poly-Si.

This SiO2 layer forms the first part of the hard mask layer used for the nanostructure

78



Chapter 4. Single-Electron Si-MOS Devices

etch in the construction zone. The second part of the hard mask is a 20 nm Si3N4

layer (35 nm for device B). An 800 nm thick field oxide is subsequently deposited

using low-pressure chemical vapor deposition (CVD), tetraethoxysilane (TEOS) or

high-density plasma CVD for device B. The field oxide is planarized using chemical

mechanical polishing (CMP) leaving approximately 500 nm over the silicon and 300

nm over the poly-Si. Vias are etched to the conducting poly-Si and n+ ohmics at

the silicon surface. The vias are filled with Ti/TiN/W/TiN. The tungsten is a high

contrast alignment marker for subsequent e-beam lithography steps. Large, approxi-

mately 100 µm× 100 µm windows aligned to the construction zones are then etched

in the field oxide to expose the underlying hard mask and poly-Si construction zone

for nanostructure patterning. The last processing step for the devices in the silicon

foundry is a 450°C forming gas anneal for 90 min.

Phase 2 (separate nano-micro fabrication facility): The wafers are removed from

the silicon foundry and subsequently diced into smaller parts, leading to 10 mm ×

11 mm dies, containing each 4 complete QD devices. The nanostructure is patterned

using electron beam lithography and a thinned ZEP resist. The pattern is transferred

with a two-step etch process. First, the SiN and SiO2 hard mask layers are etched

with a CF4 dry etch, and O2 cleans then strips the resist in-situ. The second etch

step is to form the poly-Si electrodes, which is done with an HBr dry etch in the

same chamber. The poly-Si etch is monitored using end-point detection in a large

scale etch feature away from the active regions of the device. Wet acetone and dry

O2 cleans are used to strip the residual resist after the poly-silicon nanostructure

formation. After the wet strips off the tungsten vias, a lift-off process is used for

aluminum formation of bond pads to contact the ohmics and poly-silicon electrodes.

The last step is a 400°C, 30 minute forming gas anneal. For device B, after the

polysilicon etch, a second e-beam lithography and implant step was done to place

donors near the QD region. The device was sent out for implantation, 4× 1011cm−2
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Phosphorus at 45 keV. After the implant step, the photoresist was stripped with

acetone and then the metal and residual organics were stripped from the surface

using peroxide and RCA cleans. The device was subsequently metalized using an Al

lift-off process similar to devices A1 and A2.

4.6 Devices and Experimental Parameters

Experiments are performed in two distinct laboratories, Université de Sherbrooke

(devices A1 and A2) and Sandia National Laboratories (device B), in dilution refrig-

erators sustaining an electronic temperature of 125 mK and 160 mK, respectively. In

the limited testing of standard measurements, the samples are found to be robust to

thermal cycles (i.e., little threshold shift) and no devices were visually altered by the

long-distance shipping (e.g., damage from electrostatic discharge was not observed).

The devices are also electrically stable, with the drift of the quantum dot chemi-

cal potential in device B characterized as approximately 5.3 ± 0.5 µeV standard

deviation over a 150 hour period.

Table 4.1 compares the characteristic of devices A1, A2, and B. Table 4.2 exposes

the experimental parameters for all measurements shown or mentioned in the main

text for devices A1 and A2 (single-lead devices), while Table 4.3 does the same for

device B.

A statement concerning device A1 is helpful for full comprehension. The full

range AD vs AR stability diagram for device A1 is not shown in the main text for the

sake of clarity. Indeed, features not related to the split enhancement gate operation

principles, and attributed to an irregularly shaped confinement potential under gate

AD, were presents in the full-range stability diagrams of device A1 (see Figure 4.4(b).

This effect could be mitigated, but only up to a certain point, by applying more

negative voltages on gates C1 and C2. The stability diagram of device A2, however,
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Device A1 A2 B

Reservoirs Single Lead Single Lead Double Lead

Device
Dimensions

AD-C2: 60 nm,
AD-AR: 100 nm,

AD width: 100 nm

AD-C2: 25 nm,
AD-AR: 30 nm,

AD width: 75 nm

AD-C2: 30 nm,
AD-AR: 20 nm,

AD width: 50 nm
Mobility 4560 cm2/V/s 4560 cm2/V/s 11600 cm2/V/s
Interface

Roughness
2.4 Å 2.4 Å 1.8 Å

Percolation
Density

6.0× 1011cm−2 6.0× 1011cm−2 1.6× 1011cm−2

Scattering
Charge Density

7.6× 1010cm−2 7.6× 1010cm−2 5.2× 1010cm−2

Interface
Correlation

Length
26 Å 26 Å 22 Å

Wafer Type 10 000 Ω-cm, n 10 000 Ω-cm, n 10 000 Ω-cm, p*
Polysilicon Gate
Stack Thickness

100 nm 100 nm 200 nm

Silicon Gate
Oxide Thickness

35 nm 35 nm 35 nm

Table 4.1: Measured Device Characteristics
Devices A1 and A2 present the same layout, differing only in the spacing between
the gates and the width of the gates (A2 gates are more closely packed than A1

gates). For comparison, the devices are labeled by the distance between gates AD
and C2, and the distance between AD and AR tips (see Figure 4.1(b)).

*Device B contains a 99.95% Si28 enriched epitaxy layer.
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Data Figure 4.3b
and 4.3c

Figure 4.3d Figure 4.4a Figure 4.4b

Device B B B B
AD 1.2 to 1.8 V 0.9 to 1.6 V 1.8 V 1.21 to 1.8 V
AR1 3.0 to 7.0 V 5.15 to 8.0 V 5.0 V 5.0 V
AR2 3.5 V 3.15 to 4.75 V 3.0 V 3 to 3.1 V
C1 -2.7 V -1.5 V -6.7 to -5.3 V -6.7 to -0.76 V
C2 -4.0 V -3.0 V -3.0 V -3.0 V
C3 -0.26 V 0 V -0.26 V -0.26 V
C4 -4.2 V -4.2 V -4.2 V -4.2 V

TSET 2.61 V 0 V 2.53 V 2.53 V
SETR1 2.5 V 0 V 2.5 V 2.5 V
SETR2 2.5 V 0 V 2.5 V 2.5 V

U -1.5 V 0 V -4.8 V -4.8 V
L -4.8V 0V -0.92V -0.92 to -1.26 V

Table 4.3: Double-Lead Device Experimental Parameters
Experimental parameters for various data sets of the main text, for device B. All
measurements are made with a Lock-In frequency of 492.6 Hz and a source-drain

bias of 50 µVRMS.
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is much cleaner owing to its smaller features compared to A1, but experimental setup

constraints at that time prevented repeating the tunnel rate measurements on device

A2, hence the reliance on qualitative analysis only for this device. It is emphasized

that with the appropriate confinement, both devices qualitatively exhibit the same

tunnel rate modulation and bending of the charge transitions, which, as stated in the

main text, is believed to be intrinsic to the split enhancement gate tunnel barrier.

Figure 4.4(b) illustrates the effect of insufficient and irregular confinement of the

dot in device A1. Figures 4.4(c)–(f) show how the smaller features of device A2,

combined to an increasingly more negative voltage on gate C1, lead to more regular

dot transitions, and the clean diagram shown in Figure 4.2 (a) of the main text.

This observation is in agreement with the clean and regular transitions witnessed for

device B (Figure 4.3(d)), which possesses even smaller features than device A2 (see

Table 4.1).
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Figure 4.4: Single-Lead Device Single-Electron Stability Diagrams
(a) SEM of single-lead device A2. The device has a symmetry axis between the two
quantum dots. Experiments on device A2 involved the formation of a single quantum
dot, on the left side of the device only (under AD). (b) Wide range stability diagram
for device A1 corresponding to the bottom right inset of Figure 4.2(a) in the main
text. The pale charge transitions on the left-hand side are transitions in the left QD,
which was activated for this measurement series. The large features of device A1 and
the small negative voltage on C1 are responsible for the irregularities in the right dot
transitions (right-hand side). (c), (d), (e), (f) Stability diagrams for device A2, with
all parameters kept the same except for C1 gate voltage. A more negative voltage
on C1 leads to more regular quantum dots, as expected.
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4.7 Tuning Orthogonality

When designing a QD device, it is of interest to provide local control of important

device properties, with the surface gate voltages often serving as the control knobs.

One often used parameter is the gate lever arm α, which describes the efficacy of a

gate voltage on the QD chemical potential level µ. The lever arm is defined as

∆µi = αi∆Vi, (4.2)

where there is a unique αi for each gate i. In a similar spirit, a parameter describing

the controllability of the QD-reservoir tunnel rate can be defined as

∆Γi = β′i∆Vi. (4.3)

While α is always positive by definition, β′ can be positive or negative, depending on

if gate i increases or decreases the reservoir-QD tunnel rate with a positive voltage

change. For example, for a QD under gate AD, gate AR increases the tunnel rate

with increasing voltage, while gate AD′ decreases the tunnel rate with increasing

voltage (Figure 4.2(b)). Geometric arguments can typically be made to estimate the

sign of β′ by considering whether a positive voltage change on a gate is pulling the

dot towards or away from the reservoir.

Of particular interest for designing QDs is the ability to tune the tunnel rates to

the QD while only imparting a minimal change in the QD chemical potential, which

denotes a high degree of tuning orthogonality between the two properties. Good

orthogonality facilitates emptying the QD (fewer gate compensations are required

to obtain N = 1) and tuning the reservoir coupling with minimal effect on the shift

in the charge stability diagram (quicker optimization of relaxation and coherence

times). For a single gate, the orthogonality between the tunnel rate and the chemical

potential tunability is optimized by maximizing the ratio ∆Γi

∆µi
=

β′i
αi
≡ βi. This can

be rewritten in an analogous form to the lever arm:

∆Γi = βi∆µi. (4.4)
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To obtain βi, one must measure the change in both tunnel rate and chemical potential

for a change on the gate voltage ∆Vi. In practice, this is impossible because a change

in a single voltage moves the QD level out of resonance with the Fermi level, and a

change in tunnel rate cannot be determined. Thus, one must consider the effect of

two gate voltages changing and compensating each other such that the QD chemical

potential is always in resonance with the Fermi level. Continuing the analogy with

the lever arm, it is assumed that the total change in tunnel rate is simply the sum of

the contributions of each gate that has changed. For two gates 1 and 2, this results

in

∆Γ1,2 = ∆Γ1 + ∆Γ2 = β1α1∆V1 + β2α2∆V2. (4.5)

As the chemical potential has not changed, there is an additional constraint

∆µ1,2 = ∆µ1 + ∆µ2 = α1∆V1 + α2∆V2 = 0. (4.6)

Combining Equation 4.5 and Equation 4.6, the two-gate tunnel rate orthogonality

parameter is defined as

β1,2 ≡ β1 − β2 =
∆Γ1,2

∆µ1

, (4.7)

which is directly attainable from the measurements in Figure 4.2(b). From the

data, a slope of
∆ΓAR,AD

∆VAR
= 5.9 ± 0.7 decades/VAR is extracted, which describes the

change in tunnel rate induced by a change in both VAR and VAD. With a lever arm

αAR ∼ 0.007 eV/V, it is determined that βAR,AD = 0.9± 0.3 decades/meV.

For comparison, β1,2 is extracted for a multilayer enhancement mode Si/SiGe de-

vice which uses a dedicated barrier gate located directly on top of the tunnel barrier,

sandwiched between the reservoir and QD gates (Zajac et al. [98]). Information on

the tunnel rates is determined from the stability diagram of the tunnel barrier gate

LB1 and the QD gate L1 (Figure 2a of Zajac et al. [98]). To more easily compare this

data to the device in this work, the gates are relabelled LB1→BG and L1→AD. The
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voltage ranges studied show transition rates ranging from the measurement sample

rate (assumed to be at least 10 Hz) to the lifetime broadened regime (kBTe
h

= 800

MHz for a reported electron temperature of Te = 40 mK). This provides two coor-

dinates (Γ,VBG) to estimate the tunnel rate orthogonality, where it is found that

∆ΓBG,AD = 7.9decades
0.4VBG

= 19.8 decades/VBG. From the reported lever arms and capac-

itance ratio for the QD and barrier gates, it is determined that αBG = 0.022 eV/V,

and thus βBG,AD = 1.4± 0.5 decades/meV.

The definition of β1,2 lends itself to compare other devices and geometries as

well, as β1,2 is independent of geometry specific information like capacitances. The

concept of β1,2 can also be extended to optimize QD devices for other characteristics

which may be useful for qubit operation. For example, one can similarly define a

parameter that describes the orthogonality between a double-QD coupling and the

double-QD detuning, or a double-QD coupling and the valley splitting.

4.8 Valley Splitting Tuning

In this section, the spin filling and singlet-triplet energy splitting in the silicon QDs

are examined using magnetospectroscopy [98, 103, 104].

The first 4 charge transitions from device B are shown as a function of the trans-

verse magnetic field, at VAD=1.8 V, in Figure 4.5(a). The first transition shows a

shift in chemical potential consistent with a lowering of energy due to increasing Zee-

man splitting. The inflection point at B = BST in the N = 1→ 2 charge transition

indicates the magnetic field at which the singlet-triplet (ST) transition occurs in the

quantum dot [105, 106]. The magnetospectroscopy for the N = 2→ 3 transition has

an inflection at the same B-field as the N = 1→ 2 transition. This is consistent with

a simple model for which there are two valleys and the 2nd valley is loaded with a 3rd

electron as spin-down. The inflection point again marks the crossing of the spin-up of
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the lower valley with the spin-down of the upper valley. The 4th electron then loads

always spin-up, also suggesting that the next orbital energy is well offset from this

lower manifold, which is indeed consistent with the order of 3 meV estimate from

the Coulomb diamonds. This spin filling also indicates a relatively small Coulomb

repulsion relative to orbital energy spacing [107].

The magnetospectroscopy measurements are repeated for different VAD, com-

pensating with the confinement gate C1 to maintain charge occupation. The single

particle valley splitting is estimated from EV S = gµBBST , assuming g = 2, for de-

vices A2 and B (Figure 4.5(b)). For device B, a linear tunability of EV S is extracted

using the accumulation gate voltage of 231± 15 µeV/V, with the error range corre-

sponding to a 95% confidence interval on the fit. Roughly approximating the vertical

electric field as ∆FZ = ∆VAD/tox, where tox is the gate oxide thickness, 35 nm here,

this tunability is converted to 8.1± 0.6 µeV m/MV. The linear trend is qualitatively

consistent with theory and recent observations in MOS QDs [105, 109].

For device A2, although the measurements were too noisy to extract a convincing

tunability fit, all data points are located into the confidence interval for device B’s

tunability. Note that differences in valley splittings between devices A2 and B would

be expected from variations in electrostatic environments (e.g., gate layout and di-

mensions, distribution of voltages to reach single electron occupation and threshold

voltages) and in interface roughness, approximately 20% different between the two

samples [109].
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Figure 4.5: Double-Lead Device Magnetospectroscopy and Valley Splitting
(a) In-plane magnetospectroscopy measurements for device B, for transitions N =
0 → 1, 1 → 2, 2 → 3, and 3 → 4, from a stability diagram similar to Figure 4.3(c),
at VAD=1.8 V. A lever arm of 31± 4 µeV/mV is inferred assuming g=2, within 15%
of the lever arm extracted from Coulomb peak width temperature dependence [108].
BST indicates the magnetic field at which the singlet-triplet transition occurs. (b)
Extracted valley splitting EV S as a function of the dot accumulation gate voltage
VAD. The diamonds (blue) data points are for device A2 (single-lead, Figure 4.4),
and the circles (red) data points are for device B (double-lead, Figure 4.3(a)). Dashed
red line indicates the fit for the valley splitting tunability of device B, and the 95%
confidence range (CI) is indicated by the red filled region.
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4.9 Conclusion

In conclusion, a split enhancement gate architecture implemented in single-lead and

double-lead layouts of polysilicon MOS QD devices is explored. The single-electron

regime was reliably achieved in three different devices. Using the reservoir enhance-

ment gate to modulate the tunnel rate and compensating with the dot enhancement

gate, a tuning orthogonality of βAR,AD ≈ 0.9 decade/meV was found in one of the

single-lead devices. It is argued that the notable tuning orthogonality, which is

comparable to what can be achieved in devices with a dedicated barrier gate in

multi-stack architectures, is boosted by the screening effect arising from the use of

an enhancement gate as a tuning knob. In addition, a strongly confined quantum dot

with charging energies up to 11 meV and an orbital energy of 3 meV was observed in

the device with smallest features, corresponding to a ∼ 30 nm radius, and a linearly

tunable valley splitting up to 250 µeV.
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Chapter 5

Characterization of the CB-HBT

at 4 K

5.1 Preface

This chapter was originally published in Applied Physics Letters in 2015 as “Cryo-

genic preamplification of a single-electron-transistor using a silicon-germanium het-

erojunction bipolar transistor” [63].

5.2 Introduction

Donor spin qubits have recently received increased interest because of the demon-

stration of high fidelity coherent control of phosphorus donors using a local electron

spin resonance technique [110, 111]. This approach is of interest both for quantum

information [71, 112, 113] as well as representing a new experimental platform to

investigate the behavior of single impurities in semiconductors using electron and
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nuclear magnetic resonance. Single-shot readout [19, 114, 115] of the spin polar-

ization is an important component of the measurement. It may be accomplished

using a wide-band measurement of the single electron transistor [116] (SET) conduc-

tance, which is sensitive to the ionization condition of any nearby donors [21, 81].

The technique relies on the alignment of the neighboring SET chemical potential

between discrete Zeeman energy levels. The donor spin-up electron ionizes into the

SET, leading to a detectable transient change in the local electrostatic potential,

while an SET electron waits to reload into the donor as a spin-down. The temporary

ionization of the donor changes the conductance of the SET, which is measured as

a current pulse corresponding to a spin-up electron or no pulse if the electron was

spin-down.

Readout fidelity can be no better than what the signal-to-noise-ratio (SNR) pro-

vides for a particular bandwidth, although other factors can introduce errors that

degrade the fidelity, such as rapid tunneling events that are faster than the bandwidth

of the readout. The donor readout technique is performed at cryogenic temperatures

less than 4 K, which are typically necessary to observe the spin readout of the donor

state at reasonably low magnetic fields. The SET current is subsequently ampli-

fied at room-temperature (RT) using one or several amplification stages, typically

including a transconductance amplifier. The line capacitance between the transcon-

ductance amplifier and the SET typically sets the limits of performance of the circuit.

Increased readout bandwidth can improve fidelity, for example, by detecting faster

tunnel events, however, the increased bandwidth reduces SNR. The SNR can be in-

creased if amplification is introduced before the dominant noise source contributes

to the signal.

Several approaches have been pursued to maximize SNR using cryogenic elec-

tronics for readout and amplification. One technique is to embed an SET in an RF

resonant circuit, referred to as RF-SET [56, 117, 118], which has resulted in some of
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the most competitive readout performance. However, the RF-SET technique requires

a significant investment to implement, it introduces some challenges to integration

[59, 119, 120], and for the purpose of donor spin readout it, can introduce an ad-

ditional complication of directly modulating the chemical potential of the SET. An

alternative technique, similar in some respects to the RF-SET approach, is to cou-

ple an SET or similar device to a superconducting resonator [121–123], which may

be followed by additional superconducting quantum circuitry such as a Josephson

Parametric Amplifier [58, 124, 125]. Current comparators have shown promise but

their thresholds of sensitivity have been near the limits of the current output of SETs,

making them difficult to implement without a preamplification stage [126, 127]. Cryo-

genic preamplification using discrete high-electron-mobility-transistors (HEMTs) has

been investigated resulting in sufficient SNR for a particular bandwidth [62]. How-

ever, HEMTs may require a relatively high power dissipation, and the typical circuit

configuration introduces a fixed load resistance in front of the gate that can limit the

circuit bandwidth.

In this chapter, a discrete, commercial silicon-germanium (SiGe) heterojunction

bipolar transistor [128–132] (HBT) is used for cryogenic [133, 134] amplification of

a silicon SET’s output current. This is a preamplification stage for a single electron

spin readout circuit. The SiGe HBT can be operated at relatively low power, has

low overhead for implementation, and in principle could be integrated with a silicon-

based qubit process flow. It is found that the HBT provides a current gain of order

of 100–2000. The current gain and the noise spectrum with the HBT result in an

SNR that is a factor of 10–100 larger than without the HBT at lower frequencies.

The transition frequency defined by SNR = 1 has been extended by as much as a

factor of 10 compared to without the HBT amplification. The power dissipated by

the HBT is estimated to be between 5 nW to 5 µW for the relevant operation range.
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Figure 5.1: HBT-SET Circuit
The SEM image shows the silicon metal-oxide-semiconductor device geometry with
polysilicon gates labeled VL,VC ,VR, and VA. The quantum dot (QD) is formed be-
neath the narrow channel of the gate labeled VA. The circuit is DC biased by VE and
AC biased by VD (either sinusoidal or pulsing inputs). The parasitic capacitance,
CP , is due to the device and/or PCB. The parasitic capacitance, CCOAX , is due to
the length of the wires leading to and from the device immersed in liquid helium at
4 K. Room-temperature transimpedance (TIA) and voltage (VA) amplifiers are used
to amplify the signal before it is read out on a lock-in amplifier or oscilloscope.

5.3 HBT Characterization

The measurement circuit with both HBT and SET is shown in Figure 5.1. The

base of the HBT is connected to the source of the SET using a bond wire between a

surface mount HBT and the SET chip both of which are immersed in liquid helium

during measurement. The HBT collector is connected to a one-meter long Lakeshore

304 stainless steel braided coaxial cable with a capacitance of approximately 174

pF/meter. The emitter is connected via an identical cable to either a Keithley 2400
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or an Agilent 33500B for low- or high-frequency measurements, respectively. The

gate labeled VA is also connected to coaxial cables for pulsed measurements while

all other leads were connected through twisted pair lines. The HBT collector is

connected to a room-temperature Femto DLPCA-200 transimpedance preamplifier,

unless otherwise noted. A subsequent SR560 voltage preamplifier is used as a variable

bandwidth filter but otherwise is set to a gain of 1. Lock-in measurements were done

with a Zurich HF2LI or SR830 using a 100:1 resistive voltage divider and typically

an excitation voltage of 100 µV or 1 mV on the SET drain, without or with the HBT

respectively unless otherwise noted. The DC bias was set by the DC source applied

to the HBT emitter with no voltage division.

HBTs were first characterized in liquid helium with room-temperature load resis-

tors without the SET to simulate different SET resistances and calibrate the tran-

sistor’s collector current as a function of base current and load resistance, Figure

5.2. Multiple commercially available high bandwidth HBTs were measured at low

temperature. Resistances between 100 kΩ and 1 GΩ were examined. The DC be-

havior of these HBTs at low temperature is exponential. As the input current, IB,

increases, the readout current, IC , increases exponentially, Figure 5.2(a). The turn-

on behavior of the HBT in the circuit depends solely on the forward-bias diode drop

across the base-emitter (BE) junction, VBE. VBE is calculated by subtracting the

voltage drop across the resistor from the bias applied to the emitter. For different

resistances, input and readout current behave exactly the same as VBE is increased,

Figure 5.2(b),(c). Therefore, for a given readout current the input current is known

and by using this curve as a calibration, the potential across an SET connected to the

HBT, for a fixed emitter bias, can be estimated as 4VSET (IC) = |VE| − |VBE(IC)|.

Note that not all HBTs measured at 4 K showed greater than unity current gain

(IC/IB > 1) combined with the correspondingly low voltage of 0.1−2 mV across the

test resistance. Typical operation of the silicon SETs for readout is done with a bias

voltage of 80−300 µV, well below the charging energy of the SET to avoid reduction
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Figure 5.2: HBT Biasing Calibration Curves at 4 K
(a) Collector current and as a function of base current for the CEL NESG3031M05
HBT used and an Infineon BFP842ESD HBT. This curve enables mapping from
readout current to device input current regardless of SET resistance. The gain
shown is for the NESG HBT. (b) Collector current as a function of the HBT base-
emitter voltage for different resistors in-line with an NESG HBT. Identical HBT
turn-on behavior is observed regardless of the load resistance before the base-emitter
junction of the HBT. (c) Base current as a function of the HBT base-emitter voltage
for different resistors in-line with an NESG HBT. These current curves similarly
overlap.
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of sensitivity from broadening of the Coulomb blockade peaks. Out of 25 HBTs char-

acterized at 4 K, the California Eastern Laboratories (CEL) NESG3031M051 HBT

showed the highest current gain and lowest test resistance biasing, so it was selected

for measurements with the SET.

5.4 Frequency Response

To examine the frequency response of the SET with and without the HBT, narrow-

band lock-in measurements were done by inputting a small voltage sinusoidal signal

into the SET’s drain resulting in a sinusoidal input current, ib, and a sinusoidal

readout current, ic. To ensure the DC operating point was minimally perturbed,

input signal magnitudes were constrained to ic ≤ 0.2 · IC , remaining within a linear

signal regime. A set of charge stability plots show Coulomb blockade through the

quantum dot, Figure 5.3(a),(b),(c). The stability plots are formed by sweeping the

center plunger, VC , and stepping the left and right plungers, VL,R, as indicated in

Figure 5.1. Qualitatively, the presence of Coulomb blockade confirms that a DC bias

can be chosen that produces VSD sufficiently below the charging energy of the QD.

It is estimated that VSD for VE = −1.051 V is approximately 1 mV, extracted from

the appropriate IC vs VBE curve.

The HBT-SET current does not go to zero in the blockaded regions. Verilog-A

simulations of the circuit including a model for SET conductance and the calibrated

4 K HBT parameters [135] predict that the HBT-SET minimum conductance for the

Coulomb blockade will be prevented from going to zero. This behavior is believed

to be a consequence of having a floating source that increases VSD to maintain some

current through both the HBT and SET at all times. That is, relatively small changes

1At the time of publication (2015), the manufacturer’s website states that the CEL
NESG3031M05 HBT is no longer in production. However, the Infineon BFP842ESD HBT
had a similar biasing calibration curve at 4 K as shown in Figure 5.2(a).
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Figure 5.3: HBT-SET Stability Plots and Frequency Domain Data
All measurements were performed at a temperature of 4 K. (a) Stability plot showing
the SET Coulomb blockade behavior of the HBT-SET circuit at 900 Hz. Well defined
peaks and contrast are found when an HBT is added. (b) Stability plot of same SET
and resulting Coulomb blockade with no HBT. Similar contrast to (a) is observed.
(c) Stability plot showing the SET Coulomb blockade in a very similar voltage range
as (a) but with an input frequency of 2 MHz. The SNR decreases at the higher
frequencies in this narrowband measurement. (d),(e),(f) Narrowband measurements
as a function of input frequency. All data is the lock-in output’s in-phase quadrature.
The signal and SNR are plotted as absolute values.
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in the DC bias current through the HBT lead to relatively large voltage shifts from

VBE to VSD. The current turn-off of the Coulomb blockade is consequently suppressed

because the shift of voltage drop from VBE to VSD is always enough to maintain a

small current through both the SET and the HBT. Quantum point contacts (QPC)

are also frequently used as charge sensors and would likely minimize this complication

of the amplification circuit. That is, the conductance of a QPC varies much less over

similar bias ranges, and usually, very low conductance conditions can be avoided.

Quantitatively, the cases with and without HBT are compared for equal input

signals, 100 µV, and similar SET resistance, 100 kΩ to 1 MΩ, Figure 5.3(d),(e),(f).

The lock-in signal shown is the in-phase quadrature. The frequency dependence of

the narrowband SNR is shown for several room-temperature transimpedance ampli-

fier gain settings (Figure 5.3(f)). The current gain and the noise spectrum with the

HBT result in a signal-to-noise-ratio (SNR) that is a factor of 10–100 larger than

without the HBT at lower frequencies. For stability plots such as Figure 5.3(a),

the lock-in time constant was able to be reduced by at least a factor of 10 due to

the increased SNR, thereby reducing the total acquisition time by at least the same

factor.

In Figure 5.3(f), the transition frequency, defined by SNR = 1, for the case

without the HBT is observed to be ∼ 100 kHz, where |SNR|<< 1 for frequencies

higher than 100 kHz. The transition frequency is extended with the addition of

the HBT. The extended transition frequency with the HBT enabled acquisition of

narrowband stability plots at 2 MHz, as shown in Figure 5.3(c). For frequencies near

and beyond approximately 200 kHz in Figure 5.3(f), a significant shift in phase that

approaches 180 degrees is observed in the lock-in detected signal. The absolute value

of the signal and SNR is plotted in Figure 5.3(d) and 5.3(f) in order to show this

phase shift. Circuit analysis of Figure 5.1(a) indicates that the HBT circuit has a pole

due to the SET resistance and the parasitic capacitance, CP , as well as an additional
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pole due to the HBT base-collector resistance and the parasitic capacitance of the

coaxial cables, CCOAX .

5.5 Time Domain Measurements

The response of the HBT-SET circuit was measured in the time domain by tuning

the SET in resonance with a nearby charge center such that tunneling events on/off

of the charge center are observed as changes in the conductance of the SET between

two conductance states: charge center neutral or ionized, Figure 5.4(a),(b),(c). This

is similar to a charge sensing or spin readout configuration. The magnitude of con-

ductance change is not the largest possible but was chosen in this case because of a

combination of factors including the average tunneling rate of the transition. These

data were acquired using a room-temperature amplification chain consisting of a

Femto DLPCA-200 transimpedance amplifier with sensitivity 105 V/A followed by

an SR 560 voltage amplifier with a gain of 1 and variable low-pass filter -3 dB fre-

quencies. Measurements of signal amplitude, noise (RMS deviation from the mean

value of a voltage level), and SNR are summarized for voltage-amplifier low-pass fil-

ter settings up to 1 MHz. Other circuit parasitics introduce signal loss at frequencies

less than 1 MHz as indicated by the narrowband measurements, however, SNR > 1

is still achieved at ∼ 1 MHz with the HBT-SET circuit, as shown by the green (RTS)

curve in Figure 5.4(f).

The circuit response to direct pulsing on the drain ohmic was investigated to

more directly examine rise/fall time response. The pulses were generated by apply-

ing externally controllable square voltage pulses to the drain ohmic, with the voltage

amplitude converted to a current amplitude by measuring and taking the difference

of the current at both voltage levels with a current meter. Square pulses with am-

plitude 150 pA and width 2 ms were used for the uppermost (blue) curve in Figure
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Figure 5.4: HBT-SET RTS Readout Traces with Signal, Noise, and SNR
(a),(b),(c) Single-shot oscilloscope traces of random telegraph signal (RTS) due to
proximal charge center tunneling. Room-temperature low pass filter settings of 10
kHz, 100 kHz, and 1000 kHz are used to monitor the RTS. (d),(e),(f) Measured
wideband signal magnitude, noise magnitude, and SNR as a function of low-pass
(LP) filter setting. The blue curves show calibrated input current (150 pA) pulse
data for the HBT-SET circuit. The red curve is the same current input as the blue
curve with noise calculated from the narrowband noise spectral density for the SET
circuit without the HBT. The green curve shows the measured RTS data from Figure
5.4(a)–(c).
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5.4(d). This data was acquired using an RT amplification chain consisting of a Femto

DLPCA-200 transimpedance amplifier with sensitivity 105 V/A followed by an SR

560 voltage amplifier with a gain of 1 and variable low-pass filter -3 dB frequencies.

It was found that the conductance of the SET modified the bandwidth of the circuit

response and that for the minimum and maximum conductances examined, 0.313 µS

and 0.183 µS, respectively, the response times were 14.5 µs and 0.612 µs, respectively.

The SNR from the random telegraph signal (RTS) like behavior is overlaid as green

curves. The blue curve in Figure 5.4(f) shows an improved SNR primarily because

the current through the SET is being driven by an external pulse instead of being

limited by the change in conductance in the SET from the RTS charge center at a

fixed VSD range. Through the calibration of voltage to current, a current amplitude

of 13 pA for the RTS data in Figure 5.4(a)–(c) is observed.

For comparison between the device with and without the HBT, the wideband

SNR is estimated from the narrowband measurements. That is, if it is assumed that

the same current pulse amplitude of 150 pA is used for the uppermost (blue) curve

in Figure 5.4(d), the total noise can be calculated by integrating the noise spectral

density that was measured in the narrowband measurements without the HBT. Noise

spectral density was calculated by dividing the solid red curve in Figure 5.3(e) by the

square root of the noise-equivalent-power bandwidth of 1.25 Hz, calculated from the

lock-in time constant and filter roll-off. The noise spectral density was integrated to

an upper limit equal to the voltage amplifier low-pass filter -3 dB frequency, resulting

in the red curve in Figure 5.4(e). It is found that the noise increases nonlinearly

with the HBT and also for the calculated case without the HBT, while the signal

stays constant throughout the low-pass filter setting range. With the HBT, there

is an increase in SNR of about a factor of 10 for the RTS case (green), and about

a factor of 60 for the direct pulsing case (blue) at lower frequencies. The greater

SNR, particularly at lower frequencies, appears to be due to amplification in the

signal before the dominant noise source is introduced, perhaps near the input of the
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preamplifier at room-temperature. The SNR for the direct pulsing (blue) and the

RTS (green) is reduced at higher filter settings because of the nonlinearly increasing

noise. However, with the HBT the gain is sufficiently high such that pulsing events

are detectable at the microsecond time scale.

An estimate of the DC power dissipation of the HBT can be made by taking the

product of the current through and the voltage across the HBT. The peak conduc-

tance conditions observed in this work correspond to IB ≈ 1 nA and IC ≈ 5 µA maxi-

mum and |VE| ≈ 1 V, from which a power dissipation of V ·I = 1(V )×5·10−6(A) = 5

µW is estimated. Regions off of peak conductance, that is, most of the stability di-

agram, correspond to power dissipations as low as 10–100 nW. Even at the highest

estimated power of 5 µW, the power dissipation is less than or about equal to the

cooling power of the lowest temperature stage of a dilution refrigerator.

5.6 Conclusion

A discrete, commercial SiGe HBT was examined for low power cryogenic preampli-

fication of an SET charge sensing circuit. The HBT-SET charge sensing circuit is

shown to produce a substantial increase in SNR relative to the SET charge sens-

ing circuit without an HBT. The gain is non-linear when using the SET readout

configuration. readout behavior is simulated by using the circuit to detect random

telegraph signal of a nearby charge center. The HBT-SET circuit was voltage biased

to a point where the power dissipated was 0.01–5 µW; the gain was 100–2000; and

the source-drain bias across SET was ∼ 0.1–1 mV. The current gain and the noise

spectrum with the HBT result in an SNR that is a factor of 10–100 larger than

without the HBT at lower frequencies. The transition frequency defined by SNR =

1 has been extended by as much as a factor of 10 compared to without the HBT

amplification. The increased performance is believed to be due to signal gain near
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the SET before a major noise source is introduced in front of the room-temperature

transimpedance amplification stage.
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HBT Circuit Comparison

6.1 Introduction

Spin qubits in semiconductors are a promising platform for building quantum com-

puters [4, 17, 19–21, 136–138]. Significant progress has been achieved in recent years,

including demonstrations of extremely long coherence times [2], high-fidelity state

readout [5, 139–141], high-fidelity single qubits gates [2, 74, 75, 142], and two-qubit

gates [3, 4, 142, 143]. As the field advances to multiple qubit systems, improvements

in single-shot state readout and measurement times will be necessary to achieve fault

tolerance. Improving the signal-to-noise ratio (SNR) and bandwidth (BW) of the

qubit state detection is critical for both tunnel rate selective readout [19] and energy

selective readout [20]. With the same bit error rate, faster readout will reduce tunnel

rate and metastable relaxation or relaxation related errors.

Cryogenic amplification is one way the readout SNR and BW can be improved.

Challenges are that: 1) input signals remain relatively small [22, 144–147] and 2) sig-

nificant noise and parasitic capacitance is introduced into the measurement circuit

when routing the signal out of a dilution refrigerator [66]. Several approaches for cryo-
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genic amplification include: radio-frequency (RF) resonant quantum point contact

(QPC) and single electron transistor (SET) circuits [56, 57, 115, 117, 120, 148–150],

gate dispersive RF circuits [59], Josephson parametric amplification circuits [58], and

cryogenic transistors [6, 60–63]. For single-shot readout, qubit state distinguishabil-

ity with sensitivity 140 µe/
√

Hz has been demonstrated [56]. However, many of

these circuits require elements to be mounted at multiple fridge stages and the use

of custom on-chip components, adding to the complexity of their implementation.

Simpler amplification circuits that use low power transistors mounted directly on

the mixing chamber stage with the qubit device thus have significant appeal [6, 63].

For example, a proof of principle readout demonstration with a dual stage HEMT

achieved Te = 240 mK, gain = 2700 A/A, power = 13 µW, noise referred to input

≤ 70 fA/
√

Hz, and 350 µe/
√

Hz charge sensitivity [6].

Silicon-germanium (SiGe) heterojunction bipolar transistors (HBTs) have been

demonstrated to operate at liquid helium temperatures [63, 132], as well as millikelvin

temperatures in dilution refrigerators [131, 151–153]. The HBT is motivated by low

1/f noise, high Rout, and possible opportunities to achieve higher gain at the same

power. Furthermore, there can be bipolar junction transistor (BJT) advantages

compared to field effect transistors (FETs) for low input impedance amplifier circuits

[154]. The approach here is to use a single SiGe HBT as a cryogenic amplifier at the

mixing chamber stage of a dilution refrigerator to improve the SNR and BW of the

signal from an SET used as a charge-sensor. Two different HBT circuits have been

designed and characterized: 1) the current-biased HBT circuit (CB-HBT) (Figure

6.2(a)) and 2) the AC-coupled HBT circuit (AC-HBT) (Figure 6.1(a)). The CB-

HBT simply has the drain of the SET connected to the base of the HBT, while the

AC-HBT has the base of the HBT connected to the drain of the SET via a resistor-

capacitor (RC) bias tee. Regardless of the coupling between the HBT and SET, the

HBT must be DC biased in order to amplify. For either circuit, the silicon metal

oxide semiconductor (Si-MOS) device and HBT are mounted on a printed circuit
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board (PCB) only centimeters apart. The proximity of the HBT amplifier to the

SET has the advantages of minimizing parasitic input capacitance and increasing

signal before noise from the fridge is added. However, since the mixing chamber

stage has a cooling power of around 100 µW at 100 mK, the HBT circuits must

operate with powers similar or less in order to avoid heating.

In this chapter, the two amplification circuits are first introduced with discussions

of gain, sensitivity, bias behavior, and noise. The basic performance and operation

of the two amplifiers are then compared and the input-referred noise is extracted

as well as signal response and heating of the quantum dot electrons. Finally, the

performance for single-shot readout is compared and discussed, which somewhat

depends on the specific layout of the SET and quantum dot to produce larger signals

via increased mutual capacitance.

6.2 AC-HBT Description

The AC-HBT consists of a Si-MOS device that is AC-coupled to an HBT, which

amplifies the SET response to AC source-drain voltage excitation at frequencies

higher than around 100 Hz. The SET is integrated into a double quantum dot (QD)

device (Figure 6.1(a): SEM image), which is made on a Si-MOS platform (see Section

6.6).

To operate the AC-HBT, the DC base bias is grounded, and the emitter is biased

negatively to support a base-emitter bias VBE above the cryogenic HBT threshold

(about -1.04 V). The HBT current at the collector is measured through a room tem-

perature transimpedance amplifier (TIA), and the signal is demodulated, filtered,

and digitized. The TIA is referenced to ground, so the collector-emitter bias equals

the base-emitter bias. This configuration is found to optimize the circuit SNR and

also requires only two lines coming from room temperature for the three HBT termi-
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nals. Figure 6.1(c) shows the total AC circuit gain and sensitivity vs. the amount of

power dissipated by the HBT. The AC gain is measured by comparing the current

of a Coulomb blockade (CB) peak with and without the HBT. The SET current

can be measured directly by connecting the output of RS to a room temperature

TIA (lowest ground in Figure 6.1(a)). The sensitivity of the circuit is defined as the

gate-voltage derivative of collector-current (slope) on the side of a CB peak, which is

the typical bias point where readout occurs. Sensitivities of 1–5 µA/V are achieved

in the operating region of the AC-HBT. Since the AC-HBT is a linear amplifier, the

shape of a CB peak remains unaffected by different gain/sensitivity bias points of

the AC-HBT (Figure 6.1(d)). The AC bias across the SET was chosen to be 200

µVRMS in this case to minimize the electron temperature below 200 mK.

Noise spectra are collected for different AC-HBT biases (see Section 6.11), and

noise at around 74 kHz is referred to the HBT collector and studied. The noise

displays two different behaviors as the power dissipated is increased (Figure 6.1(e)).

The transconductance of the transistor ( dIC
dVBE

) increases with power, so it is important

to identify where the transistor begins to add appreciable noise. In the low-power

limit, the noise dependence is approximately flat at around 1 pA/
√

Hz, which is

attributed to the noise after the HBT dominating any AC-HBT noise. As the AC-

HBT power is increased to > 1 µW, the noise becomes linearly dependent on power.

This behavior is predicted by the estimated shot noise for the base current (Figure

6.1(e) orange curve). The estimated total noise is calculated by adding all noise

source predictions in quadrature (dark red curve) and aligns well with the total

measured noise (blue points).
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Figure 6.1: AC-HBT Schematic and Measurements
(a) Schematic diagram of AC-HBT and SEM image of the double quantum dot
(DQD) device. Areas of electron accumulation are indicated by false color highlight-
ing of enhancement gates. The charge sensor used to measure the DQD state is in
the upper left quadrant, whose source is connected to an AC+DC signal generator,
and whose drain is connected to a cryogenic AC-coupled HBT amplification stage.
The amplification stage is mounted at the dilution refrigerator mixing chamber on
the same printed circuit board as the DQD device. Values of the passive elements
are RB = 1 MΩ, RS = 100 kΩ, and C = 10 nF. (c) Circuit gain and sensitivity vs.
power dissipated by the AC-HBT. (d) Normalized CB peak for different AC-HBT
gain/power biases. The blockade region of the CB peak reaches zero current. (e)
Noise referred to the collector of the AC-HBT for different powers. The measured
noise is plotted as blue points. The noise floor of the fridge (purple), shot noise of
the base (orange), collector (yellow), SET (light blue), Johnson noise of the shunt
resistor (green), and total estimated noise (dark red) are plotted as solid lines.
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Figure 6.2: CB-HBT Schematic and Measurements
(a) Schematic diagram of CB-HBT readout circuit including room temperature am-
plification and biasing. The SET is represented by the larger, upper orange circle,
and the QD is represented by the smaller, lower orange circle. (b) Image of the PCB
which shows the Si-MOS device and HBT mounted close together. (c) DC current
gain and sensitivity vs. power dissipated by the CB-HBT. (d) Normalized CB peak
for different CB-HBT gain/power biases. The blockaded regions of the CB peak
do not reach zero current. (e) Noise referred to the collector of the CB-HBT for
different powers. The measured noise is plotted as blue points. For comparison, the
noise floor of the fridge (purple curve), base current shot noise (orange curve), and
collector current shot noise (yellow curve) are plotted as well.

111



Chapter 6. HBT Circuit Comparison

6.3 CB-HBT Description

The CB-HBT circuit consists of an HBT wire bonded from its base terminal directly

to the drain of the SET. The SET is integrated into a double QD system consisting

of a lithographic QD and a secondary object that has not been definitively identified

(i.e., either a QD [78] or donor [22]). A high-frequency coaxial line is connected

to the collector of the HBT which is used to measure the readout current (Figure

6.2(a)). This collector line is connected to a TIA which is set with gain 105 V/A

and -3 dB bandwidth 400 kHz unless otherwise noted. The output of the TIA is

connected to a voltage amplifier used to limit the bandwidth or further amplify the

signal. Finally, the output of the voltage amplifier is connected to an oscilloscope

with an adjustable sample rate.

Operation of the circuit requires the emitter of the HBT to be connected to a

room temperature power supply filtered to 1 MHz (to suppress higher frequency

noise) and biased between -1.03 and -1.07 V. The bias of the emitter power supply

sets the base current, collector current, gain, and dissipated power of the HBT. In

Figure 6.2(b), the DC current gain and sensitivity are plotted as a function of power.

The DC current gain is defined as IC
IB

, and the sensitivity is defined as before. The

sensitivity of the CB-HBT can reach 5 µA/V between 100–500 nW, whereas the

AC-HBT requires > 10 µW to reach a similar sensitivity.

The CB-HBT acts as a current bias, so there is always current through the SET

(see Section 6.7). In regions of Coulomb blockade, the HBT base-emitter voltage

will shift on the order of the charging energy of the SET in order to maintain a

relatively constant current through the circuit. To show the current-biasing effect,

a CB peak is plotted for different CB-HBT gain values in Figure 6.2(d), and the

current is normalized to the value at the top of the CB peak. Although the current

in the blockaded regions of the CB peak is much different from a voltage-biased
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configuration, the slope of the sides of the CB peak appears to be less affected by the

current-biasing (sensitivities of 1–5 µA/V are achieved for either circuit). Note that

the effect of current bias on Coulomb blockade is independent of the HBT presence

(Figure 6.7).

As with the AC-HBT, the noise referred to the collector of the CB-HBT is exam-

ined at around 7 kHz (Figure 6.2(d)). Similar qualitatively, the lower power region

is dominated by noise after the HBT around 1 pA/
√

Hz (purple curve). As power

is increased, the measured noise (blue points) begins to increase, which follows the

estimated behavior of the base current shot-noise (orange curve) (see Section 6.11).

6.4 Amplifier Performance Comparison

The performance of both amplifiers with respect to the power dissipated is compared

in several different ways. The first metric examined is gain as power is increased.

The gain of the AC-HBT is simply the measured gain of the amplifier, however, the

gain of the CB-HBT circuit is not as simple to extract. The small-signal resistance

of the SET (rset) must be known in order to calculate the CB-HBT gain (see Section

6.10). Since the SET is directly connected to the HBT, it is difficult to measure

rset. Instead, the value of rset (3 MΩ) is used which best follows the measured noise

behavior in Figure 6.2(e) to estimate the gain. This estimated gain of the CB-HBT

circuit is plotted and compared to the measured gain of the AC-HBT circuit in Figure

6.3(a). It is observed that the CB-HBT circuit achieves higher gain at lower powers,

including operating with gain over 400 at a power around 1 µW.

Next, the noise referred to the input of the HBT is compared for each circuit.

Noise is referred to the input using the gain values in Figure 6.3(a). The noise

spectrum for each circuit is measured at different bias points and the frequency is

chosen to minimize noise. The frequency chosen for the AC-HBT circuit was around
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Figure 6.3: HBT Amplifier Performance Comparison
(a) The gain of both circuits as a function of power. The calculated gain of the
CB-HBT is shown (Section 6.10). (b) Minimum input-referred noise as a function of
power. CB-HBT has minimum of 19 fA/

√
Hz at 800 nW, and AC-HBT has minimum

of 26 fA/
√

Hz at 8.4 µW. (c) Input-referred noise spectrum of both circuits for power
that minimizes noise. (d) Signal response (in normalized arbitrary units) for both
circuits as a function of frequency. The CB-HBT has a -3 dB point at around 20 kHz,
and the AC-HBT has a -3 dB point at around 650 kHz. (e) Electron temperature
vs. power for both circuits. Base electron temperatures are between 120–150 mK.
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74 kHz, and the frequency for the CB-HBT circuit was around 7 kHz. When the

input-referred noise is plotted as a function of power (Figure 6.3(b)), a minimum

noise operating point for either circuit is observed. At low powers, the noise is

likely dominated by triboelectric noise due to the fridge and input noise of the room

temperature TIA. At higher powers, the HBT amplifiers begin injecting appreciable

noise into the circuit, therefore the overall noise increases. The CB-HBT circuit

achieves a minimum noise of 19 fA/
√

Hz at a power around 800 nW, while the AC-

HBT circuit achieves a minimum noise of 26 fA/
√

Hz at a power around 8.4 µW.

For the powers that minimize noise for each circuit, the input-referred noise spec-

trum is plotted for both circuits as a function of frequency (Figure 6.3(c)). The noise

spectrum of the CB-HBT is plotted out to 100 kHz, since its bandwidth is less than

100 kHz. The 1/f-like behavior of the noise at lower frequencies is assumed to be

due to charge noise in the Si-MOS device. In the overlapping region around 10 kHz,

the noise for the CB-HBT is significantly lower than the noise for the AC-HBT.

Figure 6.3(d) shows the frequency dependence of an input signal for both amplifi-

cation circuits up to 1 MHz. The AC-HBT has a -3 dB point at around 650 kHz, and

the CB-HBT has a -3 dB point at around 20 kHz, which implies significantly lower

BW than the AC-HBT. The origin of this lower BW is not well understood. Using

pessimistic numbers, the frequency pole of the SET resistance (assuming 1 MΩ) and

the parasitic capacitance between the SET and the base junction (assuming 1 pF)

should only limit the -3 dB point to around 160 kHz. In addition, 4 K simulations

of this circuit also yielded around 160 kHz -3 dB BW [155]. Improvements and

understanding of the BW of the CB-HBT will be important in future work.

Heating of electrons in the QD due to the operation of the connected HBT is

a concern, therefore the dependence of electron temperature on HBT amplifier bias

(Figure 6.3(e)) is examined. For the CB-HBT, the minimum electron temperature

observed is around 150 mK. Heating of the QD begins where the CB-HBT is oper-
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ating with over 100 gain at 100 nW, therefore the CB-HBT circuit can amplify well

with an electron temperature around 160–200 mK. For the AC-HBT, the minimum

electron temperature was around 120 mK. When the AC-HBT bias is increased up

to 3.24 µW, the electron temperature remains near the minimum temperature. For

powers above this threshold, the electron temperature increases approximately lin-

early with power. Nonetheless, an electron temperature of 200 mK is used for the

bias condition that provides the minimum amplifier noise.

6.5 Single-Shot Results Comparison

Both HBT amplifiers are compared by performing single-shot readout of latched

charge states [5]. Both Si-MOS quantum dot devices are tuned to the few-electron

regime and the spin filling of the last few transition lines are verified with magne-

tospectroscopy. Figure 6.4(a) shows the result of a three-level pulse sequence in the

AC-HBT device where: 1) the system is initialized into (1,0), 2) ground and excited

states are loaded in (2,0), and finally 3) the measurement point (signal plotted) is

rastered about the (2,0)-(1,1) anti-crossing. When measuring for 30 µs, three latched

lines are present, which indicates spin blockade for an excited state triplet (T), a sec-

ond excited state triplet (O), and a lifting of the spin blockade for the ground state

singlet (S). T is assigned as a valley triplet with valley splitting of 140 µeV and

the O is assigned as an orbital triplet with an orbital splitting of 280 µeV. For all

single-shot measurements, the state O is removed from the available state space by

energy selective loading of the (2,0) state.

For both circuits, a mixture of (2,1) and (2,0) charge states are read out in the

reverse latching window. Figure 6.4(b) shows 100 individual single-shot traces of

the readout portion of the pulse for the AC-HBT device. Significant feedthrough is

observed in the first few µs of the readout pulse, likely due to attenuators connecting
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the conductor of the high BW lines to the ground of other lines including the emitter

bias line. State distinguishability does not begin to occur until about 4 µs, and then

the pulse relaxes to two distinct states after about 7 µs. Extracting the SNR from

these traces is done by waiting a certain amount of time, tdelay, and then averaging

the signal for a certain amount of time, tintegration. Histograms of the delayed and

averaged shots are compiled and fit to a double Gaussian distribution (Figure 6.4(c)).

The signal is defined as the separation of the center of the Gaussian peaks, and the

noise is defined as the average of the standard deviations of the Gaussian peaks. The

SNR is defined as the signal divided by the noise.

The extracted SNR for a given delay and total time (tdelay + tintegration) is plotted

in Figures 6.4(d)&(e). Contours are drawn for each SNR integer on both plots,

where the leftmost part of a contour line reveals the minimum total measurement

time required to reach a given SNR. The SNR vs. minimum total measurement time

is plotted in Figure 6.4(f) for both circuits. The CB-HBT reaches greater SNR at

any given time in the 15 µs plot range. Both circuits achieve SNR > 7 in ttotal< 10

µs, which corresponds to a bit error rate < 10-3 and marks a significant improvement

over the equivalent ttotal = 65 µs in previous work [5]. In particular, the CB-HBT

is able to reach SNR > 7 in ttotal ≈ 6 µs, which represents over a factor of ten

improvement from the previous work [5]. The charge sensitivity for the CB-HBT is

330 µe/
√

Hz (τint = 6 µs, SNR = 7.4), and the charge sensitivity for the AC-HBT is

400 µe/
√

Hz (τint = 9 µs, SNR = 7.5). Note that the SET in the CB-HBT device had

around 34% more signal due to the larger mutual capacitance (Section 6.6) which

may contribute to the larger SNRs.

The AC-HBT requires more relative overhead for implementation than the CB-

HBT. The AC-HBT includes three additional surface-mounted passive elements (Fig-

ure 6.1(a)), which can be optimized to produce better SNR. Additionally, the AC-

HBT has a two-dimensional bias space via the base bias and emitter bias, whereas
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Figure 6.4: Single-Shot Results Comparison
(a) The measurement pulse signal (derivative) rastered about the (2,0)-(1,1) anti-
crossing for the AC-HBT device. Three distinct latched lines are present. (b) 100
single-shot traces of the readout portion of the pulse for the AC-HBT device. Signal
separation begins to occur around 4 µs. (c) Example histogram from the CB-HBT
readout. (d) 2D SNR plot for the CB-HBT readout. (e) 2D SNR plot for the AC-
HBT readout. (f) SNR vs. minimum total measurement time for both circuits, which
corresponds to the white dashed line in (c) and (d). The greater gain of the CB-HBT
compensates for the lower bandwidth relative to the AC-HBT. The AC-HBT is also
shown scaled by 34% to compare more directly to the CB-HBT, which had a larger
SET signal.
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the CB-HBT is only biased via the emitter bias. However, the AC-HBT is a linear

gain circuit and can be used with discrete HEMTs [156] and HBTs, providing more

opportunity to optimize the transistor. Ideally, the transistors would have greater

transconductance (gm) and a more ideal dependence on IC than the HBTs used in

this work (see Section 6.9). In the present demonstration of the AC-HBT, heating of

electrons occurred at powers which minimized noise. Introducing a second AC-HBT

stage is relatively straightforward and may allow the first stage to run at powers

which don’t heat the electrons and minimize the noise further. In addition, the sec-

ond stage could be mounted further away from the Si-MOS PCB and reduce local

heating.

6.6 SET Geometries And Details

The SET connected to the AC-HBT uses a single layer doped poly-Si electrode

structure on 50 nm thick SiO2, providing a mobility of 19,500 cm2/Vs at 4 K. The

poly-Si gate layer is etch-defined into electrodes that control the formation of the

SET (upper left in Figure 6.1(a) SEM image) and two quantum dots (under gates RD

and LD). Regions of electron enhancement are indicated by the highlighted regions.

The Si-MOS device in the CB-HBT circuit is similar to the Si-MOS device in

the AC-HBT circuit with the exception that the SiO2 layer is 35 nm thick and the

bottom layer is isotopically purified silicon (500 ppm 29Si). The 28Si isotope has no

net nuclear spin, therefore it is ideal for qubits to be formed in because decoherence

due to magnetic noise is highly suppressed. Phosphorous (31P) donor atoms are

embedded in the 28Si layer using ion implantation near where the quantum dot is

intended to be formed (red dot in Figure 6.2(a) SEM image).

The CB-HBT and AC-HBT were characterized using different Si-MOS devices

possessing different electrostatic gate layouts (Figure 6.5). The geometry of the
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Figure 6.5: SET Geometry Comparison
(a) SEM image of Si-MOS device used in CB-HBT circuit. The edge of the SET
(larger orange dot) is roughly 100 nm away from the quantum dot (smaller orange
dot). (b) SEM image of the Si-MOS device used in the AC-HBT circuit. The
proximity of the SET to the double quantum dot system is 50% further away at
roughly 150 nm.

gate layout affects the mutual capacitance between the SET and the quantum dot.

More capacitive coupling results in larger changes in the electrochemical potential

of the charge-sensor for a given quantum dot charging event [51]. Since changes in

electrochemical potential of the charge-sensor result in changes in current through

the charge-sensor, larger changes result in a larger signal. Therefore, more mutual

capacitance leads to larger readout signals, faster readout times, and higher readout

fidelity.

The gate geometry used in the Si-MOS device connected to the CB-HBT had the

SET 33% closer to the quantum dot than in the Si-MOS device connected to the AC-

HBT. The closer SET proximity in the CB-HBT resulted in an increase in sensitivity

of approximately 34%. The sensitivity of both circuits is compared by dividing the

voltage shift of the dot occupancy transition by the charge-sensor Coulomb blockade

peak period. For the CB-HBT, the voltage shift was 18 mV and the charge-sensor

period was 337 mV (5.34% change). For the AC-HBT, the voltage shift was 12 mV

and the charge-sensor period was 350 mV (4% change). Therefore, the SET in the
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Figure 6.6: CB-HBT Single-Shot Readout Traces
100 single-shot traces for the CB-HBT charge readout. Slower response time is
compensated for by larger signal separation at earlier times relative to the AC-HBT
readout.

CB-HBT was around 34% more sensitive to charging events than the AC-HBT.

6.7 Current-Biasing Effect of CB-HBT Circuit

Since the node that connects the SET source to the HBT base is floating, the bias

across the SET cannot be set to a fixed voltage in the CB-HBT circuit. Verilog-A

models were created to simulate the behavior of the circuit when biasing the SET

through multiple regions of Coulomb blockade via an electrostatic gate. As the

SET resistance changes due to Coulomb blockade, the source-drain bias across the

SET changes to allow current to flow into the base of the HBT (Figure 6.7(b)). In
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Figure 6.7: Current-Biasing Effect Model
Comparison of CB-HBT and current-biased SET Verilog-A models. The top plot
shows the drain current of the SET as a function of gate voltage. The current is
modulated much less in this condition than in a constant voltage-biased circuit. The
bottom plot shows voltage across the SET as a function of gate voltage. The overlap
between the two curves shows that the CB-HBT circuit is effectively equivalent to
current-biasing the SET.

order for this to happen, the HBT trades base-emitter voltage for minimal impact

to operation. Although the trade in voltage results in a relatively small change in

HBT collector current during, for example, a single-shot readout event, this signal

is approximately 100 larger than the SET source-drain signal without an HBT (e.g.,

ΔIC = 10 nA vs. ΔISET = 100 pA).

The Verilog-A model estimates the small signal resistances as: rset = 200 kΩ and

rπ = 10 MΩ (where rπ is the small signal resistance of the base-emitter junction).
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Figure 6.8: Current Biasing Effect Signal and Sensitivity Comparison
(a) Coulomb blockade peaks for the CB-HBT (blue). The absolute value of the
sensitivity is plotted as orange points. Since there is almost always a positive or
negative blockade slope, the absolute value of the sensitivity remains positive for
most of the range plotted. (b) Coulomb blockade peaks for the AC-HBT (blue). The
absolute value of the sensitivity is plotted as orange points as well.

Most of the emitter bias voltage is across the base-emitter junction at all times (since

rset << rπ), therefore the CB-HBT is a current-biasing circuit. The current-biasing

behavior is highlighted in Figure 6.8(a), where three Coulomb blockade peaks are

plotted. For comparison, three Coulomb blockade peaks are plotted for the AC-HBT

case (Figure 6.8(b)). The CB-HBT amplified peaks are broadened by the current-

biasing effect and the blockade region never reaches zero current as it would with a

smaller constant voltage bias. The AC-HBT amplified peaks are much narrower and

minimally broaden due to having a constant, small voltage bias regardless of HBT
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Figure 6.9: Electron Temperature Comparison
Electron temperature vs. power for both circuits. Base temperatures are between
120–150 mK. Both circuits operate in the 160–200 mK range for single-shot data
taken.

power. Comparable sensitivities can be achieved for either circuit around 10 µA/V.

6.8 Electron Temperature Measurement

Heating of electrons in the quantum dot due to the operation of the connected HBT

is a concern, therefore the dependence of electron temperature on HBT amplifier

bias (Figure 6.3(e)) is examined. For the CB-HBT, The electron temperature of the

QD was measured by extracting the width of a Coulomb blockade peak as a function

of fridge temperature. The QD was tuned to a transport regime where the QD was
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approximately equally tunnel-coupled to both reservoirs and there were around 10

electrons in the QD. The source-drain bias was reduced to 5 µVrms to avoid bias

heating. A Coulomb peak was chosen where a minimum width was observed in

Coulomb diamond measurements. After extracting the lever-arm of the gate used

to measure the broadening (13 µeV/mV), it is found that the minimum linewidth

yields an electron temperature around 150 mK. Heating of the QD begins where the

CB-HBT is operating with over 100 gain, therefore the CB-HBT circuit can amplify

well while heating the electrons to 160–200 mK.

For the AC-HBT setup, the base electron temperature was around 120 mK. This

is confirmed by the measurements of the electron temperature when measuring the

SET signal directly through the shunt resistor (RS in Figure 6.1(a)) with the HBT

turned off. With the HBT on, The electron temperature is deduced by measuring

the Fermi-Dirac linewidth of the (1,0)-(2,0) charge transition. When the AC-HBT

bias is increased up to 3.24 µW, the electron temperature remains near the base

temperature (Figure 6.9). For powers above this threshold, the electron temperature

increases approximately linearly with power. This might be due to local heating

of the PCB and wires, which increase the temperature of the nearby device [157].

No effort has been made to heat sink the AC-HBT in this experiment, so further

tests with various heat sinking options will be performed to minimize the increase in

electron temperature. Nonetheless, an electron temperature of 200 mK is achieved

for the bias condition that provides the minimum amplifier noise.

6.9 HBT Characterization

Before being used in either amplification circuit, HBTs are initially characterized in

liquid helium at 4 K using PCBs with eight HBTs mounted on them. It is found

that HBT performance at 4 K—particularly current gain vs. base current—changes
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Figure 6.10: HBT DC Characterization
(a) Example plots of current gain vs. base current for different HBTs. Several curves
reach current gain > 1000 for base currents < 500 pA. The HBT corresponding to
the yellow curve is subpar since it requires base current > 10 nA to reach current
gain < 1000. (b) Current gain vs. base current at different temperatures for HBT
used in the CB-HBT circuit. There is a slight difference in the two curves, however,
the performance at 60 mK is enough to efficiently amplify and perform single-shot
readout.
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minimally when HBTs are cooled down to 20–60 mK in a dilution refrigerator (Figure

6.10(b)). This is most likely due to the charge-carrier transport mechanism changing

from a drift-diffusion regime (temperature dependent) to a tunneling regime (barrier

dependent) at around 30 K [153].

In order to characterize HBTs, Keithley 2400 source-measure units are used as

current meters and connected to the HBT base and collector terminals. A power

supply (emitter bias) is connected to the HBT emitter terminal and used to bias the

HBT to different operating regimes. The emitter bias has to reach approximately

-1 V for the HBT to begin operating in an amplifying regime. As the emitter bias

is changed from -1.00 V to around -1.07 V, the collector and base current begin to

increase exponentially. The current gain, defined by dividing the collector current

by the base current, also increases exponentially as emitter bias changes.

Previous measurements without HBT amplification circuits indicate that the SET

current should be below several hundred pA in order to avoid QD electron heating.

For the CB-HBT, HBTs are selected based on their current gain at low base currents.

Around 20% of HBTs characterized will have a current gain > 100 at base current

< 200 pA (Figure 6.10(a)). For the AC-HBT, the transconductance (gm) is the only

metric required for selection. Since the HBTs were fabricated with gm as a primary

metric, > 80% of HBTs are usable for the AC-HBT circuit even at low temperatures.

However, gm does not scale ideally in these HBTs at cryogenic temperatures. For a

given HBT, gm ∝ InC , where n = 1 in normal conditions. In the HBTs used in this

work, n ≈ 0.8, which leads to suboptimal SNR at higher power.

6.10 CB-HBT Small Signal Gain

The gain of the CB-HBT is calculated using a standard BJT small-signal model. A

small voltage fluctuation at the base node is usually converted to a large current
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Figure 6.11: Transconductance of HBT With and Without SET Connected
Transconductance vs. power for the CB-HBT (SET connected to HBT) and the
same HBT without an SET connected. The data overlaps for both cases, therefore
the transconductance can be reliably measured directly in the CB-HBT (assuming
rset � rπ).

fluctuation at the collector node by the transconductance, gm = dic
dvbe

. This voltage

fluctuation is usually the small-signal base-emitter junction resistance, rπ, multiplied

by the base current. However, in the case of the CB-HBT, rset || rπ, therefore the

parallel combination of the two resistances is required to calculate gain:

gain =
ic
iset

= gm(rset || rπ). (6.1)
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6.11 Noise Models

Sources of noise in the HBT amplification circuits include: shot noise, Johnson noise,

triboelectric noise associated with the coaxial lines coupled to fridge vibration [66],

room temperature amplifier noise, and other instrumental noise. At relatively low

power operation regimes (< 1 µW for the AC-HBT and < 200 nW for the CB-HBT),

the noise due to vibrations in the fridge dominates at around 1 pA/
√

Hz. The input

noise spectral density of the room temperature amplifier is relatively low (100–500

fA/
√

Hz), therefore noise sources much more dominant are focused on. When either

circuit is operating in a regime appropriate for single-shot readout, the base shot

noise is greater than the collector shot noise (Figures 6.1(e) and 6.2(e)). For the

SET shot noise, in either case, a Fano factor is not considered, which would reduce

the noise for a given power [158, 159]. The total noise for either circuit is calculated

by assuming noise sources are independent processes and adding noise sources in

quadrature.

Noise modeling for the CB-HBT circuit is nontrivial because of the current divi-

sion at the HBT base node since rset � rπ. The SET and base current are reduced

to a Norton equivalent circuit, and the HBT is reduced to rπ connected to a current

source which takes voltage fluctuations (vbe) across rπ and converts them to collector

current via the transconductance, gm. For the CB-HBT, the noise model is a shot

noise current source (ib−shot =
√

2 e IB ∆f , where IB is the DC base current, and

∆f is the bandwidth centered on frequency f) in parallel with rset and rπ (Figure

6.12(b)). Since rset � rπ, most of the shot noise current goes through the SET to

the ground, and a much smaller amount enters the HBT base and is amplified. The

amplified base shot noise is shown in Equation 6.2:

ib-shot-amp = ib-shot gain = ib-shot gm (rset || rπ). (6.2)

This amplified base shot noise is estimated in Figure 6.2(e) as the orange curve where
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Figure 6.12: CB-HBT Circuit Model
(a) CB-HBT circuit schematic for reference. (b) CB-HBT effective circuit model.
The shot noise current source, ib-shot, is in parallel with rset and rπ. Most of the shot
noise does not enter the base of the HBT because rset << rπ. The signal, iset, is also
shown, which is amplified according to Equation 6.1.
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Figure 6.13: AC-HBT Circuit Model
(a) AC-HBT circuit schematic for reference. (b) AC-HBT effective circuit model
with signal, iset, also shown. The model is similar to the CB-HBT with two new
resistors added in parallel: rS and rB.
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gm and rπ are calculated from Gummel plots of the HBT and rset is assumed to be 3

MΩ, which was verified in later measurements with the HBT disconnected from the

Si-MOS device.

The noise model for the AC-HBT is similar to the CB-HBT with rS and rB added

in parallel to rset and rπ. The coupling capacitor, C, is considered a short at the

frequencies appropriate to model noise in the AC-HBT. The Johnson noise of RS in

the AC-HBT circuit is vs−jn =
√

4 kB T RS ∆f (where T is the temperature) and does

not contribute significantly in the single-shot operation regime. Since the AC-HBT

has a separate current to bias the base-emitter junction, ISET 6= IB, therefore the

base shot noise and SET shot noise are considered separately. However, ISET < IB,

so the base shot noise is always dominant in amplifying regimes.

6.12 AC-HBT Bias Tee Parameters

The bias tee parameters for the AC-HBT were chosen to be RS = 100 kΩ and C =

10 nF, which sets a high pass filter at 160 Hz. Operating the circuit at frequencies

higher than 160 Hz aids in avoiding higher noise levels at a lower frequency due to

1/f-like noise behavior in the system. The shunt resistance value is chosen to be less

than rset (100s of kΩ) so that most of the SET bias voltage drops across the SET.

6.13 CB-HBT Circuit Effective Gain Method

This section contains the first method that was used to estimate the CB-HBT gain.

Essentially, the slope of the current in the CB-HBT charge sensor is divided by the

slope of the current in the AC-HBT charge sensor with the AC-HBT gain divided out.

The idea is to extract the CB-HBT gain by assuming that the slope of the current in
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the CB-HBT charge sensor is similar to the equivalent slope in the AC-HBT. This

method was accurate within a factor of two or three. The main assumption that was

made was the charging energy of the charge sensor in the CB-HBT (which was not

able to be measured directly).

Since it is difficult to directly measure rset in the CB-HBT, the sensitivity of the

SET in the CB-HBT is referenced to the sensitivity of the SET in the AC-HBT

instead. To make a fair sensitivity comparison, the SET current-vs-voltage slope is

converted to current-vs-energy slope via the lever arm of the appropriate electrostatic

gate. For the SET in the CB-HBT circuit, the lever arm was calculated using the

fact that the charge-sensor peaks are separated by about 81 mV and by assuming

a charging energy of 2 meV from a similar device tuned to a similar regime. The

current-vs-energy slope of the SET in the AC-HBT circuit was 2 pA/µeV.

Equation 6.3 shows the calculation of the effective gain as a function of HBT

power. gainCB(P ) is the small signal gain of the CB-HBT and mCB(P ) is the slope

of the Coulomb blockade in the CB-HBT, where gainCB(P )mCB(P ) can be directly

measured. αCB/AC is the lever-arm of the appropriate gate in either circuit.

gain(P ) =
gainCB(P )mCB(P )α−1

CB

mAC α
−1
AC

. (6.3)

6.14 Conclusion

The performance of two cryogenic amplification circuits is compared (the CB-HBT

and the AC-HBT). The power dissipated by the CB-HBT ranges from 0.1 to 1 µW,

whereas the power of the AC-HBT ranges from 1 to 20 µW. Referred to the input, the

noise spectral density is low for both circuits and is measured to be around 15 to 30

fA/
√

Hz. The charge sensitivity for the CB-HBT and AC-HBT is 330 µe/
√

Hz and

400 µe/
√

Hz, respectively. For single-shot readout performed, both circuits achieve
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SNR > 7 and bit error rate < 10-3 in times less than 10 µs.
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Conclusion

7.1 Summary of Results

The work in this dissertation focuses on improving the readout of singlet-triplet

qubits in silicon. Chapter 1 covered the history of classical computers and why

it is important to move forward with the development of quantum computers. In

Chapter 2, background material was introduced for understanding semiconducting

qubits. The chapter started with a discussion on semiconducting devices beginning

with the MOSFET device. Then the definition and formation of quantum dots were

introduced with several measurement techniques outlined. Next, the singlet-triplet

qubit was covered along with its operation and measurement. Finally, a review of

the current semiconducting readout techniques was done with the focus on cryogenic

amplification and its benefits. Chapter 3 covered the experimental methods used

to tune and operate the singlet-triplet qubits in this work. This included tuning

the tunnel rate to the reservoir for reliable qubit initialization, minimizing electron

temperature, verifying the energy scales via magnetospectroscopy, tuning the tunnel

coupling between the quantum dot and donor, and performing readout to characterize
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the benefits of cryogenic amplification. Chapter 4 focused on the Si-MOS devices

fabricated at Sandia National Laboratories for improving the single-electron regime

tunability. One contribution from this dissertation was simulations of the devices

used to verify the tuning orthogonality between the quantum dot occupancy and the

tunnel rate, which lead to a co-authored paper [70]. Chapter 5 showed the initial

design and results from a SiGe HBT amplifier circuit, the CB-HBT, at 4 K. The

amplifier was characterized by increasing the frequency of the input signals as well

as monitoring random telegraph signal as the bandwidth of the room temperature

amplifier was increased. This work led to a first-author publication [63]. Finally, in

Chapter 6, the CB-HBT circuit is compared to a circuit using a previous AC-coupled

circuit design [6], the AC-HBT. The HBT amplification circuits are characterized by

performing single-shot latched charge readout. The chapter starts by describing the

differences between the two circuits. Then, a comparison of noise, bandwidth, power,

and electron temperature is done to highlight the performance differences between

the two circuits. Finally, single-shot results are compared and both circuits are able

to perform high-fidelity readout, improving upon performance without a cryogenic

amplifier and leading to a manuscript currently in preparation.

Through this work, an HBT that operates cryogenically has been identified. A

novel non-linear design, the CB-HBT, has been examined and compared to a linear,

AC-coupled approach, the AC-HBT. The two amplification circuits can operate at

powers between 1 and 10 µW and not significantly heat electrons, which is a critical

early concern for amplification within the dilution refrigerator. The noise spectral

density referred to the input for both circuits is around 15 to 30 fA/
√

Hz, which is

low compared to previous cases such as the dual-stage, AC-coupled HEMT circuit

at ∼ 70 fA/
√

Hz [6]. Both circuits achieve charge sensitivity between 300 and 400

µe/
√

Hz, which approaches the best alternatives (e.g., RF-SET at ∼ 140 µe/
√

Hz)

but with much less implementation overhead. For the single-shot latched charge

readout performed, both circuits achieve high-fidelity readout in times < 10 µs with
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bit error rates < 10−3, which is a great improvement over previous work with readout

time > 70 µs [5]. All of these results are possible with relatively simple transistor

circuits which can be mounted close to the qubit device at the mixing chamber of

the dilution refrigerator.

7.2 Outlook

The readout times quoted in Chapter 6 (9 µs and 6 µs) are an improvement relative

to not using any cryogenic amplification. However, faster readout times may be

possible and should be sought after. For high-fidelity readout, the decay time of the

excited state can be tuned to order of 10 ms. This decay time is sensitive to the

tunnel coupling optimization for the qubit and often can be faster than 1 ms. If

this decay time cannot be tuned and is less than 10 ms in the future, then faster

readout times will be necessary to even achieve the same low readout error rates.

The parasitic capacitance at different locations is believed to limit the bandwidth and

thus the measurement time of these circuits. Minimizing the parasitic capacitance

at the die level and elsewhere is a possible future direction. Transistors with higher

transconductance or DC current gain for similar base currents would also improve

performance.

It is an open research question what the long term extensibility is for these am-

plifiers. For example, scalable RF dispersive readout schemes are garnering signifi-

cant attention currently [160, 161]. Nevertheless, a two-dimensional array of charge

sensors on a layer near the qubits is a promising possibility for scalable semicon-

ducting readout and can even take advantage of cryogenic amplification [162, 163].

An overall consequence of this work has been the frequent adoption of cryogenic,

single-transistor amplification in the SNL group as well as reports around the world

[4, 6, 152, 153, 163–170]. The work also spurred interest in improving T < 1 K SiGe
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HBTs and understanding the underlying physics [153]. It is likely that cryogenic,

single-transistor amplifiers will be an active research area for many years.
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HBT Background

The concept of heterojunction bipolar transistors (HBT) began in the 1950s [171].

An HBT is a type of bipolar junction transistor (BJT) which uses different semicon-

ducting materials (e.g., silicon and silicon-germanium) for its junctions. In contrast,

a standard BJT typically uses only one type semiconducting material (e.g., silicon)

to form a device consisting of a p-type “base” region (holes as charge-carriers) sur-

rounded by an n-type “collector” region (electrons as charge-carriers) and a heavily-

doped n-type “emitter” region (electrons as charge-carriers). The p-type and n-type

regions form two p-n junctions with depletion regions: the base-emitter junction and

the base-collector junction. The depletion region has the opposite charge of the bulk

charge-carriers (e.g., positive charge in the n-type region), therefore an electric field

is formed which repels holes and electrons from the depletion region. The depletion

region decreases in size when a p-n junction is forward biased and eventually allows

current to flow, since the repelling electric field also decreases in magnitude. The

depletion region increases in size if a p-n junction is reversed biased and prevents

current from flowing. Figure A.1 shows a schematic of the basic operation of a BJT

with both energy band diagrams and semiconducting material diagrams. The idea is

to modulate electron diffusion through the p-type region by changing the voltage bias
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Figure A.1: BJT Operation
Schematic showing basic BJT operation. The upper part depicts band diagrams
and the lower part shows semiconducting material diagrams with depletion regions
portrayed in lighter colors. In the energy band diagrams, electron occupancy is
depicted in orange (with occupancy dictated by a Fermi-Dirac distribution, e.g.,
Equation 2.2), and hole occupancy is shown in blue. Note that an equivalent picture
for holes would be to have less electron occupancy below the valence band edge
(white near the edge becoming orange lower in energy). (a) The base-emitter junction
does not have sufficient bias to inject electrons into the base and cause current to
flow. (b) The base-emitter junction has sufficient bias for current to flow. The
electrons diffusing into the base region are able to enter the collector region without
significantly recombining with holes. The holes entering the emitter recombine with
electrons as they do in a standard semiconducting diode. Electron movement is
shown with orange arrows, and hole movement is shown with blue arrows.
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Figure A.2: BJT and HBT Band Diagrams
Band diagrams for a silicon BJT and a SiGe HBT. Features are exaggerated to
highlight the conceptual differences between a BJT and an HBT. (a) Silicon BJT
band diagrams. (b) SiGe HBT band diagrams.
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of the base relative to the emitter. By changing the base-emitter bias, the width of

the depletion region between the base and emitter junctions changes and modulates

injection of electrons into the base region (and eventual diffusion to the collector

region). The collector-base junction is reverse biased to allow a much lower energy

path for electrons diffused through the base region to drift to. Figure A.1(a) shows

the condition where no current flows since there is not sufficient base-emitter bias to

allow electrons to diffuse. When there is sufficient base-emitter bias, the depletion

region is decreased such that the electric field no longer prevents electrons from dif-

fusing into the base region. Figure A.1(b) shows the condition where electrons diffuse

into the base region and drift into the collector region. A small amount of electrons

recombine with holes in the base region, which can be minimized by making the base

region thin relative to the diffusion length of the electrons (typically micrometers).

HBTs operate similarly to BJTs with several key differences. Typically, the

emitter and collector use a larger bandgap material than the base (e.g., silicon at

1.12 eV, and germanium at 0.66 eV). This is done to decrease the difference between

the conduction band edges and increase the difference between the valence band

edges in the base and emitter regions. The result is that more electrons are injected

into the base for less base current. Also, the doping in the base region can be

increased, therefore, the resistance of the base region can be decreased. Finally, the

ratio of germanium to silicon in the SiGe base region can be increased from the

emitter side to the collector side. This results in the conduction band edge lowering

relative to the valence band, and the electrons in the base will experience an effective

electric field [128]. Transport speed through the base is increased, therefore, the

bandwidth of the transistor is increased. Figure A.2 shows the differences in the band

structure between a silicon BJT and SiGe HBT. The features previously mentioned

are exaggerated to show the conceptual differences.

Low temperature operation of an HBT changes the conceptual picture in several
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ways. Since the HBT can be heavily doped and still have high current gain and

high transconductance, carrier freeze-out does not occur at cryogenic temperatures.

For temperatures as low as ∼ 30 K, the Fermi-Dirac distribution of the charge-

carriers tightens such that more forward base-emitter bias is required to allow for

electron diffusion into the base. It is believed that at temperatures less than ∼

30 K the transport mechanism of the electrons moving through the base changes

from the standard drift-diffusion mechanism to a tunneling mechanism [153]. Base-

emitter bias now modulates the height of an effective tunnel barrier separating the

emitter from the collector. The tunneling mechanism is not temperature dependent,

therefore, the performance characteristics of the HBT fortuitously stay similar from

4 K to 60 mK (Figure 6.10(b)).
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(a)

(b)

Base

Collector Emitter

Emitter

Base

Emitter
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Collector

Lost but not forgotten:
John G. Curry, B.A., M.A. University of Colorado, 1946, 1951.

”Variations in Role Consensus among Parents in Regard to Child-rearing.”

(Tentative title of unfinished PhD dissertation.)
Doctoral Dissertations in Progress, 1959.

American Journal of Sociology.
Vol. 66, No. 1 (Jul., 1960), pp. 79-86 (8 pages).

Figure A.3: Decapped HBT
Images of equivalent HBT model used throughout this dissertation with protective
epoxy removed (decapped). (a) Image of entire decapped HBT (top view). (b)
Closeup of decapped HBT showing the surface of the transistor.
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