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Abstract

This paper reports the latest developments for the photogrammetric open-
source tool called GRAPHOS (inteGRAted PHOtogrammetric Suite). GRAPHOS
includes some recent innovations in the image-based 3D reconstruction pipeline,
from automatic feature detection/description and network orientation to dense
image matching and quality control. GRAPHOS also has a strong educational
component beyond its automated processing functions, reinforced with tutorials
and didactic explanations about algorithms and performance. The paper highlights
recent developments carried out at different levels: graphical user interface (GUI),
didactic simulators for image processing, photogrammetric processing with weight
parameters, dataset creation and system evaluation.
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Introduction

Motivation

PHOTOGRAMMETRY HAS RECENTLY made a comeback as a valuable and reliable 3D surveying
solution thanks to new algorithms and methodologies provided by the scientific community
for automated image orientation (Hartmann et al., 2016) and dense point-cloud generation
(Remondino et al., 2014). However, whereas fully automatic photogrammetric processes
have been successful in aerial applications, their reliability and repeatability in close-range
applications is still limited due to the nature and requirements of the tasks, complexity of
image networks, scale changes and so on. Moreover, most of the existing solutions do not
present any educational aspect, with short documentation material limiting full under-
standing of all functionalities.

With the aim of providing a different solution in this context, an open-source
photogrammetric platform, called GRAPHOS (inteGRAted PHOtogrammetric Suite), has
been developed within an ISPRS scientific initiative. GRAPHOS allows the processing of
aerial and terrestrial sets of images, producing dense metric 3D point clouds. It encompasses
a mixture of robust photogrammetric and computer vision algorithms in order to provide:

(1) automated processing;
(2) flexibility in handling any image and type of camera;
(3) quality control and assessment; and
(4) didactic aspects of algorithms and their performance.

Expert users can test different advanced parameters and configurations in order to assess
and compare different approaches, whereas non-expert users can be guided by didactic
descriptions before and during processing. In Gonz�alez-Aguilera et al. (2016) the initial
results of GRAPHOS were presented, whereas this paper reports the latest developments
and implemented features.

The main contributions of GRAPHOS in relation to the well-known structure-from-
motion (SfM) and multiview-stereo (MVS) solutions are:

(1) Contrast preserving decolourisation and image enhancement: two functions to
preserve image contrast and deal with low-texture areas in images to improve the
relative orientation and bundle adjustment processes (Ballabeni and Gaiani, 2016).

(2) Smart image analyser: a tool for radiometric improvement of images in order to
ease keypoint extraction with a better distribution, together with enhancing image
features important for 3D reconstruction algorithms (Gaiani et al., 2016).

(3) Various feature extraction and matching strategies: to test and to compare
different detectors/descriptors and matching strategies which have a direct impact
on 3D reconstruction results (Apollonio et al., 2014), including a graphical
explanation of extracted feature points.

(4) Different bundle adjustment and self-calibration approaches: these include
statistical output, plots of distortion profiles and conversion tool, offering users
the possibility of achieving accurate camera calibration and orientation as a
necessary prerequisite for the extraction of precise and reliable 3D metric
information (Remondino and Fraser, 2006).
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(5) Quality check for 3D point clouds: a series of functions to analyse the 3D results
obtained and provide adequate statistic parameters to assess the results
(Rodriguez-Gonz�alvez et al., 2014).

(6) Educational interface and didactic material: includes explanations and simulators,
trying to overcome the level of abstraction of some steps and methods.

State-of-the-art and Open-source Projects

The image-based processing pipeline, based on the integration of photogrammetric and
computer vision algorithms, has become a powerful and valuable approach for 3D
reconstruction purposes in recent years. At the beginning of the first decade of this century
many researchers and users shifted their attention and interest from photogrammetry and
computer vision to laser scanning technologies. Recent years have witnessed the opposite
trend with image-based approaches once again very commonly used. Such approaches
ensure sufficient automation, low cost, efficient results and ease of use, even for non-expert
users.

Over the last decade various authors have provided different contributions within the
image-based modelling workflow, from image preprocessing (Maini and Aggarwal, 2010;
Verhoeven et al., 2015) and keypoint extraction (Apollonio et al., 2014; Hartmann et al.,
2016) to bundle adjustment (Agarwal et al., 2010; Wu et al., 2011; Sch€onberger and Frahm,
2016) and dense and precise point-cloud generation (Remondino et al., 2014). This progress
has led to fully automated SfM and MVS methodologies able to process large image
datasets and deliver 3D (both sparse and dense) results with a level of detail and precision
varying according to the application (Snavely et al., 2008; Frahm et al., 2010; Rothermel
et al., 2012; Crandall et al., 2013; Heinly et al., 2015). However, all these advances can be
inefficient when dealing with close-range applications in which geometric and radiometric
requirements are critical. Indeed, in these cases the accuracy, precision and reliability of
results are far from the standard requirements normally claimed by the photogrammetric
community. Nevertheless, recent work by Sch€ops et al. (2017) and Knapitsch et al. (2017)
have presented some 3D reconstruction benchmarks, including both outdoor scenes and
indoor environments, that provide very good results in terms of completeness and accuracy.

In contrast to the vision community, where open-source code sharing has been
common practice for many years, in the photogrammetric community such participation was
almost unheard of. Educational tools were, however, developed such as: sv3DVision
(Gonz�alez-Aguilera and Gomez-Lahoz, 2006), which allowed a dimensional analysis of
engineering and architectural scenes to be performed; 3D reconstruction using a single
image with Arpenteur (Grussenmayer and Drap, 2001); photogrammetric image-based
simulation and learning (Piatti and Lerma, 2013); or the PW – Photogrammetry Workbench
(Gonz�alez-Aguilera et al., 2012). Arpenteur was a web-based application for architectural
photogrammetry, whereas PW represents a real low-cost alternative to laser scanning
systems that allows automation and flexibility in the management of any block of images
(from vertical stereo to convergent oblique) or type of camera. More recently, the freeware
PhoX was developed as a tool for self-learning, including tests and exercises with real
photogrammetric data (Luhmann, 2016). The main purpose of this software is data analysis,
interactive image measurement, simulation and visualisation of results.

The open-source MicMac tools (MicMac, 2017) have been developed by Marc Pierrot-
Deseilligny since 2005, integrating various scientific developments for satellite, aerial,
unmanned aerial vehicle (UAV) and terrestrial photogrammetry in order to produce digital



elevation models (DEMs), dense point clouds and ortho-images (Pierrot-Deseilligny and
Paparoditis, 2006; Pierrot Deseilligny and Clery, 2011; Nony et al., 2012; Rosu et al, 2015).
However, the main limitation of this initiative is the lack of a user-friendly graphical user
interface (GUI) for non-experts, its data structure and a clean code for further developments.

Other open-source and freeware solutions, frequently with a GUI, for image-based 3D
modelling exist, but they do not guarantee accuracy and reliability in the results, lacking
georeferencing procedures (namely ground control points (GCPs) included in the bundle
adjustment as observations) and spatial data creation. Some examples are VisualSFM (Wu,
2011), PMVS (Furukawa and Ponce, 2010), Bundler (Wu et al., 2011), Python
Photogrammetry Toolbox (Arc-Team, 2017), Open Drone Map (Waechter et al., 2014) and
so on. More recently, interesting tools such as MVE (Fuhrmann et al., 2015), Theia
(Sweeney, 2016) and COLMAP (Sch€onberger et al., 2016) were developed. MVE (Multi-
View Environment) integrates the Bundler SfM approach adding multiple variations on each
step of the pipeline. Theia includes recent implementations of both incremental and global
SfM pipelines. COLMAP follows the incremental SfM approach used in Bundler but
integrates additional verification, outlier filtering and model selection techniques that
increase the robustness of each processing stage.

Considering all the aforementioned solutions, GRAPHOS was introduced at the 23rd
ISPRS Congress in Prague (Gonz�alez-Aguilera et al., 2016) with the aim of providing an
integral open-source photogrammetric platform with a GUI for close-range applications
(terrestrial and UAV), able to perform all steps of the 3D image-processing pipeline and to
deal with different types of sensors and images (such as red/green/blue (RGB), near infrared
(NIR), thermal infrared (TIR) and so on). This establishes GRAPHOS as a complete and
reliable open-source photogrammetric software, within reach of various educational
materials for teaching purposes. Table I summarises GRAPHOS features compared with
other existing open-source solutions for 3D image processing.

This paper is structured as follows. After this introduction, the next section describes in
detail the main workflow for data processing, showing the main features of the open-source
tool developed. A final section presents the main conclusions and future perspectives.

inteGRAted PHOtogrammetric Suite: GRAPHOS

GRAPHOS (Fig. 1) encloses a photogrammetric pipeline divided into five main steps
applied sequentially:

(1) image preprocessing;
(2) feature extraction and matching;
(3) self-calibration and bundle adjustment (or image triangulation);
(4) dense image matching; and
(5) quality control.

Each step features different parameters that can be set up by the (expert) user, allowing
the testing of the various implemented algorithms. Although GRAPHOS requires user
interaction in each step, some automatic batch processes can be created, allowing the whole
pipeline to be performed in an automated way, especially for non-expert users.

Image Preprocessing

Image preprocessing is an important initial step to aid better feature extraction and
matching, in particular in cases of low texture or unfavourable image quality. Successful
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preprocessing can indeed improve significantly the number and spatial distribution of
features extracted by the keypoint detector and thus improve the relative orientation and
bundle adjustment processes (Ballabeni and Gaiani, 2016).

Two preprocessing functions are available in GRAPHOS:

(1) Contrast preserving decolourisation: this applies decolourisation (RGB to grey)
to an image, preserving its contrast (Lu et al., 2012). In contrast to other
methods which simply use the green channel of each image, this delivers
better images for the successive feature extraction and matching steps (Gaiani
et al., 2016).

(2) Wallis filter: this image enhancement method (Wallis, 1974) is applied in the case
of textureless images or those with a homogeneous texture, improving the
keypoint extraction and matching steps. The filter works with window patches,
employing a user-defined mean and standard deviation of the pixels. It thus
adjusts the brightness and contrast of pixels according to a weighted average,
achieving more contrast in the images.

Both functions are provided with a didactic explanation about the meaning of each
parameter and its role during image preprocessing. Furthermore, a smart image analyser is
available to evaluate the degree of texture variation (Fig. 2). It converts each image into the
hue–saturation–value (HSV) colour model. Then, for a given HSV image, the dispersion
coefficients based on the hue and saturation components are computed to provide a score;
the median value of such scores is used to characterise the textural variation in the image.
Based on an empirical qualitative threshold, the final median score is converted to a
recommendation, which suggests the application of a texture enhancement or, conversely,
avoids its application since it could add noise to the image content, thus deteriorating the
keypoint extraction and matching phases.

Fig. 1. GRAPHOS workflow, from image preprocessing to dense point-cloud generation.



Feature Extraction and Matching

GRAPHOS includes different methods to extract features (or keypoints) based on the
most recent and outperforming feature detectors/descriptors (Apollonio et al., 2014;
Hartmann et al., 2016; Sch€onberger et al., 2017): scale-invariant feature transform (SIFT)
(Lowe, 2001), affine SIFT (ASIFT) (Morel and Yu, 2009) and maximal self-dissimilarities
(MSD) (Tombari and Di Stefano, 2014). In the latter the maximal self-dissimilarity concept
replaces the classical self-dissimilarity concept used in most popular interest point detectors
(such as the Moravec and F€orstner operator based on a local self-dissimilarity or the
1-nearest neighbour (1-NN) search problem) with a contextual self-dissimilarity notion, the
k-NN nearest neighbours search problem. The most recent addition in GRAPHOS is
the affine MSD (AMSD) detector, which is a variant of MSD. In a similar way to ASIFT,
AMSD includes the main perspective geometric parameters, namely the angles defining the
camera axis orientation (x, φ):

AF ¼ a b
c d

� �
¼ HkR1ðjÞT1R2ð-Þ ¼ k

cosj � sinj
sinj cosj

� �
� t 0

0 1

� �
� cos- � sin-

sin- cos-

� �
ð1Þ

where AF is the affinity transformation that contains: the scale k; rotation j around the
optical axis (swing); the perspective parameters that correspond to the inclination of the
camera optical axis φ (tilt) or the vertical angle between the optical axis and the normal to
the image plane expressed as t = sec(φ) and ϖ (axis); and the horizontal angle between the
optical axis and the fixed vertical plane. In this manner, AMSD finds maximal self-
dissimilarities in images that have a large scale and rotational difference, which are common

Fig. 2. Smart image analyser: image preprocessing using a Wallis filter and the values provided by the smart
image analyser.



in close-range scenarios. The result is an invariant detector that supports the hypothesis that
image patches which are highly dissimilar over a relatively large extent of their
surroundings hold the property of being repeatable and distinctive. AMSD is coupled with
the SIFT descriptor in order to provide the features necessary to identify image
correspondences.

Last but not least, GRAPHOS includes a didactic explanation of the main detectors and
descriptors. For instance, the concept of the SIFT operator has been visualised through an
interactive graphic, so the user can understand better the performance of the SIFT operator.
This interactive graphic (Fig. 3) shows the concept of the SIFT descriptor through a 128-
dimensional vector (in greyscale) which includes the individual L2 norm values (in
pseudocolour) for the 8 orientations (columns) and the 16 cells (rows).

Fig. 3. AMSD feature extraction results on very diverse image scales (top) and among multimodal images
(bottom). The graphical representation of the extracted feature points is also shown.



Once keypoints are extracted in all images, a matching strategy should be applied to
identify the correct image correspondences. GRAPHOS contains different matching
strategies: (i) the classical L2-norm matching strategy (Bhattacharyya, 1943; Kullback and
Leibler, 1951); (ii) the efficient fast library for the approximate nearest neighbours
(FLANN) strategy (Muja and Lowe, 2009), which is independent of the image acquisition
protocol; and (iii) a robust matching approach providing considerable improvements with
respect to the other methods. In particular, the robust matching approach applies a brute-
force matching strategy based on the L2-norm distance but adding the following twofold
filtering process:

(1) For each keypoint, the distance ratio between candidate pairs is compared with a
threshold. Generally, a high distance ratio represents an ambiguous or incorrect
match. According to the probability distribution function, a threshold higher than
0�8 provides a good separation between correct and incorrect matches. The
greater the ratio’s value, the greater the number of matched points.

(2) The remaining matched points (“putative correspondences”) are filtered by a
parameter which expresses the discrepancy between descriptors. This parameter
is established as an interval [0, 100]. The computation is established as a
maximum descriptor distance (for whole matched pairs) multiplied by a K
factor. The matched pairs whose distance is greater than that value are
rejected. This is equivalent to sorting all the matches in the ascending order
of their distances, so that the best matches (with a low distance or lower than
1�K) come to the front. A K= 1 factor implies that no refinement is done
(all matches are kept).

As a result, the final set of putative correspondences is used to compute the relative
orientation (fundamental matrix) between image pairs by means of robust estimators (such
as the random sample consensus (RANSAC)) and iterative processing. Additionally, if the
number of matched points is high, filtering which selects the n-best points according to their
quality ranking (twofold filtering process) can be applied, making the successive bundle
adjustment easier and more robust (Buoncompagni et al., 2015).

The image correspondences found can be assessed with a didactic assistant which
graphically displays their spatial distribution on the camera sensor. Indeed, an asymmetric
distribution of tie points will negatively affect the correct determination of all camera
parameters. Therefore, if the matching points do not cover an area of more than two-thirds
of the camera sensor format, the user will be alerted in order to modify the detector and
descriptor parameters (Fig. 4).

Self-calibration and Bundle Adjustment

The bundle adjustment step in GRAPHOS integrates routines available in Bundler
(Snavely et al., 2008) and APERO (Pierrot Deseilligny and Clery, 2011). This step has been
didactically supported by the integration of computer vision and photogrammetry based on
the relationships between the Longuet-Higgins (1981) method and the coplanarity condition
(Hartley and Zisserman, 2003); and the direct linear transformation (DLT) (Abdel-Aziz and
Karara, 1971) and the collinearity condition (Kraus et al., 1997). The adjustment can be
performed with internal constraints (a free network) or with external constraints (for
example, using GCPs). An interface for the manual identification of GCPs or scale distances
is available.

GRAPHOS allows the use of three different types of self-calibration models:



(1) Basic calibration: five interior orientation parameters (principal distance f,
principal point of symmetry (x0, y0) and radial lens distortion parameters k1, k2)
are used (Kukelova and Pajdla, 2007). This model is suitable when using
unknown cameras or with cameras with lower quality (such as smartphones or
tablets), or when the image network is not very suitable for camera calibration.

(2) Complete calibration: this implements the Fraser calibration model (Fraser, 1980;
El-Hakim, 1986) with 12 parameters (f, x0, y0, principal point offsets x1, y1, radial
lens distortion k1, k2, k3, and decentring distortion p1, p2 (scaling and affinity
factors)).

(3) Advanced calibration: this allows the user to fix or keep variable the different
additional parameters of the previous calibration models.

All three self-calibration models and their parameters are didactically explained through
different documents and examples. Moreover, the results of the bundle adjustment are
available in a detailed log file, while orientation results are accessible in the 3D viewer as
sparse point clouds with image pyramids (Fig. 5). Additionally, the bundle module of
GRAPHOS includes: (i) different radial distortion profiles (such as Gaussian or balanced)
and (ii) a converter to transform the calibration results among the most common
photogrammetric commercial tools (for example, PhotoScan, PhotoModeler), which allows
the analysis of calibration parameters in a more didactic way.

Dense Image Matching

Recent pixel-based matching solutions (Pierrot-Deseilligny and Paparoditis, 2006;
Hirschm€uller, 2008; Furukawa and Ponce, 2010; Rothermel et al., 2012) allow dense and
colourised 3D point clouds to be obtained with a stereo or multiview approach (Remondino

Fig. 4. Quality control function for the extracted tie points in order to analyse the spatial distribution of the
image correspondences.



et al., 2014). These strategies, supported by precise external and internal orientations as well
as epipolar images, are focused on the minimisation of an energy function. GRAPHOS
includes the multiview MicMac (2017) algorithm. This strategy consists of minimising an
energy function E (equation (2)) throughout the eight basic directions that a pixel can take
(45° separation). This function is composed of a cost function M (the pixel correspondence
cost) that reflects the degree of the similarity D of the pixels between two images, together
with two constraints, P1 and P2, to consider the possible presence of gross errors in the
matching process:

EðDÞ ¼
X
x

M x;Dxð Þ þ
X
x02Nx

P1T Dx � Dx0j j ¼ 1½ � þ
X
x02Nx

P2T Dx � Dx0j j[ 1½ �
 !

: ð2Þ

Trying to reinforce the role of dense image matching in modern photogrammetry, some
didactic documents and graphics have been included to support its performance: from the
relationship between depth and parallax to the generation of disparity maps using global or
semi-global methods and the stereopair to the multiview approach.

Fig. 6 shows examples of 3D dense image matching at different scales: details of
architectonic elements and fac�ade (Figs. 6(a) and (b)); sub-millimetre reconstruction of welds
(Fig. 6(c)); archaeological remains and site (Figs. 6(d) and (e)); and a reconstruction of an
urban area from helicopter images (Fig. 6(f)).

Quality Control

GRAPHOS includes various tools for performing analyses and quality checks on the
dense point clouds produced. First, it is possible to compute deformation maps (Fig. 7)

Fig. 5. Bundle adjustment interface with the conversion functions for orientation parameters and the plot of
lens distortion curves.



using two approaches: (i) from a single point cloud using a semi-automatic process based
on a convex hull (O’Rourke, 1994); or (ii) from multitemporal point clouds using an
automatic co-registration strategy (Makadia et al., 2006). Second, point-based quality
analyses can be performed by picking points or measuring distances (scale bar checks) and
angles (verticality checks) directly on the point cloud.

Finally, given a point cloud set as a reference, it can be imported and co-registered
with the aim of providing an accuracy assessment. To this end, several 3D detectors (such
as VoxelGrid and Harris3D) and descriptors (for example, SHOT and PFH) have been
included to co-register point clouds automatically (Fig. 8). The accuracy assessment is
carried out according to the methodology shown in Rodr�ıguez-Gonz�alvez et al. (2015).

Fig. 6. Examples of dense matching results achieved with GRAPHOS using terrestrial (a, c), UAV (b, d, e) and
aerial (f) datasets. (a) Detail of San Segundo church portal, Spain. (b) Fac�ade of S~ao Torcato church, Portugal.
(c) Welding. (d) Detail of the stage walls (frontal scene) of Ventimiglia theatre, Italy. (e) Part of the

archaeological site of Tolmo de Minateda, Spain. (f) Urban area in Primiero, Italy.



To dismiss the uncertainties associated with global coordinate georeferencing, a registration
phase using the iterative closest point (ICP) technique (Besl and McKay, 1992) is carried
out, prior to the point-cloud evaluation. Only errors affecting the 3D point cloud are thus
analysed.

The discrepancies between point clouds can be computed by means of unsigned or
signed distances. In the first case, there is no information about any bias in the data, and the
central tendency error is related to the error module. Since an absolute error distribution
does not provide complete insight into the data, the signed discrepancies have to be
computed. The results obtained from photogrammetric processing rarely follow a Gaussian
error distribution. This wrong assumption about the error function could lead to a biased
accuracy assessment and false conclusions about the data. In order to check the normality
assumption there are several numerical methods, but they are limited to small sample sizes.
In the case of large photogrammetric point clouds, it is necessary to employ visual methods
such us a quantile–quantile plot of the distribution of the signed differences (H€ohle, 2011).
If the normality assumption is not verified, either due to the presence of outliers or because
a different error function, the classical Gaussian statistic parameters are replaced by non-
parametric ones. Central tendency and dispersion of the error sample is assessed by means
of the median m and the median absolute deviation (MAD), respectively. MAD is defined
as the median m of the absolute deviations from the data’s median mx:

MAD ¼ mðjxi � mxjÞ; ð3Þ

Fig. 7. Dense matching results based on a multiview algorithm. Deformation/comparison map applied to the
inspection of car accidents.



where the xi values come from the discrepancies (Euclidean distance) between both point
clouds. MAD will lead to different results than the standard deviation in normally
distributed error samples. So for comparison, a normalisation factor of about 1/0�6745 is
applied (according to an inverse cumulative distribution function of 3/4).

All the different parametric and non-parametric statistical approaches are didactically
explained through tutorials and graphical examples, so the non-expert user can analyse the
accuracy results obtained.

Conclusions

The paper has presented the latest development within the GRAPHOS project, an
open-source photogrammetric tool which goes beyond the usual SfM and MVS solutions
based on fully automated approaches. GRAPHOS has the potential of being widely
employed across a broad range of 3D applications (such as architectural, heritage and
engineering applications) which usually exhibit geometric and radiometric complexity.

The presented tool encloses an important educational component supporting each step
of the image-processing pipeline with different tutorials and simulators. GRAPHOS is
currently being used to support theoretical classes for bachelor and master students in Spain
and Italy; it also provides a research platform for PhD students. GRAPHOS guarantees:

(1) Automation: allowing dense 3D point clouds to be generated through a friendly
and easy-to-use interface.

Fig. 8. Quality control based on parametric and non-parametric statistics.



(2) Flexibility: working with any type of imagery, scenarios and cameras.
(3) Quality: allowing the assessment of the accuracy and reliability of the results.

GRAPHOS (and some datasets for testing and evaluation) is distributed as an open-
source platform (https://github.com/itos3d/GRAPHOS) for research and educational
purposes. It should be remarked that, currently, there is no other open-source
photogrammetric package with a GUI which integrates the entire 3D reconstruction pipeline
with didactic simulators, as well as a quality-control tool based on parametric and non-
parametric statistics.

Future investigations will be focused on performing comparisons using the recent
benchmarks presented at the latest SIGGRAPH/CVPR 2017 and larger image datasets.
Moreover, an aim is to further optimise computational costs, especially in tie-point
extraction and dense matching steps, as well as to cope with new learned feature descriptors
(for example, Sch€onberger et al., 2017). Speed and computational time have not been a
priority so far as developments have focused more on assembling the various algorithms
and on the educational aspects of the processing pipeline. Furthermore, new MicMac
algorithms and other third-party tools, such as DGAP (DGAP, 2017), will be evaluated and
included in the current implementation. In general, any outstanding innovation introduced
by the scientific community will also be analysed and implemented according to its
effectiveness and efficiency results.
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R�esum�e

La photogramm�etrie est actuellement confront�ee �a des d�efis et des changements li�es principalement �a
l’automatisation, au traitement et �a la vari�et�e des applications. Cet article pr�esente un outil photogramm�etrique
�a source ouverte appel�e GRAPHOS (inteGRAted PHOtogrammetric Suite) destin�e �a la communaut�e scientifique
pour la restitution 3D dans des applications rapproch�ees. Il englobe des algorithmes photogramm�etriques et de
vision par ordinateur avec les objectifs suivants: (i) accrôıtre l’automatisation, permettant d’obtenir des nuages
denses de points 3D grâce �a une interface conviviale; (ii) accrôıtre la flexibilit�e en travaillant avec tout type
d’image, de sc�enario et de cam�era; (iii) am�eliorer la qualit�e, garantissant une haute pr�ecision et une haute
r�esolution; (iv) pr�eserver la fiabilit�e photogramm�etrique et la r�ep�etabilit�e. Enfin et ce n’est pas le moins
important, GRAPHOS dispose �egalement d’une composante �educative qui va au-del�a des solutions les plus
courantes pour le traitement d’images et la g�en�eration de nuages de points 3D, et renforc�ee par des
simulations et des explications didactiques sur les algorithmes et leur fonctionnement. Les d�eveloppements ont
�et�e r�ealis�es �a diff�erents niveaux: r�ealisation d’interface utilisateur graphique (GUI), simulateurs didactiques
pour le traitement d’images, traitement photogramm�etrique avec param�etres avanc�es, cr�eation d’un jeu de
donn�ees public et contrôle de la qualit�e des r�esultats.

Zusammenfassung

Die Photogrammetrie steht derzeit vor einigen Herausforderungen und Ver€anderungen, die sich
haupts€achlich auf Automatisierung, ubiquit€are Verarbeitung und vielf€altige Anwendungen beziehen. Durch
dieses Papier wurde ein photogrammetrisches Open-Source-Tool namens GRAPHOS (inteGRAted
PHOtogrammetric Suite) entwickelt, um die bildbasierte Verarbeitung von 2D- zu 3D-Daten in
Nahbereichsanwendungen f€ur die Scientific Community zu €offnen. Es umfasst robuste photogrammetrische und
Computer-Vision-Algorithmen mit den folgenden Zielen: (i) Erh€ohung der Automatisierung, so dass dichte
3D-Punktwolken durch eine freundliche und einfach zu bedienende Benutzeroberfl€ache erhalten werden;
(ii) Erh€ohung der Flexibilit€at, um mit jeglichen Arten von Bildern, Szenarien und Kameras arbeiten zu k€onnen;
(iii) Verbesserung der Qualit€at und Gew€ahrleistung hoher Genauigkeit und Aufl€osung; (iv) Sicherstellung der
photogrammetrische Zuverl€assigkeit und Wiederholbarkeit. Nicht zuletzt hat GRAPHOS auch eine p€adagogische
Komponente jenseits der g€angigsten Black-Box-L€osungen f€ur die 3D-Bildverarbeitung und Punktwolkenerzeugung,
verst€arkt mit einigen Simulatoren und didaktischen Erkl€arungen zu Algorithmen und deren Performance. Die
Entwicklungen wurden auf verschiedenen Ebenen durchgef€uhrt: grafische Benutzeroberfl€ache (GUI), didaktische
Simulatoren f€ur die Bildverarbeitung, photogrammetrische Verarbeitung mit Gewichtsparametern, Erstellung von
Datens€atzen und Systemauswertung.

Resumen

Este art�ıculo presenta los �ultimos desarrollos de la herramienta fotogram�etrica de c�odigo abierto llamada
GRAPHOS (inteGRAted PHOtogrammetric Suite). GRAPHOS incluye algunas innovaciones recientes en el
proceso de generaci�on 3D basada en im�agenes, desde los detectores/descriptores de caracter�ısticas autom�aticos
y la orientaci�on de la red fotogram�etrica a herramientas de correspondencia densa y de control de calidad.
GRAPHOS tiene tambi�en un componente educativo que va m�as all�a de las soluciones habituales para el
procesamiento autom�atico, reforzado con tutoriales y explicaciones did�acticas sobre los algoritmos y su
funcionamiento. Se destacan los desarrollos llevados a cabo en diferentes niveles: interfaz gr�afico de usuario
(GUI), simuladores did�acticos para el procesamiento de im�agenes, procesamiento fotogram�etrico con
par�ametros avanzados, creaci�on de un conjunto de datos y evaluaci�on de los resultados.



摘要

本文描述了一个名为GRAPHOS (嵌入式摄影测量组件) 的开源摄影测量工具的最新进展。GRAPHOS
包含了基于影像进行三维重建的若干技术革新, 如自动特征提取与特征描述、影像网络定向、密集匹配、
以及质量控制。除了其自动化的处理功能外, GRAPHOS 还具备强大的教学功能, 包括辅导材料、算法与

性能的细致解释等。本文着重描述了其各个层面的最新发展: 包括图形用户界面、用于图像处理的教学仿

真器、具有权重参数的摄影测量处理, 数据集创建和系统评估。


