
SURFACE SUPERCONDUCTIVITY IN PRESENCE OF CORNERS
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Abstract. We consider an extreme type-II superconducting wire with non-smooth cross
section, i.e., with one or more corners at the boundary, in the framework of the Ginzburg-
Landau theory. We prove the existence of an interval of values of the applied field,
where superconductivity is spread uniformly along the boundary of the sample. More
precisely the energy is not affected to leading order by the presence of corners and
the modulus of the Ginzburg-Landau minimizer is approximately constant along the
transversal direction. The critical fields delimiting this surface superconductivity regime
coincide with the ones in absence of boundary singularities.
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1. Introduction and Main Result

The success of Ginzburg-Landau (GL) theory in predicting and modelling the response
of a superconductor to an external applied field can not be overlooked. Since the ‘50s,
when is was proposed by V.L. Ginzburg and L.D. Landau [GL] as a phenomenological
theory to describe superconductivity near the critical temperature marking the transition
to the superconducting state, several investigations have been performed within the GL
theory from both the physical and mathematical view points (see, e.g., the monographs
[FH3, SS] and references therein).

Here we are mainly concerned with the phenomenon of surface superconductivity, which
was predicted and observed in experiments in the ‘60s [SJdG] (see also [N et al] for re-
cent experimental data). When the applied field becomes larger than some critical value
(second critical field), the external magnetic field penetrates the sample and destroys su-
perconductivity everywhere but in a narrow region close to the sample boundary.

Date: March 31, 2016.

1

ar
X

iv
:1

60
3.

09
21

0v
1 

 [
m

at
h-

ph
] 

 3
0 

M
ar

 2
01

6
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The GL free energy of a type-II superconductor confined to an infinite cylinder of cross
section Ω ⊂ R2 is given by

GGL
κ [ψ,A] =

∫
Ω

dr
{
|(∇+ ihexA)ψ|2 − κ2|ψ|2 + 1

2κ
2|ψ|4

}
+h2

ex

∫
R2

dr |curlA− 1|2, (1.1)

where ψ : Ω → C is the order parameter, hexA : R2 → R2 the vector potential, gener-
ating the induced magnetic field hexcurlA. The applied magnetic field is thus of uniform
intensity hex along the superconducting wire. The parameter κ > 0 is a physical quantity
(inverse of the penetration depth), which is typical of the material and an extreme type-II
superconductor is identified by the condition κ� 1. We also recall the physical meaning
of the order parameter ψ, i.e., |ψ|2 is a measure of the relative density of superconducting
Cooper pairs: |ψ| varies between 0 and 1 and |ψ| = 0 in a certain region means that
there are no Cooper pairs there and thus a loss of superconductivity, whereas if |ψ| = 1
somewhere then all the electrons are superconducting in the region. The cases |ψ| ≡ 0 and
|ψ| ≡ 1 everywhere in Ω correspond to the normal and to the perfectly superconducting
states respectively.

In the present paper we put the focus on non-smooth domains Ω, i.e., more precisely we
assume that Ω is piecewise smooth but contains finitely many corners. This is expected to
generate a richer physics for large applied magnetic fields (see below), since the corners can
act as attractors for Cooper pairs and, before eventually disappearing, superconductivity
might survive close to them.

The equilibrium state of the superconductor given by the configuration (ψGL
κ ,AGL

κ ) ∈
DGL is a minimizing pair for the functional GGL

κ . The minimal energy will be denoted by
EGL
κ and the minimization domain can be taken to be

DGL =
{

(ψ,A) ∈ H1(Ω)×H1
loc(R2;R2)

∣∣ curlA− 1 ∈ L2(R2)
}
. (1.2)

Any critical point (ψ,A) of the GL functional solves, at least weakly, the GL equations
− (∇+ ihexA)2 ψ = κ2

(
1− |ψ|2

)
ψ, in Ω,

−hex∇⊥curlA = jA[ψ]1Ω, in R2,

n · (∇+ ihexA)ψ = 0, on ∂Ω,

(1.3)

where the last boundary condition has to be interpreted in trace sense and

jA[ψ] := i
2 [ψ (∇− ihexA)ψ∗ − ψ∗ (∇+ ihexA)ψ] , (1.4)

is the superconducting current. Any minimizing configuration (ψGL
κ ,AGL

κ ) is a weak solu-
tion of the above system too.

The existence of such a minimizing pair and the fact that it solves the GL equations
(1.3) is a rather standard result [FH3, Chapt. 15] and we skip the discussion here. Note
however that, because of the presence of a non-smooth boundary, it is more convenient
to consider a GL functional where the last term is integrated all over the plane R2. In
the smooth boundary case there is a one-to-one correspondence between minimizers on
R2 and minimizing configurations of the energy restricted to Ω (see, e.g., [SS, Proposition
3.4]) and therefore the two settings are perfectly equivalent. For non-smooth boundaries
such a correspondence is difficult to state because of possible boundary singularities of the
solution. It is easy to prove however [FH3, Lemma 15.3.2] that

curlA = 1, in R2 \ Ω, (1.5)

for any A weak solution of the GL equations (1.3).
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As the intensity of the applied field increases, one observes three subsequent transitions
in an extreme type-II superconductor with smooth boundary and correspondingly three
critical values of hex can be identified, i.e., three critical fields:

• the first critical field Hc1 ∝ log κ is associated to the nucleation of vortices;
• at Hc2 = κ2 the transition from bulk to boundary superconductivity occurs;
• above Hc3 = Θ−1

0 κ2 the normal state is the unique minimizer of the GL functional
and superconductivity is lost everywhere.

In presence of boundary singularities the above picture might require some modification
and, although the first transition is untouched, being a bulk phenomenon, the two other
transitions can be affected by the corners. More precisely it is known [B-NF] that, under
a suitable unproven conjecture about the ground state behavior of a magnetic Schrödinger
operator in an infinite sector, the third critical field Hc3 can be strictly larger than the one
in the case of smooth domains, although of the same order κ2. A more refined analysis
reveals [B-NF, Theorem 1.4] that, at least if one of the corners has an acute angle, the
expected value of Hc3 is

µ(α)−1κ2, (1.6)

µ(α) standing for the ground state of −(∇ + 1
2 ix
⊥)2, i.e., a Schrödinger operator with

uniform magnetic field of unit strength in an infinite sector of opening angle 0 < α < π/2,
and with α equal to the smallest angle of the corners. The unproven assumption is that
for any acute angle 0 < α < π, the eigenvalue µ(α) is strictly smaller than Θ0. For
the discussion of this and many more questions concerning the Schrödinger operator with
magnetic field in a corner domain we refer to [Bo, B-ND, B-NDP, B-NR].

When (and if) µ(α) > Θ0 thus the third critical field changes value and in fact it is
conjectured that another transition might take place below Hc3: as proven by usual Agmon
estimate superconductivity can survive only at the boundary, if the field is above Hc2;
however one might distinguish between a boundary state distributed along the boundary
and one concentrated near the corner of smallest opening angle. Under the aforementioned
conjecture this is indeed the structure of the GL ground state before the transition to the
normal state takes place. As strongly suggested by the modified Agmon estimates proven
in [B-NF, Theorem 1.6] one should introduce an additional critical field Hcc so that

Hc2 < Hcc ≤ Hc3 (1.7)

marking such a phase transition from boundary to corner superconductivity. The order of
magnitude of Hcc is clearly of order κ2.

In the present paper we prove that, if Ω contains finitely many corners, there is uniform
surface superconductivity for applied fields satisfying asymptotically

1 <
hex

κ2
< Θ−1

0 , (1.8)

and the energy expansion is the same as in absence of corners, at least to leading order.
As a consequence we infer the asymptotic estimate

Θ−1
0 ≤ Hcc

κ2
≤ Hc3

κ2
, (1.9)

which must hold true also in presence of corners.
Before going deeper in the discussion of our result, we first make a change of units,

which is mostly convenient in the surface superconductivity regime, i.e., we assume that
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the applied field hex is of order κ2, i.e.,

hex = bκ2, (1.10)

for some 0 < b = O(1), and set

ε := b−
1
2κ−1 � 1. (1.11)

We then study the asymptotic ε → 0 of the minimization of the GL functional, which in
the new units reads

GGL
ε [ψ,A] =

∫
Ω

dr

{∣∣∣∣ (∇+ i
A

ε2

)
ψ

∣∣∣∣2− 1

2bε2
(2|ψ|2−|ψ|4)

}
+

1

ε4

∫
R2

dr |curlA−1|2. (1.12)

We also set
EGL
ε := min

(ψ,A)∈DGL
GGL
ε [ψ,A], (1.13)

and denote by (ψGL,AGL) any minimizing pair.
In the new units the surface superconductivity regime coincides with the parameter

region
1 < b < Θ−1

0 , (1.14)

at least for smooth boundaries. The key features of the surface superconductivity phase
are listed below:

• the GL order parameter is concentrated in a thin boundary layer of thickness ' ε
and exponentially small in ε in the bulk;
• the induced magnetic field is very close to the applied one, i.e., curlA ' 1;
• up to an appropriate choice of gauge and a mapping to boundary coordinates,

the ground state of the theory can be approximated by an effective 1D energy
functional in the direction normal to the boundary.

More precisely, in [CR2], it was proven1 that, if Ω is a smooth and simply connected
domain, as ε→ 0,

EGL
ε =

|∂Ω|E1D
?

ε
+O(1), (1.15)

where E1D
? is the infimum of the functional

E1D
α [f ] :=

∫ +∞

0
dt

{
|∂tf |2 + (t+ α)2f2 − 1

2b
(2f2 − f4)

}
, (1.16)

both with respect to the real function f and to the number α ∈ R, i.e.,

E1D
? := inf

α∈R
inf

f∈D1D
E1D
α [f ], (1.17)

with D1D =
{
f ∈ H1(R;R) | tf(t) ∈ L2(R)

}
. The corresponding minimizing α will be

denoted by α?, while f? will stand for the function minimizing E1D
α?

.
The 1D functional (1.16) was known to provide a model problem for surface supercon-

ductivity since [Pa], but only in [CR2] (for disc-like samples) and [CR3] (see also [CR4] for
further results in this direction) it was proven that f? is a good approximation of |ψGL|.
The main idea is indeed that any minimizing GL order parameter has the structure

ψGL(r) ' f?(εt) exp(−iα?s) exp {iφε(s, t)} (1.18)

1Note that, for the sake of clarity, we have changed the notation w.r.t. [CR2] and denoted the 1D
ground state energy E1D

? , instead of E1D
0 (the corresponding minimizer is then denoted by f? instead of

f0). The reason is that the label 0 in the latter was actually referring to the dependence on the curvature,
that we do not take into account in the present investigation.
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where (s, t) are rescaled tubular coordinates (tangent and normal coordinates respectively,
both rescaled by ε) defined in a neighborhood of ∂Ω (see, e.g., [FH3, Appendix F] and
Section 2.3) and φε is a gauge phase factor which plays an important role in the estimate
of the magnetic field AGL.

Before stating our main result we specify the assumptions on the boundary domain: we
consider a bounded domain Ω ⊂ R2 open and simply connected with Lipschitz boundary
∂Ω such that the unit inward normal to the boundary, ν, is well defined on ∂Ω with
the possible exception of a finite number of points – the corners of Ω. We refer to the
monographs [Da, Gr] for a complete discussion of domains with non-smooth boundaries.
More precisely we assume that the boundary ∂Ω is a curvilinear polygon of class C∞ in
the following sense (see also [Gr, Definition 1.4.5.1]):

Assumption 1.1 (Piecewise smooth boundary).
Let Ω a bounded open subset of R2, we assume that ∂Ω is a smooth curvilinear polygon,
i.e., for every r ∈ Γ there exists a neighborhood U of r and a map Φ : U → R2, such that

(1) Φ is injective;
(2) Φ together with Φ−1 (defined from Φ(U)) are smooth;
(3) the region Ω∩U coincides with either {r ∈ Ω | (Φ(r))1 < 0} or {r ∈ Ω | (Φ(r))2 < 0}

or {r ∈ Ω | (Φ(r))1 < 0, (Φ(r))2 < 0}, where (Φ)j stands for the j−th component of
Φ.

Assumption 1.2 (Boundary with corners).
We assume that the set Σ of corners of ∂Ω, i.e., the points where the normal ν does not
exist, is non empty but finite and we denote by αj the angle of the j−th corner (measured
towards the interior).

We are now able to formulate the main result proven in this article:

Theorem 1.1 (GL asymptotics).
Let Ω ⊂ R2 be any bounded simply connected domain satisfying the above Assumptions 1.1
and 1.2. Then for any fixed

1 < b < Θ−1
0 , (1.19)

as ε→ 0, it holds

EGL =
|∂Ω|E1D

?

ε
+O(| log ε|2), (1.20)

and∥∥∥∣∣ψGL(r)
∣∣2 − f2

? (dist(r, ∂Ω)/ε)
∥∥∥
L2(Ω)

= O(ε| log ε|)�
∥∥f2

? (dist(r, ∂Ω)/ε)
∥∥
L2(Ω)

. (1.21)

Remark 1.1 (Order parameter asymptotics).
The convergence stated in (1.21) implies that f? provides a good approximation of |ψGL|
in the boundary layer, i.e., for dist(r, ∂Ω) . ε| log ε|. At larger distance from the boundary
both functions are indeed exponentially small in ε and their mass consequently very small.
Note also that, if the condition (1.19) is satisfied,∥∥f2

? (dist(r, ∂Ω)/ε)
∥∥
L2(Ω)

≥ c
√
ε,

for some c > 0, as it immediately follows by observing that f?(t) is independent of ε and
non-identically zero.
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Remark 1.2 (Limiting regimes).
We explicitly chose not to address the limiting cases b → 1+ or b → Θ−1

0 . In the former
case an adaptation of the method might work (see also [CR2, Remark 2.1]), while in the
latter the analysis is made much more complicate because of the interplay between corner
and boundary confinements. In particular a much more detailed knowledge of the behavior
of the linear problem, i.e., the ground state energy of the magnetic Schrödinger operator
in a sector of angle α, is needed, e.g., a proof of the conjecture discussed in [B-NF].

The rest of the paper is devoted to the proof of the above result. Before proceeding
however we briefly comment on possible future perspectives. Inspired by the analysis
contained in [CR3] one can indeed aim at capturing higher order corrections to the energy
asymptotics (1.20) and isolate the curvature corrections to the energy. At this level the
presence of corners might give rise to an additional contribution to the energy of the same
order of the curvature corrections. Compared to the smooth boundary case studied in
[CR3] however, a proof of an L∞ estimate of |ψGL| might be harder to obtain, due to the
presence of boundary singularities. We plan to address this questions in a future work
anyway.

Acknowledgments. The authors acknowledge the support of MIUR through the
FIR grant 2013 “Condensed Matter in Mathematical Physics (Cond-Math)” (code
RBFR13WAET). M.C. also thanks N. Rougerie for enlightening discussions on the topic
of the present paper.

2. Proofs

The strategy of the proof is very similar to the arguments contained in [CR2]. We
sketch here the main steps.

The preliminary step, i.e., the restriction to the boundary layer (Section 2.2), is standard
and described in details, e.g., in [FH3, Section 14.4]. The final outcome of this step is
a functional restricted to a layer of width O(ε| log ε|) along the boundary. The main
ingredients are as usual Agmon estimates.

Another common step to both the upper and lower bound proofs, although applied to
different magnetic potentials, is the replacement of the magnetic field (Section 2.4), as, e.g.,
in [FH3, Appendix F]. The presence of corners however calls for suitable modifications,
since this step is usually done by exploiting tubular coordinates, which are not defined
closed to the boundary singularities. As we are going to see however, such a replacement
is needed only in the smooth part of the boundary layer, where it can be done in a
rather standard way by making a special choice of the gauge. In fact the only required
modification is an adapted definition of the gauge phase close to the corners.

The energy upper bound (Section 2.5) is then trivially obtained by testing the energy on
a trial configuration with magnetic field equal to the external one and with order parameter
ψ reproducing (1.18). The lower bound proof (completed in Section 2.6) is more involved
and requires few more steps.

In order to extract the 1D effective energy from the GL asymptotics, boundary coordi-
nates (Section 2.3) are needed, since, according to the expected behavior (1.18), the 1D
energy is associated to the variation of |ψGL| along the normal to the boundary, while |ψGL|
is approximately constant in the transversal direction. At this stage the non-smoothness
of the boundary really affects the proof, because the use of tubular coordinates is clearly
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prevented near the corners. By a simple a priori estimate however we show that one can
drop the energy around corners.

We are thus left with the energy contributions of the smooth pieces of the boundary
layer. There we can pass to boundary coordinates and use the same trick, i.e., a suitable
integration by parts, involved in the proofs of our earlier results [CR2, CR3] and inspired
by other works on rotating condensates (see, e.g., [CR1, CRY, CPRY1, CPRY2, CPRY3]).
Since the region where we perform the integration by parts is not connected however, a
naive application of the trick would generate unwanted boundary terms and therefore we
will slightly modify the order parameter by introducing a partition of unity around the
corners.

Finally the key estimate to complete the lower bound proof is the positivity of the cost
function, i.e., a pointwise estimate of an explicit 1D function depending on the effective 1D
profile. This step is precisely the same as in [CR2] and is the only point in the proof where
the condition 1 < b < Θ−1

0 comes explicitly into play. However the assumption b > 1 is

required to apply Agmon estimates in the preliminaries, while the condition b < Θ−1
0 is

needed in order to ensure that the 1D minimizing profile is non-trivial.
We start the proof discussion by first recalling some properties of the 1D effective func-

tional (1.16), which is going to provide the effective energy in the surface superconductivity
regime.

2.1. Analysis of the effective 1D model. Given the functional (1.16), we denote by
fα any minimizer for α ∈ R and by E1D

α the corresponding ground state energy,

E1D
α := inf

f∈H1(R+)
E1D
α [f ],

with the convention that E1D
? = E1D

α?
= infα∈RE

1D
α and f? = fα? .

We recall that the minimizer f? is non-trivial if and only if b < Θ−1
0 [CR2, Proposition

3.2] and, in this case, it is a unique positive function, which is also monotonically decreasing
and solves the variational equation [CR2, Proposition 3.1]

− f ′′? + (t+ α?)
2f? = 1

b (1− f
2
? )f?, (2.1)

with boundary condition f ′?(0) = 0. The decay of f? can be estimated [CR2, Proposition
3.3]: for any b < Θ−1

0 , there exist two constants 0 < c,C <∞ such that

c exp
{
−1

2(t+
√

2)2
}
≤ f?(t) ≤ C exp

{
−1

2(t+ α)2
}

(2.2)

for any t ∈ R+. As a direct consequence

f?(t) = O(ε∞), for t ≥ c0| log ε|, (2.3)

for any constant c0 > 0.
The potential function associated to f? is

F (t) := 2

∫ t

0
dξ f2

? (ξ)(ξ + α?). (2.4)

It can be shown that it is negative (in fact α? < 0) and vanishes both at t = 0 and t =∞.
In this second case the vanishing of F is implied by the optimality of α?. The cost function
that will naturally appear in our investigation is

K(t) := f2
? (t) + F (t). (2.5)
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In [CR2, Proposition 3.4] it is proven that

K(t) ≥ 0, for any t ∈ R+. (2.6)

2.2. Restriction to the boundary layer. One of the key features of surface supercon-
ductivity is that the critical behavior survives only close to the boundary of the sample,
due to the penetration of the external magnetic field. Mathematically this can be formu-
lated by showing that the order parameter decays exponentially far from the boundary,
which is the content of Agmon estimates. The presence of corners does not influence such
a behavior.

We thus have that, if b > 1, any configuration (ψ,A) solving the GL equations satisfies
the estimate∫

Ω
dr exp

{
CA dist(r,∂Ω)

ε

}{
|ψ|2 + ε2

∣∣(∇+ iA
ε2

)
ψ
∣∣2} ≤ ∫

{dist(r,∂Ω)≤ε}
dr |ψ|2 = O(ε),

(2.7)
where CA is a fixed constant and in the last estimate we have used the bound ‖ψ‖∞ ≤ 1,
which remains true also in the case of corners [FH3, Section 15.3.1]. For the proof of
normal Agmon estimates we refer to [B-NF, Theorem 4.4]. Note that because of the
exploding exponential factor, (2.7) implies that∫

dist(r,∂Ω)≥c0ε| log ε|
dr
{
|ψ|2 + ε2

∣∣(∇+ iA
ε2

)
ψ
∣∣2} = O(εc0CA+1), (2.8)

which can be made smaller than any power of ε by taking the constant c0 arbitrarily large.
Thanks to this fact and the analogous estimate on the gradient of ψ, one can easily drop
from the energy the contribution of the region further from ∂Ω than c0ε| log ε| and, if we
set

Aε := {r ∈ Ω | dist (r, ∂Ω) ≤ c0ε| log ε|} , (2.9)

it holds
EGL = GGL

ε,Aε
[ψGL,AGL] +O(ε∞), (2.10)

where GGL
ε,Aε

stands for

GGL
ε,Aε

[ψ,A] =

∫
Aε

dr

{∣∣∣∣ (∇+ i
A

ε2

)
ψ

∣∣∣∣2 − 1

2bε2
(2|ψ|2 − |ψ|4)

}
+

1

ε4

∫
Ω

dr |curlA− 1|2.

(2.11)
Before proceeding further we state some inequalities which will prove to be helpful in

the rest of the paper (for a proof see, e.g., [FH3, Section 15.3] and reference therein): for
any weak solution to the GL equations (1.3)

‖ψ‖L∞(Ω) ≤ 1, (2.12)∥∥(∇+ iA
ε2

)
ψ
∥∥
L2(Ω)

= O(ε−1/2), (2.13)

‖curlA− 1‖L2(R2) = O(ε7/4). (2.14)

2.3. Boundary coordinates. The rest of the proof requires the definition of suitable
boundary coordinates (σ, τ), e.g., to isolate the singular regions around the corners. As
in [FH3, Appendix F] we introduce a parametrization of the boundary ∂Ω denoted by
γ(σ), σ ∈ [0, ∂Ω), which is piecewise smooth. At any point along the boundary, with
the exception of corners Σ, the inward normal to the boundary ν(σ) is well defined and
smooth.
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Figure 1. Region where boundary coordinates might be ill defined.

The following map however

r(σ, τ) = γ(σ) + τν(σ), (2.15)

with τ = dist(r, ∂Ω), defines a diffeomorphism only in a thin enough strip along ∂Ω and
far enough from Σ, e.g., in{

r | dist (r, ∂Ω) ≤ τ0,dist (r,Σ) ≥ τ ′0
}
,

with τ0 small enough and τ ′0 suitably chosen (of the same order). In that region we can
also define the curvature ς(σ) as

γ ′′(σ) = ς(σ)ν(σ).

In order to handle the singularities at corners we need to define cells covering the
region where tubular coordinates are ill defined. Given the normal width of the boundary
layer equal to c0ε| log ε|, as required to apply Agmon estimates in the complement, it is
obviously possible to find a corner cell of the form given in Fig. 1. Since the length of
inner boundaries is c0| log ε|, the distances between the points A and B and the corner C
along the boundary can be chosen at most of order O(ε| log ε|).

For the sake of concreteness we fix those lengths (the curves AC and BC in Fig. 2)
both equal to

σj − σA = σB − σj = c1ε| log ε|, (2.16)

where the constant c1 is chosen large enough in such a way that in (∪jCj)c tubular coor-
dinates (σ, τ) are well defined. The inner boundary of the cell is given by the two lines
(AD and BE in Fig. 2)

{r(σ, τ) | σ = σj ± c1ε| log ε|, t ∈ [0, c0ε| log ε|]} , (2.17)

with possibly two segments (DF and EF in Fig. 2) belonging to the border of Aε of the
form

{r(σ, τ) | |σ − σj | ∈ [δ±ε| log ε|, c1ε| log ε|] , t = c0ε| log ε|]} , (2.18)

for some 0 < δ± < c1. The final shape of the cell is described in Fig. 2 for an acute angle.
The definition requires no adaptation however for obtuse angles.

The most important property of the corner cells is that they carry a little amount of
energy, which allow us to discard them in the estimate of both the upper and lower bounds
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Figure 2. Cell Cj .

to the GL energy. This is directly implied by the smallness of those cells, whose area is
O(ε2| log ε|2). At an heuristic level indeed the energy density is of order ε−2, at least close
to ∂Ω, and therefore the energy contained in Cj is expected to be O(| log ε|2), i.e., of the
same order to the error term in (1.20).

In the rest of the proof we will also use the rescaled boundary coordinates defined in
terms of (σ, τ) as

s =
σ

ε
, t =

τ

ε
, (2.19)

so that, with some abuse of notation2,

Aε =
{

(s, t) | s ∈
[
0, |∂Ω|

ε

]
, t ∈ [0, c0| log ε|]

}
. (2.20)

The boundary layer without the corner cells is called Acut, i.e.,

Acut := Aε \
N⋃
j=1

Cj . (2.21)

We also denote by n(s) := ν(εs) and k(s) := ς(εs) the normal to ∂Ω and the curvature in
the new coordinates respectively.

2.4. Replacement of the magnetic field. In the surface superconductivity regime the
induced magnetic field is actually very close to the applied one. This is typical of this
regime and is also the reason why the last term in the GL functional (1.12) is never taken
into account, since its contribution is always subleading. Hence the induced field is almost
uniform and its strength is approximately 1. There are however many magnetic potentials
A generating such a field and it is useful to exploit gauge invariance to select the most
convenient one. Here we discuss how it can be done.

We pick a magnetic potential A such that

∇ ·A = 0, in Ω, (2.22)

2For the sake of simplicity in the notation, we do not change symbol to denote a given set in the rescaled
variables, e.g., Aε will stand for the boundary layer, either in the r or in the (s, t) variables.
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i.e., in the Coulomb gauge, and (2.14) holds true,

‖curlA− 1‖L2(R2) = O(ε2). (2.23)

This in particular applies to the minimizer AGL but also the magnetic potential used in
the upper bound (see Section 2.5 below) satisfies the condition.

In smooth domains (2.22) is accompanied by the boundary condition A · n = 0 on ∂Ω.
This is clearly not possible in presence of corners, because of the jumps of n: let us stress
that at corners n is discontinuous but it remains uniformly bounded all over the boundary,
so that, for instance, ∫ |∂Ω|

ε

0
dsA(r(εs, 0)) · n(s) = 0,

i.e., the function A · n is integrable. Moreover Stokes formula and elliptic regularity (see,
e.g., [Gr]) implies that the boundary condition is in fact satisfied in trace sense, i.e.,
almost everywhere. In particular it must hold true far from corners, where the normal to
the boundary is well defined, e.g.,

A(r(εs, 0)) · n(s) = 0, for any |s− sj | ≥ c1| log ε|. (2.24)

Now the key idea for the replacement, described, e.g., in [FH3, Appendix F] (see also
[CR2, Section 4.1] and [CR3, Proof of Lemma 4]), is that, since at the boundary the normal
component of A vanishes, close enough to ∂Ω, it is possible to find a differentiable function
φA(s, t) such that A−∇φA(s, t) = f(s, t)es, i.e., the field remains purely tangential close
enough to ∂Ω. In addition since curlA is approximately 1, the function f(s, t) is close
to −t + o(1). Using a gauge transformation built on φA, one can then replace A with a
magnetic potential which is of the form described above.

We do not repeat all the details of the procedure but we only comment on the modifica-
tions induced by the presence of corners. The first step, i.e., the gauge transformation is
essentially the same as for smooth domains: thanks to the integrability of both γ ′(s) and
A(r(εs, εt)) along ∂Ω, which is guaranteed in the first case by the boundedness of γ ′(s)

and in the second one by Sobolev trace theorem, which gives A ∈ H3/2(∂Ω;R2), we can
set for any (s, t) ∈ Acut

φA(s, t) := −1

ε

∫ t

0
dη A(r(εs, εη)) · n(s) +

1

ε

∫ s

0
dξ A(r(εξ, 0)) · γ ′(εs)− εδεs, (2.25)

with3

δε(s, t) =
1

ε2|∂Ω|

∫
Ω

dr curlA− 2π

|∂Ω|

⌊
1

2πε2

∫
Ω

dr curlA

⌋
. (2.26)

Note that the second term in the expression above is well defined even if s gets close to the
corner points Σ, because γ ′ is by assumption an integrable function. In Accut on the other
hand the phase φA can be continued in a rather arbitrary way with the only condition
that φA ∈ H1(Aε), e.g., we can set for (s, t) ∈ Accut

φA(s, t) := −1

ε

∫ t

0
dη χ(s)A(r(εs, εη)) · n(s) +

1

ε

∫ s

0
dξ A(r(εξ, 0)) · γ ′(εs)− εδεs, (2.27)

3We denote by b · c the integer part. Note the missing factors 2π in the definitions [CR2, Eq. (4.8)] and
[CR3, Eq. (5.4)].
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where the cut-off function χ vanishes at distance of order 1 from the boundaries sj ±
c1| log ε|. It is easy to verify that for any (s, t) ∈ Aε, one has

φA(s+ n|∂Ω|, t) = φA(s, t) + 2πn, for any n ∈ Z.

The change of coordinates r→ (εs, εt) in Acut and the simultaneous gauge transforma-
tion then yields for any Ψ ∈ H1(Aε)

GGL
ε,Acut

[Ψ,A] = (1 +O(ε| log ε|))
∫
Acut

dsdt
{
|∂tψ|2 + |(∂s + ia(s, t))ψ|2

− 1
2b [2|ψ|

2 − |ψ|4]
}

+
1

ε4

∫
Ω

dr |curlA− 1|2 , (2.28)

where the prefactor 1 +O(ε| log ε|) is due to an estimate of the jacobian 1− εk(s)t of the
change of coordinates r→ (s, t) induced by the diffeomorphism r(εs, εt), where k(s) is the
curvature of the boundary in the rescaled coordinates. Of course k(s) is not defined at
corners but admits left and right values and

‖k‖L∞(∂Ω) ≤ C. (2.29)

Moreover ψ in the expression above is

ψ(s, t) := Ψ(r(εs, εt))e−iφA(s,t). (2.30)

Finally

aA(s, t) = (1− εk(s)t)
γ ′(εs) ·A(r(εs, εt))

ε
− ∂sφA. (2.31)

Note that we have left untouched the last term of the GL functional, because it will be
treated in different ways in the upper and lower bound proofs.

We also stress that so far the a priori assumption (2.23) has not been used. It is indeed
the main ingredient of the estimate of a(s, t).

Lemma 2.1.
Let A be such that (2.22) and (2.23) are satisfied, then for any c0 > 0,

‖aA(s, t) + t‖L2(Acut)
= O(ε| log ε|). (2.32)

Proof. Let (s, t) ∈ Acut, we first observe that

aA(s, 0) = εδε = O(ε),

since |δε| ≤ 1. The definition of aA and the vanishing of the normal component also
implies that

∂taA(s, t) = −(1− εk(s)t)(curlA)(r(εs, εt))

and therefore

aA(s, t) = εδε − (1 +O(ε| log ε|)
∫ t

0
dη curlA(r(εs, εη))

= −t−
∫ t

0
dη [curlA(r(εs, εη))− 1] +O(ε| log ε|). (2.33)

On the other hand we can estimate∫ t

0
dη |curlA(r(εs, εη))− 1| ≤ C| log ε|

1
2

[ ∫ c0| log ε|

0
dt |curlA− 1|2

]1/2
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which yields

‖aA + t‖2L2(Acut)
≤ C| log ε| ‖curlA− 1‖2L2(Acut)

+O(ε2| log ε|2),

and therefore the result. �

2.5. Upper bound. We are now able to prove the upper bound to the GL energy.

Proposition 2.1 (Energy upper bound).
Let 1 < b < Θ−1

0 and ε be small enough. Then it holds

EGL ≤ |∂Ω|E1D
?

ε
+O(| log ε|). (2.34)

Proof. As usual we prove the result by evaluating the GL energy on a trial state having the
expected physical features. This trial state has to be concentrated near the boundary of
the sample and its modulus must be approximately constant in the transversal direction.
However since we can not use boundary coordinates at corners, we impose that the function
vanishes in a suitable neighborhood of Σ. We will label corners in Σ with their coordinate
along the boundary, i.e.,

Σ = {(s, 0) | s = sj , j = 1, . . . , N} . (2.35)

We thus introduce a cut-off function χ ∈ C∞0 , such that 0 ≤ χ ≤ 1. Its role is to cut
the region close to Σ. For any (s, t) ∈ Aε, we require

χ(s) :=

{
0, if |s− sj | ≤ c1| log ε|, for some j = 1, . . . , N,

1, if |s− sj | ≥ 2c1| log ε|, for all j = 1, . . . , N.
(2.36)

The transition from 0 to 1 occurs in a one-dimensional region of length c1| log ε| and
therefore we can always assume that∣∣χ′∣∣ = O(| log ε|−1). (2.37)

We also define (note that we can not define Dj using boundary coordinates in the interior
because there they are ill defined)

Dj := {(s, t) ∈ Aε | |s− sj | ≥ 2c1| log ε|}c , (2.38)

i.e., (∪jDj)c is the region where χ = 1.
It remains to choose the magnetic potential to complete the test configuration: we thus

denote by F any magnetic potential such that ∇ · F = 0 and curlF = 1 in Ω. Our trial
state is then

(ψtrial,F) , (2.39)

where
ψtrial(s, t) = χ(s)f?(t)e

−iα?seiφF(s,t), (2.40)

with φA the gauge phase (2.25). Note that α? is not necessarily an integer and therefore
ψtrial might be a multi-valued function, but this does not harm the result since we are here
interested in proving an upper bound.

The order parameter decays exponentially as t→∞, thanks to the pointwise estimate
(2.2), and therefore

ψtrial(r) = O(ε∞), for r ∈ Acε.
Hence, as for (2.10), we have

GGL
ε [ψtrial,F] = GGL

ε,Aε
[ψtrial,F] +O(ε∞). (2.41)



14 M. CORREGGI AND E.L. GIACOMELLI

Also, since curlF = 1, the quantity we have to estimate is actually

GGL
ε,Aε

[ψtrial,F] =

∫
Aε

dr
{∣∣(∇+ i F

ε2

)
ψtrial

∣∣2 − 1
2bε2

(2|ψtrial|2 − |ψtrial|4)
}

= (1 +O(ε| log ε|))
∫
Aε

dsdt
{
χ2|∂tf?|2 + f2

? |∂sχ|
2 + |aF(s, t)− α?|2 f2

?χ
2

− 1
2b [2χ

2f2
? − χ4f4

? ]
}

(2.42)

with aF defined in (2.31). For an upper bound we can replace χ with 1 wherever χ 6= 0,
i.e.,

GGL
ε,Aε

[ψtrial,F] ≤
∫
Aε\∪jCj

dsdt
{
f ′?

2
+ (t+ α?)

2f2
? − 1

2b [2f
2
? − f4

? ]
}

+O(| log ε|), (2.43)

where the remainder is due to various factors, we are going to explain. We first notice
that∫

Aε\∪jCj
dsdt

{
f ′?

2
+ (t+ α?)

2f2
? − 1

2b [2f
2
? − f4

? ]
}

=

∫
∂Ωcut

ε

ds

∫ c0| log ε|

0
dt
{
f ′?

2
+ (t+ α?)

2f2
? − 1

2b [2f
2
? − f4

? ]
}

=
|∂Ωcut|E1D

?

ε
≤ |∂Ω|E1D

?

ε
, (2.44)

where ∂Ωcut = ∂Ω ∩ ∂Acut, so that the prefactor O(ε| log ε|) in (2.42) generates an error
of order | log ε|. Moreover

− 1

2b

∫
Aε

dsdt [2χ2f2
? − χ4f4

? ] ≤ − 1

2b

∫
Aε\∪jCj

dsdt [2f2
? − f4

? ] + C

∫
Aε

dsdt
(
1− χ2

)
f2
?

= − 1

2b

∫
Aε\∪jCj

dsdt [2f2
? − f4

? ] +O(| log ε|),

and using that the exponential decay of f? given by (2.2),∫
Aε

dsdt |aF(s, t)− α?|2 f2
?χ

2 ≤
∫
Aε\∪jCj

dsdt (t+ α?)
2f2
?

+ C ‖aF(s, t) + t‖L2(Acut)
‖(t+ α?)f?‖L2(Aε) + C ‖aF(s, t) + t‖2L2(Acut)

=

∫
Aε\∪jCj

dsdt (t+ α?)
2f2
? +O(

√
ε| log ε|).

Finally the kinetic energy of the cut-off is bounded as∫
Aε

dsdt f2
? |∂sχ|

2 ≤ C| log ε|−2 |∪j (Dj \ Cj)| = O(1),

thanks to the assumption (2.37).
Combining (2.43) and (2.44) the energy upper bound is proven. �



SURFACE SUPERCONDUCTIVITY IN PRESENCE OF CORNERS 15

2.6. Lower bound and completion of the proof. The first step towards a proof of a
suitable lower bound is the control of the energy contributions of corners. This is however
rather easy to obtain since

GGL
ε,Aε

[ψGL,AGL] ≥ GGL
ε,Acut

[ψGL,AGL] +O(| log ε|2)

≥ FGL
ε [ψGL,AGL] +O(| log ε|2), (2.45)

where Acut is given in (2.21),

FGL
ε [ψ,A] :=

∫
Acut

dr
{∣∣(∇+ iA

ε2

)
ψ
∣∣2 − 1

2bε2
(2|ψ|2 − |ψ|4)

}
(2.46)

and the remainder is produced by the only non-positive term of the GL functional i.e.,

− 1

bε2

∫
Aε

dr |ψGL|2 ≥ − 1

bε2

∫
Acut

dr |ψGL|2 − C| log ε|2,

by (2.12) and the area estimate |Cj | = O(ε2| log ε|2).
The main result concerning the energy lower bound is the following

Proposition 2.2 (Energy lower bound).
If 1 < b < Θ−1

0 as ε→ 0 then

EGL ≥ |∂Ω|E1D
?

ε
+O(| log ε|2). (2.47)

The core of the proof is the same argument used in the proof of [CR2, Proposition 4.2],
but in order to get to the spot where one can apply the estimate of the cost function, few
adjustments are in order. First of all the functional FGL

ε is given on the right domain
Acut, where we can pass to tubular coordinates and replace the vector potential AGL, but
because Acut is made of several connected components, we need to suitably modify ψGL

and impose its vanishing at the normal and inner boundaries of those sets. The reason of
this will become clear only at a later stage of the proof: thanks to so-imposed Dirichlet
boundary conditions, several unwanted boundary terms will vanish when integrating by
parts the current term in the functional.

We sum up this preliminary steps in the following

Lemma 2.2.
As ε→ 0

FGL
ε [ψGL,AGL] ≥ F [ψ] +O(| log ε|2), (2.48)

where

F [ψ] :=

∫
Acut

dsdt
{
|∂tψ|2 + |(∂s − it)ψ|2 − 1

2b [2|ψ|
2 − |ψ|4]

}
, (2.49)

and, denoting Ãε := {(s, t) ∈ Aε | t ≤ c0| log ε| − ε},

ψ(s, t) :=


ψGL(r(εs, εt)) exp {−iφAGL(s, t)} , in Ãε \ ∪jDj ,
0, for s = sj ± c1| log ε|,
0, for t = c0| log ε|,

(2.50)

and |ψ| ≤ |ψGL| everywhere.
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Proof. We first pass to boundary coordinates and simultaneously replace the magnetic
potential AGL as described in Section 2.4: this leads to the lower bound

FGL
ε [ψGL,AGL] ≥

∫
Acut

dsdt
{∣∣∂tψ̃∣∣2 +

∣∣ (∂s + iaAGL(s, t)) ψ̃
∣∣2 − 1

2b

[
2|ψ̃|2 − |ψ̃|4

]}
+O(| log ε|), (2.51)

where ψ̃(s, t) = ψGL(r(εs, εt)) exp {−iφAGL(s, t)} and aAGL is given in (2.31). The re-
mainder O(| log ε|) is the product of the prefactor O(ε| log ε|) due to the jacobian of the

coordinate transformation times the negative term proportional to the L2 norm of ψ̃.
Next acting as in [CR2, Eq. (4.26)] and using Lemma 2.1, we can estimate for any

δ > 0,∫
Acut

dsdt
[∣∣ (∂s + iaAGL(s, t)) ψ̃

∣∣2 − ∣∣ (∂s − it)) ψ̃∣∣2]
≥ −δ

∥∥∥(∇+ iA
GL

ε2

)
ψGL

∥∥∥2

L2(Ω)
−
(

1
δ + 1

)
‖aAGL(s, t) + t‖2L2(Acut)

≥ −C
[
δε−1 + δ−1ε2| log ε|2

]
≥ −C

√
ε| log ε|,

after an optimization over δ. Hence we get from (2.51)

FGL
ε [ψGL,AGL] ≥ F

[
ψ̃
]

+O(| log ε|). (2.52)

To impose the boundary conditions at the normal and inner boundaries of Acut, we use
two different partition of unity, i.e., two pairs of smooth functions 0 ≤ χi, ηi ≤ 1, i = 1, 2,
such that χ2

i + η2
i = 1 and

χ1 = χ1(s) =

{
1, in Aε \ ∪jDj ,
0, in ∪j Cj ,

(2.53)

χ2 = χ2(t) =

{
1, for t ∈ [0, c0| log ε| − ε],
0, for t = c0| log ε|.

(2.54)

Given the size where χi, ηi are not constant, we can assume the following estimates to
hold true

|∇χ1| = O(| log ε|−1), |∇η1| = O(| log ε|−1), (2.55)

|∇χ2| = O(ε−1), |∇η2| = O(ε−1). (2.56)

The IMS formula then yields

F
[
ψ̃
]
≥ F

[
χ1χ2ψ̃

]
−
∫
Aε

dsdt
[
χ′1

2
+ η′1

2
] ∣∣ψ̃∣∣2

−
∫
Aε

dsdt
[
χ′2

2
+ η′2

2
] ∣∣ψ̃∣∣2 +O(| log ε|2), (2.57)

where we have estimated

F
[
η1χ2ψ̃] + F

[
η2χ1ψ̃] + F

[
η1η2ψ̃] ≥ −1

b

∫
Aε

dsdt
[
η2

1 + η2
2 + η2

1η
2
2

] ∣∣ψ̃∣∣2 ≥ −C| log ε|2.
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Using (2.55) it is easy to show that the second term in (2.57) can be absorbed in the
remainder, while, thanks to Agmon estimates,∫ t̄

c0| log ε|−ε
dt

∫ |∂Ω|
ε

0
ds
∣∣ψ̃∣∣2 ≤ ∫

dist(r,∂Ω)≥c0ε| log ε|−ε2
dr
∣∣ψGL

∣∣2 = O(εc0CA+1),

i.e., ψ̃ is still smaller than any power of ε in the support of χ′2 and η′2, which implies that
the third term in (2.57) can be discarded as well.

In conclusion we obtained

F
[
ψ̃
]
≥ F

[
χ1χ2ψ̃

]
+O(| log ε|2), (2.58)

and, setting ψ := χ1χ2ψ̃, the claim is proven. �

The rest of the lower bound proof is very close to the proof of [CR2, Proposition 4.2].
We sum up the main steps below.

Proof of Proposition 2.2. Combining (2.10) with (2.45) and the result of Lemma 2.2, we
have

EGL
ε ≥ F [ψ] +O(| log ε|2). (2.59)

The next step is thus a lower bound to F [ψ].
First of all we extract from F [ψ] the desired leading term in the energy asymptotics:

by a standard splitting trick, we set

ψ(s, t) =: f?(t)u(s, t)e−iα?s, (2.60)

which defines a suitable u ∈ H1
loc(Acut). Note that, since α? is in general not an integer,

u is not periodic and therefore a multi-valued function, but |u| is periodic and this will
suffice. Plugging the above ansatz in the functional F , we get

F [ψ] =
|∂Ωcut|E1D

?

ε
+ E [u], (2.61)

where

E [u] :=

∫
Acut

dsdt f2
?

{
|∂tu|2 + |∂su|2 − 2(t+ α?)es · j[u] + 1

2bf
2
?

(
1− |u|2

)2}
, (2.62)

and the superconducting current is given by

j[u] := i
2 (u∇u∗ − u∗∇u) . (2.63)

Since

|∂Ωcut| = |∂Ω|+O(ε| log ε|),
the lower bound is proven if we can show that E [u] ≥ 0. The rest of the proof is focused
on this claim.

In order to investigate the positivity of E [u] we use the potential function trick, i.e., we
observe that the function F defined in (2.4) satisfies

F ′(t) = 2(t+ α?)f
2
? (t), (2.64)

and therefore

−2

∫
Acut

dsdt (t+ α?)js(u) = −
∫
Acut

dsdt ∂tF (t) js(u) =

∫
Acut

dsdt F (t) ∂tjs[u]
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where we have denote by js[u] = es · j[u] the s−component of the current. Here the
boundary terms vanish because F (0) = 0 and

u(s, c0| log ε|) = 0, u(sj ± c1| log ε|, t) = 0, (2.65)

thanks to the boundary conditions inherited from ψ and the strict positivity of f?.
We now integrate by parts in the s variable the last two terms:∫
Acut

dsdt F (t) ∂tjs[u] = i
2

∫
Acut

dsdt F (t)
[
∂tu∂su

∗ − ∂tu∗∂su+ u∂2
s,tu
∗ − u∗∂2

s,tu
]

= i

∫
Acut

dsdt F (t) [∂tu∂su
∗ − ∂tu∗∂su] ,

where again boundary terms are absent thanks to the vanishing of u stated in (2.65). At
this stage the non-periodicity of u could affect the result but this is not the case because
u∗∂tu and its complex conjugate are always periodic. The simple estimate

i

∫
Acut

dsdt F (t) [∂tu∂su
∗ − ∂tu∗∂su] ≥ −2

∫
Acut

dsdt |F (t)||∂tu||∂su|

≥
∫
Acut

dsdt F (t) [|∂tu|2 + |∂su|2]

which uses the negativity of F , then leads us to the lower bound for E [u]:

E [u] ≥
∫
Acut

dsdt

{
K(t)

(
|∂tu|2 + |∂su|2

)
+

1

2b
f4
? (1− |u|2)2

}
. (2.66)

The pointwise positivity of K(t) for 1 < b < Θ−1
0 given in (2.6) and the manifest positivity

of the second term in the expression above yields the final lower bound

E [u] ≥ 1

2b

∫
Acut

dsdt f4
? (1− |u|2)2 ≥ 0. (2.67)

�

We finalize now the proof of the main result:

Proof of Theorem 1.1. The combination of the energy upper (Proposition 2.1) and lower
(Proposition 2.2) bounds yields the energy asymptotics (1.20). It only remains to prove
the estimate on the L2 norm of the difference |ψGL|2−f2

? . This is however trivially implied
by the lower bound (2.67): if one keeps the positive term appearing on the r.h.s. of the
inequality and put it together with (2.59), the splitting (2.61) and the upper bound (2.34),
the outcome is ∫

Acut

dsdt f4
? (1− |u|2)2 = O(| log ε|2). (2.68)

By reconstructing first ψ(s, t) and then using (2.50), one can easily realize that the regions
where |ψ| differs from |ψGL| can be discarded and their contribution be included in the
remainder. The same holds true for the corner cells and therefore the final result is (1.21).
Note the factor ε2 appearing on the r.h.s. due to the rescaling (s, t)→ (σ, τ) = (εs, εt). �
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