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Abstract—An improved microwave procedure for detecting de-
fects in dielectric structures is proposed. The procedure is based
on the integral equations of the inverse scattering problem. A hy-
brid genetic algorithm (GA) is applied in order to minimize the
obtained nonlinear functional. Since in nondestructive evaluations
the unperturbed object is completely known, it is possible off-line
to numerically compute the Green’s function for the configura-
tion without defects. Consequently, a very significant computation
saving is obtained, since the “chromosome” of the GA codes only
the parameters describing the unknown defect.

Index Terms—Genetic algorithms (GAs), Green’s function,
microwave imaging, nondestructive evaluation (NDE).

I. INTRODUCTION

NONDESTRUCTIVE evaluation (NDE) and nondestruc-
tive testing (NDT) are fields in which microwaves can

play a further increasing role, although this frequency range
has been already recognized to be very important for practical
diagnostic applications [1]–[5]. Further possibilities are offered
by combining the diagnostic capabilities of microwaves with
the imaging potentialities of inverse scattering techniques
[6]–[9]. At present, electromagnetic imaging methods, based
on inversion procedures, are already widely used in NDE/NDT
applications, mainly with reference to eddy-current approaches
[10]. On the contrary, further work is needed to make mi-
crowave-based inverse system to be effective, mainly due
to difficulties related to the inverse scattering problem at
microwave frequencies [11]. Such a problem is nonlinear,
ill-posed and local solutions may correspond to wrong diag-
noses, in most cases really unacceptable. Recently, iterative
procedures have been devised, which, starting from measured
scattered data, are able to define the scattering configuration
corresponding to the global minimum. Stochastic minimiza-
tion approaches are now rather common in electromagnetics
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[12]–[15]. The genetic algorithm (GA) is one of the widest
used minimization tools of this kind [16]–[18]. The main
limitations of stochastic optimization approaches concern
the rate of convergence toward the right solution, due to the
random nature of the operation involved. Consequently, they
are strongly dependent on an efficient parameterization of the
problem. In other words, it is mandatory to limit the search
space of the approach and, contemporarily, to reduce the
number of problem unknowns. This goal can be accomplished
only if the approach is able to efficiently include the available
a priori information into the model. A preliminary version of
this approach, called “free-space Green’s function approach”
(FGA), was proposed in [19]. In that paper, the defect to be
detected was approximately described by few parameters to
be determined during the minimization process, which was
based on free-space scattering concepts. However, the main
limitations of that approach was the need for considering the
internal total electric field as a further problem unknown.
Consequently, the unknown array contained a parameterization
of the distribution of the total electric field inside the whole
cross section. Moreover, the field distribution changes for
different illumination conditions. Then, if a multiillumination
multiview approach is used, the field distribution must be
kept as an unknown for each illumination/view. As a result,
the “chromosomes” coding the trial solutions of the GA are
extremely long and mainly contain unnecessary information.
In the present paper, a different approach is considered. In
NDE/NDT applications the unperturbed geometry is a priori
known. This is a key point which distinguish this problem to
other imaging applications. The known unperturbed config-
uration can be taken into account in the forward scattering
formulation. In particular, the inverse problem can be refor-
mulated only involving integral equations extended to the
geometric domain of the defect (estimated at each iteration).
The kernel of the integral equations is the Green’s function
[20] for the unperturbed geometry, which can be computed,
analytically or numerically, off-line and once for all. Then,
the problem unknowns are reduced to the parameterization of
the defect and to the electric field inside the defect only. The
result is a sharp reduction in the “chromosome” dimension
and, consequently, in the computational time, as will be shown
in Sections IV and V, where several dielectric configurations
containing defects are simulated and reconstructed.
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Fig. 1. Problem geometry. (a) 2-D scenario and (b) cell numbering.

II. MATHEMATICAL FORMULATION

Let us consider the cylindrical geometry shown in Fig. 1(a).
is a fixed area on a plane orthogonal to the cylinder axis

(i.e., parallel to the axis) occupied by an host medium char-
acterized by known dielectric properties [dielectric permittivity,

, and electric conductivity, ] and embedded in

a homogeneous external medium, . includes, at an
unknown position , the cross section of a cylin-
drical homogeneous crack whose shape and material character-
istics, ( , ), are unknown. This scenario is successively il-
luminated by a number of known TM-polarized incident fields,

, , being . The
working frequency is .
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According to these notations, the electric field ,
corresponding to the incident field , can be expressed
as follows [21]:

(1)

where is the two-dimensional (2-D) FGA [20] and

if
if

(2)
On the other hand, it is possible to rewrite (1) in a more conve-
nient form

(3)

where is the unperturbed object function given by
,

is a “differential” object function such that
, and is the electric field related to

the incident field, , for the crack-free scenario. is
the Green’s function for the unperturbed structure, which satis-
fies the following integral equation:

(4)

Since the sum of the first two terms at the right-hand side of
the (3) can be seen as the “incident” field on the crack, once

has been computed, the scattering problem is limited to the
“differential object” occupying the defect area .

Numerically, (4) can be solved by using the Richmond’s
theory [22]. If the region is partitioned in square subdo-
mains, (4) assumes the following algebraic form:

(5)

with , , , being
if or if . In (5), ,

, and being
the center of the th subdomain of area . The com-

putation of requires the solution of systems of equations
given by

(6)

where and are arrays whose ele-
ments are given by and ,
respectively. Moreover, the elements
of the square matrix are given by

where
, .

Fortunately, as shown in [23], if is a matrix
from which is obtained by deleting the th row and the

th column, the matrix can be easily determined by ne-
glecting the same row and column of the matrix where

is a rather empty matrix whose nonvanishing elements are
directly obtained from the elements of as follows:

if and
if and
if and

if and

(7)

In order to detect the presence of an homogeneous crack in
the original scatterer, the crack is approximated by an object
of rectangular shape and parameterized by length, , width ,
orientation , and center coordinates to be determined
during the reconstruction process. Under this hypothesis, the
object function describing the defect results

and
otherwise

(8)

where ,
. Moreover, the internal electric field for the

flaw configuration is unknown. Consequently, the recon-
struction process is aimed at searching for the unknown
array min-
imizing the cost function shown in (9) at the bottom of
the page, where

(being
) and are known quantities.

(9)
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After discretization [22], (9) assumes the expression shown in
(10) at the bottom of the page, where and are two regu-
larizing constants,

, denotes the center of the
th discretization domain belonging to the crack area (

being the number of discretization domains of the crack)
[Fig. 1(b)], and indicates the th measurement point
( , ). According to the adopted
discretization, it is convenient to assume that , , are discrete
variables , , , ,

, , being and the angular
step used for the multiview process.

In order to minimize (10), a suitable GA [16] is used to define
a sequence of trial configurations, , , ( being
the iteration number) which converges to an extremum of the
functional.

III. DESCRIPTION OF THE GA-BASED OPTIMIZATION

PROCEDURE

GAs [16], [17] are efficient optimization techniques that
mimics the genetic adaptation occurring in natural evolution.
The algorithm processes a population of candidate solu-

tions, being the population
dimension. The quality of the solutions of the current pop-
ulation is evaluated according to the scalar cost function,

. The individuals that achieve higher fitness
values (corresponding to lower values of the cost function)
are more likely to be selected as parents and generate new
solutions (called offspring) by means of crossover and muta-
tion. Generally, crossover promotes the exchange of genetic
information among elements of the population. The offspring
are subject to mutations, which randomly modify the genetic
structures of trial solutions in order to create new variants.
The current population is replaced by the newly generated
group of offspring, . The evolutionary proce-
dure terminates either if a maximum number of generations
elapses or a fixed value of the cost function is
reached ( , being the convergence
threshold and the iteration of convergence).

In order to deal with NDE/NDT problems, it is neces-
sary to customize the GA by defining a suitable encoding
procedure and, accordingly, genetic operators. In this re-
spect, too, the new procedure [named inhomogeneous
Green’s function approach (IGA)] is very different from

the one proposed in [19]. In particular, hybrid-coded vari-
able-length chromosomes are used, in which each trial solution,

,
, is coded by using the concatenated

multiparameter scheme [Fig. 2(a)]. The use of a vari-
able-length chromosome is necessary due to the variable
dimension (i.e., different crack area in correspondence with
different trial solutions) of the domain where the unknown
field is computed. On the contrary, the FGA approach
considers hybrid-coded fixed length chromosomes (being

,
the corresponding trial solution) due to the fixed

dimension of the area where is computed (i.e., the
host medium area ).

As far as the genetic operators are concerned, the mutation
operators are defined according to [19] and the crossover is
modified in order to allow variable-length chromosomes. In
more detail, Fig. 2(b) describes the crossover operation when
the cross-position lies into the binary part of the chromosome
and the defect of the produced offspring occupies a number of
subdomains equal to or smaller than that occupied by one of
their parent ( , , 2), being

(11)

and is a random number. On the
other hand [Fig. 2(c)], if , 1, 2,
then

(12)

Moreover, Fig. 2(d) illustrates the crossover when the cross-
position lies into the real part of the chromosome. Let us assume

(10)
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(a)

Fig. 2. Example of (a) hybrid-coded variable-length chromosome (P = i � j). Single-point crossover when the crossover point belongs to the binary part of
the chromosome and (b) P � max fP g, a; b = 1, 2 or (c) P > max fP g, b = 1, 2.
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Fig. 2. (Continued.) Example of (d) Single-point crossover when the crossover point belongs to the real part of the chromosome.
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Fig. 3. Reconstruction errors for different areas of the crack and for different values of the signal-to-noise (SNR) ratio. (a), (b) � , and (c), (d) � . (a), (c) IGA
and (b), (d) FGA procedures.

that , and let be the crossover posi-
tion. Then, the real-part of the chromosome results as follows:

(13)

IV. NUMERICAL RESULTS

In this section, selected numerical results are shown in order
to assess the effectiveness of the proposed approach. For illus-
trating the dependence of the reconstruction quality on the most
critical experimental and numerical parameters, an exhaustive
numerical analysis has been performed, which is deeply ana-

lyzed in the following. Toward this end, the following experi-
mental parameters and error figures are defined.

• Signal-to-noise ratio (SNR):

SNR (14)

where is the variance of the additive Gaussian noise
(with zero mean value).

• Error on the location of the center of the crack,

(15)

being the estimated coordinates of the crack, and
the maximum error in defining the crack center when

it belongs to the host scatterer.
• Error on the estimation of the crack area:

(16)
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Fig. 4. Reconstruction errors for different positions of the crack and for different values of the SNR ratio. (a), (b) � , and (c), (d) � . (a), (c) IGA and (b), (d)
FGA procedures.

where and are the estimated and actual crack
areas, respectively.

• Index of the convergence rate:

(17)

where and are the number of iterations re-
quired to attain the convergence threshold with the FGA
and the IGA, respectively.

As far as the reference scenario is concerned, let us consider a
square homogeneous cylinder in side characterized
by an object function and probed by plane-wave
incident fields given by
being , . The values of the
scattered electric field have been collected at equally
spaced measurement points located on a circular observation
domain ( being the radius). In order to simu-
late noisy data for assessing the sensitivity of the method to the
noise, a white Gaussian noise has been added to noiseless data

(numerically computed by solving the direct problem) with de-
creasing values of the SNR from 30–2.5 dB.

According to the guidelines suggested in [14], [18], the fol-
lowing parameters of the GA have been assumed: ,

(crossover probability), (mutation proba-
bility), and (“bit” mutation probability), ,
and .

A. Impact of the Crack Dimensions on the Reconstruction

The first computational test is aimed at evaluating the re-
construction accuracy for different dimensions of the crack.
Toward this end, a void crack is centered at
point . The area of the flaw changes from

to .Suchaconfiguration
has been earlier treated in [19]. In Fig. 3, a color-level repre-
sentation of the error figures related to the crack reconstruction
of the IGA and FGA methods are shown. As far as the crack
location is concerned [Fig. 3(a) and (b)], the performances of the
IGA method turn out to be similar to that achieved with the FGA
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Fig. 5. Reconstruction errors for different values of the electric conductivity of the host medium and for different values of the SNR ratio. (a), (b) � , and
(c), (d) � . (a), (c) IGA and (b), (d) FGA procedures.

approach as confirmed from the average valuesof the localization
error ( 7.55 dB and 8.0 dB).
However, the proposed method considerably overcomes our pre-
vious technique [19] in estimating the crack area (
12.0 dB versus 17.0 dB).

B. Impact of the Crack Position on the Reconstruction

Another test of the IGA concerns the reconstruction capa-
bilities of the approach for different positions of the defect in-
side the host medium. In this example, the crack (being

) is moved along the diagonal of the host medium
from the center to a distance equal to . Fig. 4 shows
the reached results in term of error figures. As for the FGA
method [Fig. 4(b) and (d)], the errors in the reconstruction do not
depend on the crack position. For the IGA, too, the impact of the
location of the crack inside the host medium can be reasonably
neglected and the resolution of the algorithm is strongly related
to the SNR ratio. However, starting from SNR 15 dB, the

TABLE I
TIMES REQUIRED FOR EACH ITERATION OF THE MINIMIZATION PROCEDURE

TABLE II
NUMBER OF ITERATIONS NECESSARY TO ACHIEVE THE CONVERGENCE OF THE

ITERATIVE PROCEDURE. (A) TEST CASE 1, (B) TEST CASE 2, (C) TEST CASE 3

IGA procedure guarantees a significant improvement resulting
in a localization error lower than 6 dB (being
13.6 dB) and 10 dB.
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Fig. 6. Convergence rate estimation: (a) � = � (A ; SNR), (b) � = � ((d)=(�);SNR), (c) � = � (� ; SNR).

C. Impact of the Host-Medium Conductivity on the
Reconstruction

The final example concerns a more complex scenario in
which the defect lies into a lossy host medium with constant
complex contrast. The crack, -sided, is centered at the
point inside an host medium whose con-
ductivity is varied from 0.1 S/m to 1.0 S/m. The
improvement of the quality of the reconstructions by using
the new method is clearly pointed out in Fig. 5 where the
error figures yielded by the two methods are shown. The
enhancement in the reconstruction accuracy is evident for both
the location [Fig. 5(a) and (b)] and the estimation of area of
the crack [Fig. 5(c) and (d)]. In more detail, the capabilities of
the proposed approach can be highlighted by observing that

and .

V. COMPUTATIONAL ISSUES

A key point in developing an inverse scattering technique for
NDE is the computational load. Generally speaking, the main
drawback of numerical methods based on evolutionary codes

lies in the large computational time. Such a time should be
strongly decreased in order to considerably reduce the overall
turnaround time for diagnostic work. In this framework, the
IGA method significantly improves the results achieved with
the FGA approach [19] not only in term of the resolution of the
imaging procedure but also from the point of view of the com-
putational effectiveness. The computational effort required by
the IGA approach is substantially lower, so that a reliable solu-
tion can be achieved in about 1/8 of the time necessary for the
FGA. Such a result has been achieved with a strong reduction of
the time needed to complete each iteration and by increasing the
convergence rate of the procedure. Table I gives an idea of the
computational saving allowed by the IGA. It results that each it-
eration took on an average approximately 1.35 and 3.36 s for the
IGA and FGA methods on a PC computer (Intel Celeron Mobile
600 MHz–64 Mb RAM), respectively.

Moreover, the reduction of the search space with the use
of the Green’s function for the unperturbed configuration
yielded an increase of the convergence rate of the optimization
procedure. In order to highlight this key point, the average
number of iterations required to achieve a solution is reported
in Table II. As expected, it can be observed that the ratio
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results greater than 2.5
ranging from 2.71 to 3.37. For completeness, Fig. 6 shows
the index of the convergence rate for all the test previously
described.

VI. CONCLUSIONS AND FUTURE DEVELOPMENTS

An improved inversion technique for electromagnetic eval-
uation and testing has been proposed. The approach combines
the capabilities of a customized hybrid-coded GA in finding the
global minimum of a functional with the effectiveness of the use
of the Green’s function for the unperturbed configuration. The
results of several numerical simulations have been presented in
order to evaluate the location accuracy of void cracks even in
presence of significant noise levels in the input data as well as
in dissipative host media. The new approach allows a signifi-
cant computational saving by including, in an efficient way, the
a priori knowledge available on the unperturbed configuration.

As far as the future developments of the proposed method are
concerned, the arising reduction of the overall computational
burden (in term of memory saving and increasing of the con-
vergence rate) seems to indicate a possible extension from the
2-D case to the 3-D situation making 3-D NDE/NDT problems
“reachable” by means of electromagnetic-based techniques.
However, it will be possible to furtherly investigate this possi-
bility when suitable test-cases (or complete benchmarks) will
be available and a further improvement of the measurement
techniques (and experimental apparatus) will be achieved in
order to prevent measurement errors and to reduce the effects
of the measurement noise.
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