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Abstract

The subject of this dissertation revolves around soft x-ray spectroscopy of materials doped

with 3d transition metals . More specifically, investigating the effects of synthesis techniques

and the phenomena associated with subtle changes in synthesis technique resulting in key

chemical changes. These materials have the potential to bring a new frontier of opportunity

within electronic devices and enable critical new technologies.

This investigation is done using two main techniques. Experimentally, spectra are mea-

sured using high resolution synchrotron-based techniques, and these spectra are then com-

pared to theoretical calculations to bring insights into the electronic structure, precise location

of defect states, and band gap of promising materials for future devices.

Using these techniques, a system based on the semiconductor In2O3 is examined first.

With the same host material, and varying the 3d transition metal additions (Fe, Ni, Co,

Mn), this allows the systematic study of a single synthesis technique with the major variable

being the dopant atom. Results here show the successful substitution of iron into the host

In2O3 lattice, with varying secondary states seen with the other three dopants. Notably,

oxygen vacancies are found with iron substituting for indium within the structure, prompting

a further investigation into these specific lattice defects.

A system based on the semiconductor SnO2 is examined, now keeping two consistent

codopant atoms, but varying the concentration of the Zn and Co additives. Through this,

the effects of not only the concentration of the dopants can be seen, but using two atoms

creates two distinct defect sites within the material. The ability to shift the location of oxygen

vacancies within the material via annealing cycles during synthesis is displayed. Furthermore

the dependency of ferromagnetic properties on oxygen vacancies adjacent to cobalt atoms

substituting for tin within the lattice is found.
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Chapter 1

Introduction

In 1880, Alexander Graham Bell introduced the “Photophone”, a device that allowed the

transmission of sound on a beam of light. In the years since then, optical fiber and optical

communications have become a high bandwidth, low interference transmission method, and

is the preferred technology for long distance transmission of information [3]. Today, society

transmits hundreds of terabits per second over the internet, consuming 9% of global electric-

ity [4]. Fiber optics are just one modern utilization of transmitting information using light.

From optical interconnects inside of your computer to the usage of Compact Discs (CDs) to

store information light is an exceedingly important tool in communications and technology.

Though this is the basis for much of today’s technological infrastructure, information

density is only increasing at a rapid pace, and with it, energy consumption. The Cisco Visual

Networking Index predicts that global IP traffic will increase from 96 billion Gigabytes per

month in 2016 to 278 billion Gigabytes per month by 2021 [5]. As with the switch from

Floppy Disks to CDs in the late 1980s changed the way data was stored, there is still a huge

potential to change the way data is transferred around the world.

All of this optical communication technology is based upon the duration, frequency, and

intensity of the light used in transmission, ignoring the optical polarization. Optical polariza-

tion is a familiar concept from sunglasses and modern 3D movies, but by integrating it into

data transmission an entirely new channel of information becomes available [6, 7]. In order

to facilitate this, new materials are necessary that will allow the control of this optical polar-

ization and more specifically translate the polarization into something easily implemented in

a circuit. For these new materials, we begin by investigating the most influential materials

of our time–semiconductors.
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1.1 Semiconductors

Semiconductors are materials whose conductivity lies between that of a conductor and an

insulator. The most widespread semiconductor would be the ubiquitous silicon. With four

valence electrons, silicon forms a lattice structure of covalent bonds and with sufficient energy,

a free electron can be displaced from a parent atom. The “hole” that is left behind on the

parent atom attracts neighbouring electrons due to the net positive charge, and by this

electron-hole recombination process a positive charge carrier can propagate through a crystal

structure and conduct electrical current [8].

Figure 1.1: An undoped semiconductor lattice (left) and n-type semiconductor (right).
The difference in valence between the impurity and host atoms causes the impurity to
act as a negative charge donor to the material.

To tune the properties of semiconductors, impurity atoms can be introduced into a semi-

conductor to increase the concentration of free electrons (an n-type semiconductor) or holes

(a p-type semiconductor). This is most often done with elements with a valence ±1 of the

host atoms. The impurity atom acts as an acceptor or donor of negative charge to the ma-

terial. For example, the addition of boron to a silicon structure (with boron’s 3+ valence

charge to the 4+ valence charge of silicon) will create an p-type semiconductor with the boron

acting as a negative charge acceptor.

The defining characteristic of a semiconductor is the band gap; the energy difference

2



between conduction and valence bands. This band gap is the energy required to promote

a valence electron to the conduction band and in turn generate an electron-hole pair. This

produces subsequent conduction in a semiconductor. For crystalline silicon, the band gap

is 1.12 eV, and for the wide-band gap semiconductors (WBGSs) focused on here, the band

gap ranges from 2–4 eV. Wide-band gap semiconductors have grown as a research area of

interest for a number of reasons. As the operating power and temperature of a semiconductor

increases, the bandgap decreases [9]. This results in the ability of WBGSs to operate at higher

temperatures than traditional semiconductors, and in higher power scenarios. In addition,

as a semiconductor is modified using dopants, the bandgap of the material changes, and if

it sufficiently narrows, the material loses key properties of a semiconductor and approaches

that of a metal. Given a functional semiconductor material, these dopants are the second

piece of the search for a material that can work as the basis for spintronics. In addition to

acting as electron donors or acceptors dopants affect additional properties of the material

like band gap shifts or the property discussed here of magnetism.

Three distinct groups of magnetic materials will be examined here: diamagnetic, param-

agnetic, and ferromagnetic materials. These can be roughly categorized via their magnetic

susceptibility, χm.

• Diamagnetism opposes an applied magnetic field, characterized by a small (∼ 10−6),

negative χm. Diamagnetism results from the perturbation of electron orbitals caused

by an external field hence no magnetic moment is observed in the absence of an applied

field.

• Paramagnetism is characterized by a small, positive χm and the presence of randomly

oriented magnetic dipole moments within a material. With increasing applied magnetic

field, magnetism increases within a paramagnetic material as the orientation of the

magnetic moments, and the related electron spin, become further aligned.

• Ferromagnetism is a magnetism that persists even in the absence of an external mag-

netic field, characterized by a large (> 10−4), positive χm. Ferromagnetism of a material

is attached to a critical temperature at which ferromagnetism is lost, referred to as the

Curie temperature, TC .
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Ferromagnetism is the property we are most interested in when investigating spintronic ma-

terials. Iron, cobalt, and nickel all display ferromagnetism at room temperature, and are

natural choices for dopants that will imbue this property into semiconductors.

The search for materials combining properties of ferromagnets and semiconductors has

been going on for some time. Some of the first reported hybrid ferromagnet/semiconductor

systems were based on the widespread GaAs with Mn dopants [10]. However, while in-

creasing numbers of systems were found successfully combining these properties at low tem-

peratures, the search for hybrid ferromagnet/semiconductor displaying room temperature

ferromagnetism (RTFM) is still ongoing. One key example of displayed room temperature

ferromagnetism is the substitution of transition metals into semiconducting oxides dubbed

dilute magnetic semiconductors (DMSs), which will be discussed in depth. Prior to this dis-

cussion, we examine this subset of transition metals, which will be utilized as dopants within

semiconductors.

1.2 3d Transition Metals

The properties of transition metals, and more specifically transition metals in period four of

the periodic table (Figure 1.3), have unique properties to investigate within the domain of

material science. This group of elements is labeled the “3d transition metals” to correspond

to their 3d valence electrons, which are major contributors to their chemical properties, and

include the crucial elements of iron, cobalt, and nickel referred to in our ferromagnetism

discussion in Section 1. More specifically we discuss the localization of the 3d electrons, why

this is of interest, and the techniques necessary to analyze the elements using computational

techniques.

The most familiar place to start is in the hydrogen atom. Solving the Schrödinger equation

gives solutions pertaining to the four quantum numbers: n, l, ml, ms corresponding to the

principal, angular, magnetic, and spin quantum numbers. The n and l quantum numbers

influence the shape of the radial wavefunctions and the related orbitals (eg. the 3d orbitals

have n = 3, l = 2 seen in Figure 1.2). A key feature of the 3d orbitals, is the lack of nodes,

regions where the electron probability is zero. This allows 3d electrons to be spatially closer
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Figure 1.2: s, p, and d radial probability density of orbitals for the hydrogen atom.
Here, the absence of nodes within the 3d orbitals is clear, one of the main causes of
their close spatial proximity to the nucleus.

to the atomic nucleus. Extending this beyond the hydrogen atom, this is a contributor to

the oxidation of the 4s electrons before the 3d electrons in the 3d transition metals. This is

the basis for the localization of the 3d electrons–the strong binding of the 3d electrons to the

nucleus which affects their binding to neighboring atoms.

One of the major reasons behind these phenomenon is the localization of the 3d elec-

trons. We know that the angular wavefunctions of the 3d orbitals have distinctive shapes

(Figure 1.4). These shapes contribute to electron correlation, the strong interaction between

3d electrons due to Coulomb and exchange interactions. Because of this strong interaction

and the proximity of the orbitals to the nucleus, the 3d transition metals form stretched

metal-ligand bonds, which results in relatively weak interactions with surrounding atoms.
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Figure 1.3: Partial periodic table of elements with 3d Transition metals highlighted
in green.

1.3 Dilute Magnetic Semiconductors

Having discussed the importance of semiconductors to the frontier of technology, and the

unique properties of the 3d transition metals, the properties of the two when combined is the

natural topic to discuss. The idea of a DMS system is just that: combine a non-magnetic

semiconductor and transition metal element dopants; with low dopant concentrations, the

semiconducting properties of the host semiconductor can be maintained, and magnetic prop-

erties can be introduced into the material. This concept has been proven at low temperatures,

however the difficulty remains in RTFM–maintaining a meaningful amount of magnetism in

a sample at a reasonable operating temperature for commercial use (> 300 K) [12]. Dietl et

al. predicted via theory a stable high Curie temperature (TC), for ZnO and GaN. Since both

of these are wide bandgap semiconductors, many researchers turned their attention to DMS

systems, following the trend of doped WBGSs as promising candidates for DMS systems.

The mechanism producing ferromagnetism in DMS systems is an ongoing debate. This

was partially resolved by Green et al. in confirming the role of oxygen vacancies within

In2O3:Fe facilitating the magnetism found in the system [13].

Oxygen vacancies are a common reasoning for many of the abnormal properties in DMS

systems. During the synthesis process, oxygen atoms ejected from the lattice can both

compensate for charge differences between dopant atoms and the host material, but can also

act as electron donors which contributes to overall electron-hole mobility.

A second consideration in the understanding of spintronic properties emerges from in-
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Figure 1.4: Electron distribution for 3d orbitals. The geometric orientation and
proximity to the nucleus for these contribute to the interesting properties of the 3d
transition metals. Reprinted from [11] with permission.

consistencies in reported RTFM within DMS systems in the past [14]. This was partially

addressed by Garcia et al. demonstrating that even ferromagnetic filings from stainless steel

tweezers in contact with samples can cause a drastic change in magnetic measurements [15].

This highlights the sensitive nature of the dilute systems under investigation, and the neces-

sity for further study of DMS systems to understand the effects of synthesis methods, dopant

concentrations, and experimental procedures to progress the field of DMS systems towards

real-world applications.
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1.4 Synthesis Methods

In addition to the base material of a DMS system, one of the large topics of discussion is

the effect of differing synthesis methodologies to get to the end result. Take, for example,

the aforementioned report of a since unmatched magnetic moment of 7.5±0.5 µB/Co within

cobalt doped SnO2. This pulsed-laser thin film sample started the search for room tempera-

ture ferromagnetism within a wide range of transition metal dopants within SnO2 and other

host oxides, with the acknowledgement that other factors besides the dopant TM ions are

factors in the final magnetic properties of a material.

This becomes a focal element for this discussion, and two synthesis methods are discussed

here: ion implantation, and the hydrothermal method. These synthesis methods are demon-

strative of two major streams of spintronics research which are necessary stepping stones in

our investigation.

1.4.1 Ion Implantation

Ion implantation here references the impingement of ions into thin films via a high current

ion source in a vacuum environment. Metal from a cathode is vaporized and a dense plasma

is formed; once directed, a radial profile of ions can be directed in a beam towards a given

material with an energy on the order of keV. This procedure has the advantage of being

independent of the host lattice, and systematic; given a thin-film semiconductor, any ion of

choice can be directed towards the material and the effects of the high-energy incorporation

studied. Because of this and the inherent self-regulation of the process, ion implantation

is the process used in virtually all semiconductor device manufacturing today motivating a

structured study of it to work towards device applications [16].

Two things of note during the implantation procedure. Ion implantation can cause signif-

icant distortions and secondary defects in the material due to the high energy nature of the

reaction usually referred to as “damage”. In addition bombardment has a non-uniform depth

of incorporation. Both of these can be attributed to the electronic and nuclear stopping inter-

actions between the thin film material and the ions, causing the concentration of ions within

a material to vary depending on the distance from the surface as the number of incident ions
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Figure 1.5: Cobalt concentration within ion bombarded In2O3, simulated using an ion
implantation energy of 30 keV, fluence of 2× 1017 ions/s · cm2, and an In2O3 density of
6.75 g/cm3.

present capable of interacting with host ions decreases. In Figure 1.5, the concentration of

cobalt within a thin film In2O3 sample is seen, demonstrating a peak concentration of 3.1

Co/Sn at ∼ 160 Å, but a distinct non-uniformity over the entire sample depth, simulated

using the Monte Carlo software “stopping and range of ions in matter” (SRIM) [17].

1.4.2 Hydrothermal Synthesis

Contrasting the secondary doping process of ion bombardment, hydrothermal synthesis cre-

ates crystal structures starting from aqueous solutions. This relatively simple procedure

requires a multicomponent reaction mixture and high pressures to create highly uniform

particles of a desired material [18]. The small particle size of hydrothermal synthesis (on

the order of 10-50 nm) provides a high surface to volume ratio, which minimizes any depth-

dependent effects in the material, however the inherent nature of a wet synthesis method

necessitates high attention to obtain chemical homogeneity within a sample. Hydrothermal
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synthesis relies on the crystallization of aqueous solutions at high temperature and pressure

within an autoclave. With temperatures ranging from 100 − 500◦C and pressures ranging

from 10-3700 atm, hydrothermal synthesis has a high variation of crystalline morphologies

based on these two variables. In the synthesis of spintronic materials where often homoge-

nous materials are investigated, this can be challenging to ensure secondary phases are not

occurring within a given material.

Ion implantation is widespread and predictable, but damaging. Hydrothermal synthesis

is low cost and decreases depth effects, but risks homogeneity. Here we investigate both

methodologies as real-world techniques with the potential to be used towards device applica-

tions on a large scale. To do this, we narrow our scope both material-wise and technique-wise

to a small subset of spintronic materials applying a battery of highly descriptive synchrotron-

based techniques.
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Figure 1.6: Pictorial representation of X-ray absorption spectroscopy excitations, by
electron yield detection (left), and fluorescence yield detection (right).

1.5 Experimental Techniques

Synchrotron light sources have provided the powerful experimental resource of high intensity,

polarized and most importantly monochromatic light. The advent of this has created a new

set of experimental techniques of which a subset will be addressed within here. This subset

revolves around the field of soft x-ray spectroscopy. Soft x-rays include the range of energies

from 50 eV to 2000 eV and serve a key role in our studies, due to the energy levels of many

core levels being found in this range; for our purposes we will focus on the transition metal

(Sc, Ti, V, Cr, Mn, Fe, Co, Ni, Cu, and Zn) 2p levels and two specific techniques, x-ray

absorption spectroscopy and x-ray emission spectroscopy.

1.5.1 X-ray Absorption Spectroscopy

For a given core electron, there is a corresponding energy related to the excitation of this

core electron to a higher energy level. When an incident x-ray has an energy greater than
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this energy, there is a possibility that the electron is promoted into a state in the conduction

band. The probability, σ(ω), for the absorption of a photon follows Fermi’s Golden Rule #2,

σ(ω) = 4π2αω| 〈f | ε · r |i〉 |2δ(Ei + ω − Ef ) (1.1)

where ω is the energy of the incident photons, α is the fine structure constant, ε is the

vector potential of the applied electromagnetic field, r is the position operator, |i〉 the initial

state with energy Ei, and 〈f | is the final state with energy Ef .

In soft X-ray Absorption Spectroscopy (XAS), we focus on the case when the incident

x-ray energy is close to equal with the binding energy of an electron. As the incident x-

ray energy is changed across a certain elemental edge, the quantity of x-rays absorbed by a

material of interest can be monitored, which allows a direct investigation of the conduction

band.

For the given choice of soft XAS on 3d transition metals, there are two distinct advantages

to the technique: elemental specificity and sensitivity to local coordination.

Each distinct absorbing element is affiliated with characteristic absorption energies corre-

sponding to the binding energies of electron shells. In the soft x-ray range (50-2000 eV), our

3d transition metals exhibit characteristic L2,3 transition edges with a separation distance

of > 40 eV. Since the energy resolution (∆E) of XAS beamlines for a given photon energy

(E) is far more precise than this (E/∆E = 5000 in our case), information about a single

transition metal element even in the presence of another can be obtained.

In addition to this elemental separation, XAS displays the stark contrast in local coor-

dinations of an atom in obtained spectra. That is, due to the contributions of d electrons

in close proximity, the fine structure of a spectra change dramatically. In Figure 1.7, ex-

perimentally derived spectra with visual comparison to reference samples show a clear Fe3+

valence for these materials, with an octahedral coordination, as opposed to the tetrahedral

coordination of FeO.

In the soft XAS regime, two methodologies to measure these transitions are used within

our study: total electron yield (TEY) and partial florescence yield (PFY). TEY measures the

total replenish electrons resulting from the XAS excitation and PFY measures the emitted

photons resulting from the relaxation of electrons during the XAS excitation relevant to the
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Figure 1.7: Iron L2,3 Spectra for Polymethyl Methacrylate based Foldamer samples
in comparison to oxide reference samples. Here, the local coordination of the samples
is visible without any theoretical calculations.

transitions of interest (Fig. 1.6).

Total electron yield measures the quantity of photoelectrons, Auger electrons, and sec-

ondary electrons produced via the excitation of core electrons to states in the conduction

band and continuum. This is done via the monitoring of a drain current, replenishing the

electrons lost in these processes. Since TEY relies on the quantity of ejected electrons, the

mean free path of the electron (∼ 1 nm) limits the probing depth and subsequently the volume

of interaction for the measurement. Since only electrons within a shallow depth successfully

leave the material, this leads to an inherent surface sensitivity of the TEY technique, which

can be valuable in contrasting bulk material properties to surface effects such as oxidation.

One of the challenges of this surface sensitivity is the saturation effects that can occur as a

result. Depending on the experimental setup and the nature of the sample being measured,

if all photons are absorbed within the electron escape depth (that is, all generated electrons

escape the material), then the overall absorption coefficient of the material isn’t properly
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Figure 1.8: Theoretical electron mean free path (left) [1] and x-ray attenuation length
for SnO2 (right) [2].

captured.

Instead of the elecron-based process of TEY, partial fluorescence yield is a photon-in

photon-out process. Therefore, the interaction is limited by the photon attenuation length

which has been extensively modeled using photoabsorption measurements of elements, and

an example is shown in Figure 1.8. Two key features are seen here for SnO2: Firstly, the

attenuation length (∼ 100 nm) is two orders of magnitude higher than our electron mean free

path. Secondly, the sharp decrease in the attenuation length near 540 eV can be attributed

to the absorption energy of the Oxygen 1s electrons. Similar to electron yield, this has the

pitfall of self-absorption effects where all the generated fluorescence photons escape from the

sample (once again, not reflecting any absorption occurring).

This concept of fluorescence yield can also in some cases be extended to that of inverse

partial fluorescence yield (IPFY), which is robust against self-absorption effects and brings

the least amount of experimental distortions due to self-absorption or saturation effects.

IPFY relies on the measurement of fluorescence from an element in the material of an energy

lower than the absorption edge being investigated. The integration of this fluorescence is

inverted, resulting in the absorption cross-section for the edge of interest. However, since

changes in this non-resonant fluorescence are significantly smaller than the resonant edge

fluorescence, IPFY is often not feasible due to a statistical noise floor [19].

Each of the three, TEY, PFY, and IPFY have experimental considerations which deter-
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mine their usability. TEY and PFY can often give information about the surface and bulk

properties of a material respectively, demonstrating homogeneity of the sample. IPFY can

give the true, undistorted spectra, but requires the existence of a lower absorption energy

element present in the material.

Demonstrably, the fluorescence of elements within a material is of great interest, first

in the total integrated quantity for the fluorescence yield techniques above. In addition to

this, with the high energy resolution provided by modern detectors, the discussion of energy

resolved fluorescence brings a second technique in our toolbox – x-ray emission spectroscopy.

1.5.2 X-ray Emission Spectroscopy
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Figure 1.9: RXES spectra for 2D Titanium MXene samples. The emission energy
scale (left) accentuates the resonant titanium L3 emission (the XAS with excitation
energies displayed in the inset), where the energy loss scale (right) accentuates the d–d
transitions present in both the L2 and L3 spectra.

Here, we focus on the information provided by resonant x-ray emission spectroscopy

(RXES), the process when the incident x-ray energy is close to the absorption edge of an

element. This results in the excitation of an electron to an unoccupied conduction band

state, followed by the decay of an occupied state to fill the resultant core hole. RXES creates

an electron–hole pair that can propagate through the lattice commonly referred to as an

“exciton”. This electron–hole pair holds the difference in energy between the incoming and

outgoing photon. Practically, by using a fixed incident energy and monitoring the emission
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energy, this energy difference can be ascertained, giving a direct probe of the energy required

for electron transport within the material. The d–d excitations, the energy difference resulting

from an electron being able to occupy many different orbitals, is a key phenomenon able to

be investigated by XES that cannot be measured via optical spectroscopy.

We can describe the RXES process via the Kramer-Heisenberg formula,

F (Ω, ω) =
∑
j

∣∣∣∣∑
i

〈j|T2 |i〉 〈i|T1 |g〉
Eg + h̄Ω− Ei + iΓi

∣∣∣∣2δ(Eg + h̄Ω− Ej − h̄ω) (1.2)

defining incident and outgoing photon energies of h̄Ω and h̄ω transition operators T1, T2

(Ti = εi ·ri under the dipole approximation) and a core state lifetime Γi. A key component of

this is in addition to initial and final states |g〉 and |j〉, the intermediate state |i〉 is included.

The two matrix elements describe the two step process describes both the creation of a core

hole state from the ground state and the subsequent emission process.

XAS is sensitive to the oxidation states and local coordination of an element and RXES

is sensitive to covalent interactions – in our case, ligand-to-metal charge transfer (CT) exci-

tations.

The photon emission in Figure 1.6 is inherently energy resolved, as discussed in Sec-

tion 1.5.1. In RXES, the spectrometer can allow the investigation of a highly resolved emis-

sion spectra.

1.5.3 X-ray Excited Optical Luminescence

X-ray excited optical luminescence (XEOL) differs from the techniques above as an x-ray

photon-in optical photon-out process directly resulting from the excitation that is occurring

during XAS. However, instead of examining a state in the conduction band or valence band

like XAS or XES, the energy lost through the emission of visible light can be monitored

that is the result of electron-hole recombinations. The first, and rather obvious advantage

of XEOL is the usage of x-ray photons as an excitation source. Through this, any affects on

the measured spectra from scattered incoming photons can be effectively removed.

Secondly is that while XEOL is related to UV-excited photoluminescence experiments,

it is inherently different in the population by energy transfer of excited core electrons as
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Figure 1.10: On the left, XEOL and UV excited Luminescence spectra from Y2O3

doped with Eu3+ obtained via UV and x-ray excitation, stacked for comparison. On
the right, luminescence of Y2O3 obtained via x-ray excitation using a traditional x-ray
tube (B) and a synchrotron radiation source (A); reprinted from [22] with permission.

opposed to the population by valence electrons [20, 21]. Contrasting the resonant absorption

of traditional photoluminescence, the exited electron states provided via x-ray excitation

have the potential to excite all available luminescence centers within a material. This allows

a more comprehensive examination of the defect states within a material and utilizing XEOL

in conjunction with our XAS and XES techniques, not only can the local environment of

atoms be determined, but the associated defect states of those environments can be probed.

The usefulness of XEOL is best seen simply by graphical comparison. In Figure 1.10, the

advantages of synchrotron-based XEOL measurements over traditional UV luminescence or

x-ray tube-based XEOL measurements can be seen. Furthermore, experimental techniques

can be further bolstered using a variety of calculation techniques, with the main focus for us

being crystal field multiplet calculations.
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1.6 Fundamentals of X-Ray Excitation

The initial, intermediate, and final states are described by the Hamiltonian, H,

H = Hk +He/N +He/e +HSO +HCF (1.3)

where Hk =
∑

i p
2
i /2m is the kinetic energy of N electrons with momentum p, and mass

m, He/N = −
∑

i Ze
2/ri is the electrostatic interaction of electron i with charge e with a

nucleus at radius ri with charge Z, He/e =
∑

j

∑
i<j e

2/rij is the electron-electron interaction

with distance rij between two electrons i and j, HSO =
∑

i ξi(ri)(li · si) with orbital and spin

angular momentum operators li, si, and proportionality factor ξi, and HCF = −eV (r) with

a crystal field potential V (r) further discussed below.

In classical density functional theory (DFT), the single particle approximation is used.

In 3d transition metal compounds, significant contributions to the experimentally obtained

XAS and RXES spectrum are from the 3d–3d and 2p–3d two particle interactions [23]. To

calculate these explicitly, we need to consider atomic multiplets instead of the widespread

DFT and use these in addition to a crystal field potential.

In the cluster model, we consider a transition metal with six oxygens surrounding it

embedded in an electric field due to the charges of the other atoms and electrons of the

crystal.

In addition to the close interactions of the cluster, we add the effect of the charges around

the cluster via the Madelung potential resulting from all other atoms modeled as point

charges around the cluster. This crystel field potential first encountered in Equation 1.3 can

be defined as

V (r, θ, φ) =
∞∑
k=0

k∑
m=−k

Ak,mr
kCm

k (θ, φ) (1.4)

where Cm
k (θ, φ) =

√
4π

2k+1
Y m
k (θ, φ), Y m

k (θ, φ) being the spherical harmonics.

The values of Ak,m can be found using an Ewald summation over point charges using

positioning from a given structure. This technique is referred to the “structure model” here.

In addition to the structure model, we refer to the “parameterized model” for spectra, which
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relies on an assumed crystal field splitting resulting from spatial positioning of the lattice.

By assuming basic crystal structures (octahedral, tetrahedral, and distortions on each), Ak,m

parameters can be reduced in most cases from 15 to five, denoted 10Dq, Ds, Dt, Du, Dv.

The strength of this parameterized model is in the near guarantee of distinguishing between

an octahedral and tetrahedral-like site. Since these are the most common structures within

transition metal oxides, discerning between them often confirms the placement of an atom

within a lattice versus an interstitial state. In addition to this, these five parameters can

express distortion in the perfect coordinations often as a result of a non-typical ion being

introduced into a crystal lattice.

In practicality, these methods are used in a bidirectional manner to reinforce the conclu-

sions gained from one another. By first analyzing a system via the parameter model, the

crystal field and therefore the coordination of an ion can be determined, giving a descrip-

tion of the positioning of the atom in a given material. Conversely, knowing the presence of

distortions within the crystal field via the parameter model, the source of those distortions

can be ascertained. Producing structures for specific distortions (eg. the presence of oxygen

vacancies), the Madelung potentials resulting from each distinct structure can be generated

and resulting spectra can be used to directly model proposed spectral changes.
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Chapter 2

Indium Oxide

The first material we will investigate is In2O3, a WBGS with widespread integration in

technology today. With studies already completed on DMS materials based on In2O3 using

a variety of synthesis techniques and dopant atoms, completing a systematic study of the

material using a single, widely applicable synthesis method and the 3d transition metals

of interest allows a strong starting point for our spintronic investigation herein. The focus

here is quite simple: the interaction of each dopant atom with the matrix of In2O3. Due to

the inherent depth dependence of the ion implantation techniques discussed in Section 1.3,

synchrotron-based x-ray techniques can be utilized to probe the materials both collecting the

surface sensitive TEY, and the bulk sensitive PFY.

2.1 Contributions

It is important to note my role here as a synchrotron-based experimentalist. Sample synthesis

is a complex and fascinating field, and many degrees have been completed specializing in this

field alone. Instead of partaking in this aspect personally, I have the pleasure of being able

to collaborate with groups around the world. This time, synthesis of the In2O3 thin films

was completed by Dr. Brinzari of Moldova State University. The implantation of the cobalt,

nickel, iron, and manganese was completed by Dr. Gavrilov of the Ural Branch of the Rus-

sian Academy of Sciences, and x-ray photoelectron spectroscopy (XPS) measurements were

complete by Dr. Zhidkov, Dr. Kukharenko, and Dr. Kurmaev of the Ural Federal University.

XPS measurements taken here are complimentary to the synchrotron-based methodologies

completed by myself, Mr. Becker, and Dr. Leedahl from our research group in the De-

partment of Physics to probe the bulk properties of the material and the total density of
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states, where our techniques probe the partial density of states. In addition, Dr. Boukhvalov

of Hanyang University was instrumental in interpreting the XPS results, comparing them

to DFT calculations he performed. In addition to their inclusion in this manuscript, these

results have also been submitted for publication in a peer-reviewed journal.
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2.2 Introduction

Diluted magnetic semiconductors (DMS), in which the cations of a semiconductor material

are partially substituted by the 3d transition metals, have attracted attention in recent years

due to their potential applications in spintronics [24, 25, 26, 27]. 3d-doped wide band gap

semiconductor oxides (ZnO and TiO2) appear to be ideal candidates for such devices because

of their potential to be produced consistently and in a controllable way. More recently, ex-

perimental reports have arisen on the room temperature ferromagnetism in 3d-doped In2O3,

[28, 29, 30, 31, 32] which is known to be an n-type wide band gap transparent semiconductor.

In2O3 has already been implemented in light-emitting diodes including flat-panel displays,

solar cells, and a wide range of optoelectronic applications due to the high electrical conduc-

tivity, high optical transparency in the visible region, and high reflectivity in the infrared

region. In2O3, with a variety of transition metal dopants, has been studied and promising fer-

romagnetic properties have been reported for a variety of synthesis techniques. [33, 34, 13, 35]

However, investigations utilizing synchrotron-based techniques have primarily focused on sin-

gle dopant atoms with varying synthesis techniques by x-ray absorption near edge structure

(XANES) and extended x-ray absorption fine structure (EXAFS) techniques [36, 37]. Doping

of In2O3 using 3d transition metal elements could integrate the optical and transport prop-

erties of In2O3 with the magnetic properties of the dopant within the same material, thus

opening a unique opportunity to make a multi-functional device. A systematic investigation

of the electronic structure and defect states under specific sample preparation conditions

is crucial to drive this material forward to room temperature ferromagnetism and device

applications.

Here, we have studied the electronic structure of In2O3 doped with Mn, Fe, Co, and Ni

by employing x-ray photoelectron spectroscopy (XPS), x-ray absorption spectroscopy (XAS),

and x-ray emission spectroscopy (XES). Experimental spectra obtained are compared to first-

principles calculations of formation energies for different configurations of structural defects

calculated using density functional theory (DFT) and to modeled spectra using crystal field

multiplet calculations. By doing so, we can give a comprehensive picture of the electronic

structure, disordering effects, and the substitution mechanisms within the material.
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2.3 Experimental and Calculation Details

The samples were prepared using the spray pyrolysis method to deposit the In2O3 film on

polished 1 × 1 cm2 silicon substrates. A 0.2 M water solution of InCl3 was deposited at

a pyrolysis temperature of 450◦C, forming a ∼100 nm In2O3 layer. The uniformity of the

deposited film was improved by synchronous rotation of the sample holder and the nozzle

swing along with the InCl3 solution being sprayed perpendicular to the sample holder. The

solution was applied in several cycles, each lasting no more than 30 seconds (sprayed solution

volume did not exceed 1.5 ml), maintaining a temperature between 440-460◦C during the

deposition process and provided an average film growth rate of 1-2 nm/s. Such conditions

provide the growth of nanoscale grains with an average size of ≈20 nm, which have a cubic

crystalline structure that belongs to the Ia 3 space group (bixbyite) [38, 39]. A lattice

constant of 1.0118 nm was obtained for the In2O3 samples using x-ray diffraction and the

average roughness of the films was no more than 5 nm with preferential texturing along the

[400] direction. Lastly, the effective porosity of the In2O3 was estimated to be 20% using

refractive index measurements.

Mn, Fe, Co, and Ni were implanted in the In2O3 thin films using a metal-vapor vacuum

arc ion source. The operating pressure in the implantation chamber did not exceed 2.0 ×

10-2 Pa. The ion beam energy was set to 30 keV by vapourizing the metal with an electric

arc at the cathode and the pulse duration was 0.4 ms with a current density of 0.6 mA/cm2

which gave an ion fluence (flux integrated over time) of 2 × 1017 cm-2. A defocusing of the

ion beam was applied in order to achieve a lateral uniformity of implanted ions within the

host material.

X-ray photoelectron spectroscopy (XPS) measurements were made by using a PHI XPS

Versaprobe 5000 spectrometer with a quartz monochromator. The XPS energy analyzer was

supporting the working range of binding energies from 0 to 1500 eV with an energy resolution

of ∆E ≤ 0.5 eV for Al Kα radiation (1486.6 eV). As in our previous studies, the samples

were held in a vacuum (10-7 Pa) for 24 hours prior to measurement, and only samples whose

surfaces were free from micro impurities (as determined by means of surface chemical state

mapping) were measured and reported herein. XPS spectra were recorded under monochro-
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matized Al Kα X-ray emission with a spot size of 100 µm. An x-ray power load delivered to

the sample did not exceed 25 W in order to avoid x-ray stimulated decomposition of the sam-

ple. Under these conditions an XPS signal-to-noise ratio of 10000:3 was achieved. Primarily,

the spectra were processed using ULVAC-PHI MultiPak Software 9.3.

The x-ray absorption spectroscopy (XAS) measurements were taken on the REIXS and

SGM beamlines at the Canadian Light Source, with a resolving power E/∆E=5000 using

an energy resolved silicon drift detector for partial florescence yield (PFY) detection [40,

41]. X-ray emission spectroscopy (XES) measurements were taken on Beamline 8.0.1 at the

Advanced Light Source with a resolving power of 2000 [42].

Density-functional theory (DFT) based modeling was performed using the SIESTA pseu-

dopotential code [43]. All calculations had been made employing the Perdew-Burke-Ernzerhof

variant of the generalized gradient approximation (GGA-PBE) [44] for the exchange-correlation

potential. The ground electronic state was consistently found during optimization using

norm-conserving pseudopotentials [45] for the cores and a double-ξ plus polarization basis

of localized orbitals. Full optimization of lattice constants and atomic positions were per-

formed. The forces and total energies were optimized with an accuracy of 0.04 eV/Å and 1.0

meV, respectively. All calculations were carried out with an energy mesh cut-off of 300 Ry

and a k-point mesh of 6×6×6 in the Monkhorst-Pack scheme [46]. In order to plot the final

densities of states (DOS), the k-point mesh was increased to 8×8×8.

The crystal field multiplet calculations use the approach originally formulated by

Cowan [47]. The Quanty full multiplet software was utilized, taking both 2p-3d and 3d-

3d transitions into account via Slater integrals calculated in the Hartree-Fock approxima-

tion [48]. The crystal field multiplet calculations are used in two metholologies: the first

yields parameters (10Dq, Ds, Dt) relating to the energy level splitting of the 3d valence

orbitals. In addition, an artificial scaling parameter of the Slater integrals, β, is introduced

to account for many-electron correlation effects not taken into account in the Hartree-Fock

approximation. The second uses an atomic structure of the host crystal lattice (In2O3 in

this case) and calculates the Madelung potential of the structure using an Ewald summation

over point charges [49]. By combining these two approaches, referred to here as the “crystal

field model” and “structure model” respectively, allows the bidirectional connection of the
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experimentally measured spectra with modeling, and not only investigates the positioning

and local structure of dopants, but the mechanisms behind any distortions observed.

2.3.1 XPS Measurements

Figure 2.1: XPS survey spectra of doped In2O3 reveal low carbon content within the
samples under investigation.

The XPS survey spectra measured at the binding energy range of 0-900 eV are presented

in Figure 2.1. The XPS spectra were calibrated using the carbon 1s core energy level of 285.0

eV as the reference energy. The XPS measurements of core levels in doped In2O3 thin films

are presented in Fig. 2.2.

25



Figure 2.2: XPS spectra of Mn, Fe, Co, and Ni dopants in in In2O3. (a) Mn dopant
in In2O3 primarily shows Mn2+. (b) Fe dopant in In2O3 primarily shows Fe3+. (c)
A combination of Co2+and clustering of Co atoms can be seen in XPS spectra of Co
doped In2O3. (d) A combination of Ni2+ and clustering of Ni atoms can be seen in XPS
spectra of Ni doped In2O3.

The comparison of metal XPS 2p spectra of Mn:In2O3 and Fe:In2O3 with spectra of

reference samples show that in these systems, the cation substitution takes place without

any traces of clustering metal atoms. On the other hand, in the spectra of Co:In2O3 and

Ni:In2O3, additional signals are found at energy positions which coincide with those of pure

metals. This indicates both cation substitution and clustering of impurity atoms are present

in these systems. XPS valence band spectra (Fig. 2.3) are found to be in full agreement with

measurements of metal XPS 2p spectra (Fig. 2.2). One can see that XPS valence bands of

Mn:In2O3 and Fe:In2O3 are very similar to those of undoped In2O3 whereas in the spectra

of Co:In2O3 and Ni:In2O3 additional high-energy sub-bands are those that can be attributed
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to the formation of metallic states.
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2.3.2 Calculations

In2O3 supercells consisting of 80 atoms were used as the host for our calculations (Fig. 2.4).

Based on previous theoretical investigations [50], substitutional (S), interstitial (I) and their

combination of (xS+I) type transition-metal impurities were also considered. In addition,

the influence of possible oxygen vacancies via the inclusion of a single oxygen vacancy (vO)

was modeled. The calculations of the formation energies (Eform) were based on the following

formula:

Eform =
Etotal − (Ematrix − nEremoved + mEadded)

m
(2.1)

where Etotal is the total energy of the system with the current configuration of defects, Ematrix

is the total energy of the system (with or without oxygen vacancies) before formation of the

studied configuration of defects, Eremoved and Eadded are the total energies in the ground state

of the pure materials (indium or transition metal), n and m are the number of removed and

added atoms, respectively.
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Figure 2.3: XPS valence band spectra of Mn, Fe, Co, and Ni doped In2O3. The low
energy metallic signals are highlighted in Ni:In2O3 and Co:In2O3 by the display of pure
metal spectra.
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Figure 2.4: Optimized atomic structures of two different configurations of substitu-
tional (S), interstitial (I) 3d-impurities and oxygen vacancies (vO) in In2O3 supercell.
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Table 2.1: Formation energies (eV/impurity) for various configurations of substitu-
tional (S) and interstitial (I) impurities. In parenthesis, the formation energies for the
same configurations in vicinity of single oxygen vacancy (vO) are reported. The energies
corresponding to the most probable defects are marked in bold.

Mn:In2O3 Fe:In2O3 Co:In2O3 Ni:In2O3

S -1.08 (-1.84) +0.64 (+0.53) +0.38 (+0.50) +1.51 (+0.80)

2S -1.18 (-1.76) +0.76 (+0.72) +0.27 (+0.29) +1.44 (+0.77)

S+I -1.80 (-1.37) +0.81 (+1.02) +0.19 (+0.41) +0.48 (+0.81)

2S+I -1.67 (-1.66) +0.80 (+0.83) +0.24 (+0.23) +0.71 (+0.65)

From the calculation (Table 2.1), it can be seen that only iron has a stable tendency to

form substitutional defects. This is due to the fact that the most common iron oxide (Fe2O3)

has a similar atomic structure to the host In2O3. The presence of oxygen vacancies only

slightly reduces the energy required for the formation of substitution defects. This result

agrees qualitatively with the results of the XPS measurements, where the spectra of iron

impurities are practically identical to the spectra of Fe2O3. The presence of iron defects both

in the absence and in the presence of oxygen vacancies leads to the disappearance of the

energy gap (Fig. 2.5b), but there is no significant contribution to the electronic structure

near the Fermi level, which qualitatively coincides with the experiment.
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Figure 2.5: Total densities of states for the most probable configurations of substitu-
tional (S) and interstitial (I) impurities (see discussion in the text) with (dashed blue
line) and without (solid red line) oxygen vacancies (vO).

In the case of manganese impurities in the absence of oxygen vacancies, the pairs of

substitution and interstitial defects (S + I) are formed which, however, does not lead to a

significant change in the electronic structure (Fig. 2.5a). This is due to the difference in the

ionic radii of indium and manganese, and the ability of manganese to form various oxides of

MnxOy. The presence of oxygen vacancies creates local distortions of the crystal lattice of

In2O3, which reduces the effect of the difference in the ionic radii and increases the probability

of substitution defects forming. These vacancies also do not lead to a visible change in

the electronic structure of the valence band (Fig. 2.5a). This result explains qualitatively

why, in contrast to iron impurities, the XPS spectra of the manganese impurities contain a

combination of both the spectra of Mn2O3 and MnO. Formation energies of substitutional

and interstitial defects for cobalt and nickel are close. This is due to the fact that the

most widespread oxidation state for Co is 2+, and not 3+ found with indium in the host
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material. The presence of oxygen defects does not significantly change the energy of various

configurations. The formation of such configurations, both in the absence and in the presence

of oxygen vacancies, leads to the appearance of an additional contribution to the DOS just

before the Fermi level (Fig. 2.5c, d), which coincides with the experimental spectra of the

valence band.

2.3.3 X-Ray Absorption and Emission

Manganese. The presence of the XAS energy feature at 641eV denotes the majority presence

of Mn2+ comparing to the reference spectra of MnO, confirming the results found using XPS.

From the crystal field model with a 10Dq value of 0.2 eV and a Slater integral scaling of 0.71,

while some Mn2+ ions may be found in substitutional locations, the majority of ions will be

placed in an Mn2+ interstitial positioning within the material.

The interactions of the dopant are modeled via an effective potential, describing the

bonding states within the local environment. By generating this effective potential using the

host crystal structure and scaling the magnitude of this effective potential, the structural

model in Figure 2.6 is generated. In this scenario, the 20% scaling of the effective potential

signifies the low interaction of the Mn2+ ions with the host lattice, once again suggesting

a low probability of substitution and a high likelihood of interstitial states. The increased

spectral weight of the feature at ≈ 642eV can be attributed to small amounts of Mn3+ as

displayed in the XPS data, which is observed equally in the TEY and PFY spectra, indicating

that the incorporation of Mn ions does not differ on the surface in comparison to the bulk.

Cobalt. Comparing to CoO and Co-metal reference spectra, cobalt dopants within In2O3

show many similarities to cobalt metal spectra using XAS. Examining the crystal field model

with a 10Dq value of −0.4 eV, a Ds value of −0.15 eV and a Slater integral scaling of 0.65,

the tetrahedral coordination of the cobalt with significant distortion (represented by the Ds

value) demonstrates the interstitial states that are present since this is contrary to the octa-

hedral structure of In2O3. The agreement with a structure model signifies that substitutional

states are possible, but with low probability, further supported by spectral agreement with

cobalt metal reference spectra. With high similarity of PFY to TEY spectra, this leads to

the conclusion of low substitutional states and significant interstitial and clustering states

33



present with no discernable difference between the surface and the bulk.

Nickel. Nickel implanted within In2O3 when compared to NiO and Ni-metal spectra in

Figure 2.8 show high similarities metallic nickel in surface states, indicated by the TEY

spectra, and the increased weight of peak at 855 eV seen in the PFY spectra indicates the

difference in interaction within the material at the surface differing from the bulk. Comparing

the ratio in peak intensities I(L2)/I(L3) of the resonant excitation at the L2 edge in Ni-metal,

this confirms the majority contribution of metallic nickel to the spectra in the bulk [51].

Therefore, it can be concluded that while substitutional states are present, they are the

minority interaction in the material.

Iron. Examining iron XAS spectra in Figure 2.9, we see strong similarities to Fe2O3. Crystal

field parameters of 10Dq = 2.4, Ds = −0.10 and Dt = 0.15 with a Slater integral scaling

of 0.65 for Fe3+ suggest an octahedral coordination, corresponding to a stable tendency to

form substitution defects for these ions. In addition, good agreement of the PFY spectra to

a substitutional model with an oxygen vacancy adjacent to the iron site, follows the oxygen

vacancy results found for pulsed laser deposition grown iron doped In2O3 [13]. Here, spectral

weight differences in the PFY and TEY spectra can be attributed to instrumentation and

the probability of Fe2+ states below the sensitivity of our modeling.

2.4 Conclusion

We have performed a systematic study on the dopant atoms within In2O3, which provides

key insight into a leading material for DMS systems. Through investigation of Mn, Fe,

Co, and Ni within the host In2O3, we show the influence of 3d transition metals on the

crystal lattice with subsequent distortions and impurity states, noting the sharp differences

with each dopant atom. This contrast can be clearly seen in the investigation of oxygen

vacancies and varying success of substitution seen in the samples, provided by a direct link

between experimental results and molecular geometry. By building on the investigation of

ion implanted techniques the strong effect of synthesis methodology on the properties of DMS

systems can be investigated through further work on In2O3 and other metal oxides to bring

this promising area of materials research into new technologies.
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Figure 2.6: XAS and XES spectra of Mn implanted in In2O3. Grey XAS spectra
display MnO and Mn2O3 standard references for comparison. Spectra calculated using
crystal field parameters (blue) and using a substitutional ion within a host lattice
structure (red) are displayed. Due to a reported 10Dq value of 0.2 eV and a low
interaction indicated by a 20% scaling of the crystal field potential, interstitial Mn2+ is
shown to be the highest likelihood valence.
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Figure 2.7: XAS and XES Spectra of Co implanted in In2O3. In Fig. 2.7(b), Co-metal
and CoO standard references are displayed (grey) for comparison. Matching measured
TEY and PFY (black and green) to calculated spectra both using a structural model
(red) and a parameterized crystal field model (blue) demonstrates the low likelihood of
substitution and the presence of interstitial and clustering states.
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Figure 2.9: XAS and XES Spectra of Fe implanted in In2O3. Spectra simulated using
crystal field models in blue and red are shown, demonstrating the substitution of iron
in a 3+ valence state into the host In2O2. The red spectra displayed includes an oxygen
vacancy adjacent to the substitutional iron site. This simulation of spectra inclusive
of oxygen vacancies confirms their role in the distortions displayed in extracted crystal
field parameters.
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Chapter 3

Tin Oxide

Our studies of In2O3 allow us to understand the effects of a single synthesis method on

substitution and defect properties of a DMS system. Next, we investigate a more compli-

cated case: SnO2 is again a wide band gap semiconductor but dissimilar to our work with

indium oxide, we investigate the effects of an important preparation technique: annealing.

The heating of samples to high temperatures (in our case ∼ 800◦C) can bring important

chemical and structural changes to a material after initial synthesis. This is often used in

“wet synthesis” methods like the hydrothermal method described herein. Through this, and

by investigating differing concentrations of a novel co-doped DMS system, we can gain key

insight on the effects of annealing and yet-unseen detail on oxygen vacancies – one of the

defects investigated in the prior study of indium oxide.

3.1 Contributions

Similar to the indium oxide samples, all sample synthesis and magnetic characterization

was performed by collaborators, this time at Pondicherry University in Puducherry, India.

Without the expertise of Dr. R. Murugan and Dr. D. Manikandan, these results would not

have been possible. In addition to this, the work of my colleagues Dr. Brett Leedahl in

mentorship during this project both in modelling and experimental measurements as well as

Mr. Tristan de Boer with DFT modelling. In addition to their inclusion in this manuscript,

these results have also been submitted to a peer-reviewed journal.
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Spin electronics, or spintronics relies on detecting and manipulating electron spin in ad-

dition to electron charge. The movement of spin, like the flow of electron charge, could be

used to convey information, creating devices that are smaller and consume less electricity

than current solutions. One attractive candidate for spintronic materials are dilute mag-

netic semiconductors (DMSs), where transition metal (TM) impurities are introduced into

a semiconductor host lattice to induce magnetic properties in an otherwise non-magnetic

semiconductor. For real-world spintronic devices, a DMS must demonstrate ferromagnetic

properties far above room temperature.

Tin Oxide (SnO2) has garnered a significant amount of interest in these applications

as a semiconductor with a large band gap (∼ 3.6 eV), relatively low cost, and nontoxi-

city. Some studies on TM-doped tin oxide have been performed and room temperature

ferromagnetism (RTFM) has been reported with various dopants both ferromagnetic and

non-ferromagnetic [52, 53]. To move forward with this promising material, it is crucial to

understand the effect of various dopants on the host material. Experiments suggest that

the RTFM in TM-doped SnO2 is related to oxygen vacancies, possibly due to trapped elec-

trons within the host lattice [54]. Past investigations of doped SnO2 reveal that at higher

concentrations of dopants, materials can lose their magnetic properties, possibly due to a

disordering caused by dopants on the host structure, or dopant clustering [55].

Synchrotron-based techniques have been used to investigate TM-doped SnO2 with both

ferromagnetic and non-ferromagnetic dopants (Zn, Co, Cr, Fe, Ni) including co-doped iron

and nickel primarily using x-ray absorption near-edge structure (XANES) and extended x-ray

absorption fine structure (EXAFS) techniques [56, 57, 58, 59]. In samples with zinc, cobalt,

iron, and nickel dopants, oxygen vacancies are reported adjacent to substitutional dopant

sites which compensate for the charge difference between dopants and the displaced Sn4+. In

the case of chromium substitution, Cr4+ ions cause a decrease in inherent oxygen vacancies

in nanoscale SnO2.

Investigations of cobalt doped SnO2 and zinc doped SnO2 show that both materials lose

their ferromagnetic properties at low concentrations (∼ 3%). Co-doping can in general be

efficient for increasing the dopant solubility, lowering the ionization energy of acceptors and

donors, and increasing carrier mobility so it is useful to investigate this material to fully
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understand the effect of dopant concentration on the final material properties [60]. Here

we will examine SnO2 nanoparticles co-doped with varying concentrations of both zinc and

cobalt to investigate distortions to the SnO2 lattice due to the introduction of two dissimilar

dopants. We present direct evidence for successful incorporation of dopants into a host SnO2

material via x-ray absorption spectroscopy (XAS), x-ray emission spectroscopy (XES), and

x-ray excited optical luminescence (XEOL) measurements. Furthermore, via crystal field

modeling we link this luminescence with the oxygen vacancies adjacent to dopant sites and

attribute distinct luminescence parameters to specific dopants within the material, allowing a

rigorous and complete picture on the mechanisms of co-doping and annealing for the synthesis

of spintronic materials.

3.2 Experiment and Theory

Undoped SnO2, Sn0.95Co0.025Zn0.025O2, Sn0.925Co0.05Zn0.025O2,

Sn0.925Co0.025Zn0.05O2, Sn0.90Co0.05Zn0.05O2, and Sn0.85Co0.075Zn0.075O2 were prepared by the

hydrothermal method; detailed information regarding the synthesis of these materials can be

found in a previous publication [61]. In addition to the drying process for all of the samples,

a set was also annealed at 800◦C for two hours in an air atmosphere. These are referred to as

the “annealed” samples herein, compared to the “as-synthesized” samples. RTFM has been

reported by Manikandan et al. for this system, however the mechanism is still unknown [61].

The XES and XAS measurements probe the partial occupied and unoccupied density

of states of a material, respectively. XES records the emission resulting from decay from

occupied states to fill core holes and the XAS monitors the excitation of core electrons into

previously unoccupied states. XAS measurements were taken on the REIXS beamline at the

Canadian Light Source (CLS), with a resolving power E/∆E = 5000; this was completed

using a silicon drift detector for partial florescence yield detection. XES measurements for

cobalt were taken on Beamline 8.0.1 at the Advanced Light Source, and for oxygen on the

REIXS beamline at CLS with a resolving power of 2000.

The physical and electronic structure of defected and pristine SnO2 was modeled us-

ing density functional theory with WIEN2k, a full-potential, all electron code, which uses
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linearized augmented plane waves in a Kohn-Sham scheme [62]. The PBEsol exchange-

correlation functional, a generalized gradient approximation functional formulated to opti-

mize the properties of densely packed solids was used to perform the calculations [63]. An

RKmax = 7.0 was used with a k -mesh selected so that the total energy was stable to within

10−5 Ry. This resulted in a k-mesh of 10 × 10 × 14 for the unit cell of SnO2. The lattice

parameters for SnO2 are based on the neutron diffraction determined lattice [64]. For cal-

culations involving dopants and vacancies, these defects were added to a 2 × 2 × 2 SnO2

supercell, with a correspondingly smaller k -mesh. The DFT calculations are also used to

calculate the electronic band structure as well as the Zn L-edge XAS spectra, allowing for

a detailed comparison with experiment. These spectra are calculated by multiplying the

partial density of states with a dipole transition matrix and radial transition probability [65].

All of the band structure diagrams are shown for a path in the Brillouin zone for the single

unit cell of SnO2 [66]. For supercell calculations, points in the supercell Brillouin zone have

been mapped to the original unit cell representation using a Bloch spectral density approach

as described in [67].

Due to the strong electron hybridization effects of the 3d electrons, cobalt spectra are

modeled more accurately by considering multiplet effects [68]. The Co L2,3 XES and XAS

spectra are modeled using crystal field multiplet calculations in the approach originally formu-

lated by Cowan [47]. The Quanty full multiplet code was utilized in two methodologies [48].

Firstly, crystal field parameters resulting from d orbital energy splitting can be used to de-

scribe the local coordination of the Co atoms and understand the overall lattice structure

of the molecule, matching results from experiment. Secondly, supercells obtained through

relaxing structures with implanted dopants via DFT can be used to generate the Madelung

potentials of the crystal structure using an Ewald summation over point charges [49] and the

subsequent potentials used to model the spectra via the same multiplet-based crystal field

calculations.
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3.3 Results and Discussion

3.3.1 Co L-edge

Figure 3.1: Comparison of experimental XAS and XES spectra to calculations. A
parameterized model indicates a distorted tetrahedral coordination, where both the
structural models indicate agreement between a Co with O vacancy model for the as-
synthesized case, and a Co/Zn with O vacancy for the annealed case.

The Co L-edge emission and absorption spectra are shown in Figure 3.1. The L-edge

allows the investigation of the excitations from the 2p orbitals to the unoccupied conduction

band states. In addition the decay and subsequent emission allow insight into the d–d tran-

sitions and charge transfer excitations resulting from reordering of electrons within the 3d

orbitals and lattice interactions. Through crystal field modeling, crystal field splitting values

of 10Dq = −1.6, Ds = −0.1, Dt = −0.2, and Slater integral scaling of 70% of their Hartree-

Fock values (an artificial reduction of the intra-atomic electron-electron interactions) indicate
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a distorted tetrahedral environment surrounding the Co atoms. This result agrees with the

substitution of Co2+ into the Sn4+ sites since rutile SnO2 has a space group of P42/mnm.

Similar parameters can be seen for the as-synthesized Sn0.85Co0.075Zn0.075O2 (Figure A.1) in-

dicating a warped tetrahedral coordination with 10Dq = −0.5, Ds = −0.2, Dt = −0.2, and

a Slater integral scaling of 55%.

Figure 3.2: Relaxed coordination of cobalt substitution into host SnO2 material with-
out oxygen vacancy (upper-left), with oxygen vacancy (bottom-left), and zinc and
cobalt with a vacancy adjacent to the cobalt relaxed in a 2 × 2 × 2 SnO2 crystal
structure. The relaxed structures show warping of the tetrahedral coordination around
the dopant atoms substituted into the lattice.

To investigate the distortions of the tetrahedral environment found, structural models

of Co2+–Sn4+ substitution, Co2+–Sn4+ substitution with an adjacent oxygen vacancy to the

substitution, and Co2+/Zn2+–Sn4+ substitution with a oxygen vacancy adjacent to the cobalt

site were constructed, and relaxed using the process in Section 3.2 (Figure 3.2). This insertion

of an oxygen vacancy follows the results of SnO2 singly doped with Co, and to compensate for

the valency difference between Co2+ and Sn4+ [69]. In Figure 3.1, the spectra produced from

these models give good agreement, where the Co2+–Sn4+ substitution displaying a shift in
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features to lower energies in comparison to the Co2+/Zn2+–Sn4+ substitution. This suggests

the distance between the cobalt and zinc dopants within the host SnO2 lattice lies between

these two cases, where the single doped cobalt case represents maximal separation.

This also confirms both the existence and proximity of oxygen vacancies to the cobalt

sites and is a direct confirmation of the source of distortions on the tetragonal coordination.

The differences between experimentally measured spectra of samples with varying Cobalt

and Zinc concentrations are less than the difference between the best fitting models in both

those yielding crystal field splitting parameters and those generated using relaxed structural

models. Therefore, conclusions can not be drawn for differing concentrations in samples using

the Cobalt spectra.

3.3.2 Zn L edge

Figure 3.3 displays Zn L2,3 XAS of the samples. Showing the second derivative of the

Sn0.90Co0.05Zn0.05O2 and as synthesized Sn0.85Co0.075Zn0.075O2 samples’ spectra, features are

consistently pushed to lower energies after the annealing process.

Using the technique described in Section 3.2, XAS spectra modeled using DFT can be

compared to experimental results. As synthesized samples show good agreement with a

Zn2+–Sn4+ model with a vacancy adjacent to the Zn2+ site. In addition, the energy shift

seen in the onset of the annealed samples shows agreement with a Co2+/Zn2+–Sn4+ model

with a vacancy adjacent to the Co2+ site. This, once again, shows direct evidence for not only

the existence of oxygen vacancies within the material, but the precise location in adjacency

to dopant atoms.

Similar to investigation in the Cobalt case, The differences between experimentally mea-

sured spectra of samples with varying Cobalt and Zinc concentrations are less than the

difference between the best fitting model and the experimental spectra.

3.3.3 X-ray excited optical luminescence (XEOL)

X-ray excited optical luminescence (XEOL) measurements are complimentary to XAS mea-

surements in investigating the effect of dopants on the band structure of a material. As-
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synthesized samples display nominal luminescence, mirroring the results found of bulk SnO2.

Undoped annealed SnO2 presents a strong resolved peak at ∼ 640 nm (1.93 eV). To inves-

tigate annealed Sn0.95Co0.025Zn0.025O2, a Gaussian deconvolution on the spectra (Figure S2)

shows a redshift in the primary feature seen in the undoped annealed SnO2 to ∼ 740 nm,

and the emergence of a secondary feature at ∼ 550 nm. As dopant levels are increased in

Sn0.90Co0.05Zn0.05O2, this secondary 740 nm feature disappears, and in Sn0.85Co0.075Zn0.075O2

the intensity of the 550 nm feature decreases. Since the band gap of SnO2 is much larger than

these luminescence values, neither can be attributed to a conduction band to valence band

transition. These intragap defect states are in-line with prior results signifying the presence

of oxygen vacancies within the material [57].

This suggests that with low concentrations of equal quantities of cobalt and zinc, oxy-

gen vacancies are still produced. However a fraction of the material exists in a secondary

defect state associated with oxygen defects in the original SnO2 structure. Examining the

other doped samples, there is an overall decreasing trend in luminescence intensity, exclud-

ing the Sn0.90Co0.05Zn0.05O2 case. In this case, the high overall luminescence intensity of the

Sn0.95Co0.025Zn0.025O2 case is maintained, however the feature at ∼ 740 nm has disappeared.

This suggests that the defect states seen in the annealed SnO2 without dopants have been

reduced.

The properties of transition-metal doped oxides are sensitively dependent on which sites

transition metal ions occupy, where vacancies are distributed and their relative concentra-

tions. We note that although there is no change in the nominal stoichiometry of our samples

before and after annealing, in as-synthesized samples, no luminescence was observed in con-

trast with annealed samples. This can be explained by considering the differences in how

the vacancies are distributed in the as-synthesized and annealed samples. In as-synthesized

samples, the zinc atoms have adjacent vacancies, as seen in the Zn L-edge XAS experimental

spectra and DFT calculations (Figure 3.3). The agreement between experiment and a cal-

culation which neglects to include a cobalt atom suggests high separation distance and low

interaction between cobalt and zinc atoms within the host SnO2. This is in agreement with

the fact that the Co L-edge spectra can be explained by a DFT calculated structure which

does not include Zn atoms. Therefore, the relaxation of the cobalt cations into the SnO2
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during annealing facilitates a low interaction between cobalt and zinc atoms, and an optimal

coordination for magnetic interactions [14].

In the annealed samples, the Co atoms have a single adjacent vacancy (determined via Co

L-edge measurements), suggesting that the oxygen vacancy migrates adjacent to a Co atom

during the annealing process. This is supported by the experimental Zn L-edge XAS spectra,

which show clear changes when compared to the as-synthesized samples, and the absence of

a vacancy prior to annealing seen in Figure A.1. Calculations of cells which include both

Co and Zn dopants as well as vacancies provide somewhat more ambiguous agreement with

annealed samples.

Having established the defect distribution for this system, and that the interaction be-

tween Co and Zn is weak, we are now able explain the absence of luminescence in the

pre-annealed samples by considering the band structure of SnO2 with a Zn atom and an ad-

jacent oxygen vacancy. An energy momentum diagram of SnO2, a SnO2 with a vacancy and

SnO2 with a Zn atom and an adjacent vacancy is shown in Figure 3.5 in the left, middle and

right panels, respectively. In pure SnO2 no mid-gap states are observed. When a vacancy

is introduced, the valence band is perturbed by the addition of a dispersive mid-gap band

appears just above the top of the valence band and extends deep into the mid-gap region.

The Fermi energy level is at the top of this band. Upon injecting carriers, electrons will reach

a quasi-equilibrium in valleys at the bottom of the conduction band while holes will migrate

to local maxima in the mid-gap band. These carriers can then recombine in momentum con-

serving transitions such as those indicated by arrows in the figure. The energy-momentum

diagram for Zn with an adjacent vacancy is quite different. In this case, an additional band

appears at the top of the valence band, but no new mid-gap states appear, which are required

to mediate luminescence in the optical region.

3.3.4 Magnetic Properties

Field dependent magnetic measurements of as-synthesized and annealed samples at room

temperature (300 K) were discussed in the earlier reports [10]. As-synthesized undoped

SnO2 exhibited diamagnetic nature. The as-synthesized Sn0.95Co0.025Zn0.025O2,

Sn0.925Co0.05Zn0.025O2, Sn0.925Co0.025Zn0.05O2, Sn0.90Co0.05Zn0.05O2, and Sn0.85Co0.075Zn0.075O2
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samples exhibited room temperature ferromagnetism (RTFM). The high saturation magne-

tization of 55.03× 10−3 emu/g was observed for the as-synthesized Sn0.85Co0.075Zn0.075O2.

Interestingly, the annealed undoped SnO2 exhibited RTFM with reasonable hysteresis

loop, which can be attributed to oxygen vacancies as observed in Section 3.3.3. This follows

the enhanced saturation magnetism of the RTFM found in the annealed samples as compared

to the as-synthesized samples and links the RTFM to the Co–Zn interaction within the SnO2

lattice. While zinc XAS spectra and DFT calculations indicate low interaction between

the cobalt and zinc ions, with increasing concentration of dopants, the Co–Co separation

distance decreases reaching an optimal coordination for ferromagnetic interactions. The

improved crystallinity and the relaxation of the cobalt ions to this coordination along with

the adjacent oxygen vacancies to the cobalt ions and the low interaction between cobalt and

zinc ions facilitates the enhanced saturation magnetism.

3.4 Conclusion

We have investigated the local structure of Zn and Co co-dopants in SnO2 samples with a

variety of x-ray techniques, in addition to DFT and multiplet methodologies. We find that

both Zn and Co atoms substitute Sn atoms within the bulk of the lattice, and attribute

the ferromagnetic properties to oxygen vacancy mediated substitution of Co and Zn within

the host lattice. Furthermore, we identify a secondary defect state within low concentration

samples only appearing after annealing that disappears with concentrations of 5% Co and

5% Zn. Through this, we provide direct experimental evidence for the location and behavior

of oxygen vacancies within a co-doped DMS system under annealing, and connect this to

observed luminescence. In addition to this, the increased saturation magnetism in samples

with increased dopant percentages can be attributed to the decreasing distance between Co

atoms and associated cobalt-adjacent oxygen vacancies within the lattice.

The combination of synchrotron x-ray based experimental and theoretical techniques al-

lows a link between observed magnetism and dopant–atom interactions within a host crystal.

We display a novel methodology for usage of both density functional and multiplet theories

for the modeling of DMS systems that proves effective in directly linking oxygen vacancies
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and host lattice interactions with observed ferromagnetic properties.
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Figure 3.3: Zn L2,3 XAS for annealed SnO2 samples with as-synthesized
Sn0.85Co0.075Zn0.075O2, second derivative for Sn0.90Co0.05Zn0.05O2 and as-synthesized
Sn0.85Co0.075Zn0.075O2 shown at the bottom, and DFT models in cyan and magenta.
In the second derivative, the decrease in onset energy between the “as-synthesized”
and the annealed samples is clear, showing the shift from zinc adjacent oxygen vacan-
cies to cobalt adjacent oxygen vacancies.
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Figure 3.4: XEOL spectra for annealed SnO2 samples. Undoped SnO2 (black) is seen
with a distinct peak at ∼ 620 nm, and doped SnO2 consistently show a feature centered
at ∼ 550 nm. A second feature is visible in the doped 2.5% Co, 2.5% Zn case (red).
This clearly shows the shift of mid-gap defects from the inherent SnO2 oxygen vacancies
to a secondary defect caused by TM doping.
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Figure 3.5: Band structure diagrams of SnO2 calculated for a 2x2x2 SnO2 unit cell
with an oxygen vacancy and a 2x2x2 SnO2 unit cell with a Zinc atom with an adjacent
oxygen vacancy (labeled “adj. v”) for a path in the original unit cell Brillouin zone. For
the supercell band structures, the point size corresponds to the Bloch spectral weight.
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Chapter 4

Conclusion

The focus of this thesis was to drive the understanding and development of spintronic

materials. Furthermore, we refined our focus to be DMS systems. This brought us to two

materials, In2O3 doped with manganese, cobalt, iron, and nickel and SnO2 codoped with

cobalt and zinc.

Our In2O3 system allowed a systematic study of one host material with multiple dopants.

By utilizing complimentary multiplet calculations, the local bonding environment of the sys-

tem was determined, and the interstitial, substitutional, and clustering states determined.

While only the In2O3:Fe system proved to have significant substitutional states necessary

for spintronic systems with the absence of interstitial or clustering states, the negative re-

sults of the other three dopant states proves important due to the widespread usage of ion

implantation for doping.

The second system, based on SnO2, proved an exciting arena to investigate the often dis-

cussed phenomenon of oxygen vacancies and more specifically, their connection to magnetic

properties. With zinc and cobalt codopants, this created the interesting case of multiple

potential oxygen vacancy sites adjacent to dopant atoms. Examining the data, the impor-

tance of the location of the oxygen vacancy, either adjacent to a zinc atom or a cobalt atom

became evident. Furthermore, this location was controllable for the system using the simple

technique of annealing where the oxygen vacancy was zinc-adjacent prior to high temperature

annealing, and cobalt-adjacent after high temperature annealing.
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4.1 Future Work

The understanding of synthesis techniques and methodology and their role in consistent

spintronic materials is one of the crucial steps towards real-world spintronic devices. During

our systematic investigation of In2O3, the results of different dopants on a single synthesis

method and host material were demonstrated. Doing these kinds of studies is necessary and

bring the understanding necessary to see the potentially world-changing devices that have

been proposed.

In addition, the phenomenon of oxygen vacancies is only just beginning to unfold. These

defect states, while often cited, are still relatively young in their understanding. As the

understanding of defects within spintronic devices increases, not the least of these being

oxygen vacancies, the remaining mysteries seen in spintronics and DMS systems can begin

to be resolved.

Finally, our investigations herein greatly progressed the interfacing of DFT and crystal

field multiplet calculations for the modelling of defect-inclusive systems. New techniques for

refining structural modelling that can be used in conjunction with experimentally obtained

spectra have been demonstrated, bolstering current crystal field methodology that has been

utilized for many years. Going forward, this link between DFT and crystal field methodologies

can be explored further to try and provide better and better approximations for the impurity-

based models used here and towards a strong structure-based modelling for highly correlated

systems like the 3d transition metals.
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Appendix

Additional Figures

A.1 As Synthesized Co L Edge

While the annealed and as synthesized Sn0.925Co0.075Zn0.075O2 samples are similar in ap-
pearance, extracted crystal field parameters are significantly different. With 10Dq = −0.5,
Ds = −0.2, Dt = −0.2, and a Slater integral scaling of 55%, the tetrahedral symmetry
indicated by the 10Dq is highly distorted shown by the nonzero Ds and Dt values. In ad-
dition to this, the Slater integral scaling of 55% suggests a non-optimal crystal structure for
this configuration (Figure S1). Similarly, modeling using a cobalt substitution without an
adjacent oxygen vacancy gives good agreement.

Figure A.1: Calculated spectra using a parameterized model (magenta), and a cobalt
substitution with no oxygen vacancy for as synthesized Sn0.925Co0.075Zn0.075O2 samples.
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 Gaussian 2
 Total Fit

Figure A.2: XEOL spectra for annealed Sn0.925Co0.025Zn0.025O2 samples with gaussian
deconvolution indicating two distinct luminescence features.

A.2 Gaussian Decomposition of XEOL

As discussed in the main text, gaussian decompositions were performed on collected XEOL
spectra for all samples. XEOL spectra were collected on a wavelength scale, however rescaling
the axis to an energy scale provides a more reliable result while investigating luminescence
features. In Figure 4, two gaussian features are clearly seen within the spectra contrasting
the other measured samples seen in Figure 4.
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