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ABSTRACT 

This work attempted to detect chemical warfare agent (CWA) simulants via electrochemistry 

utilizing two approaches.  The first approach consisted of a ferrocene (Fc) amino acid derivative 

film on Au surfaces.  The molecule [(BocHN)Fc(CO)CSA]2 was electrodeposited onto Au 

microelectrodes through a S–Au bond.  Once immobilized, the Fc amino acid derivative was 

Boc-deprotected allowing for the amino group to react with the target molecule.  Detection of the 

target simulant was monitored by cyclic voltammetry (CV) while following the formal potential 

of the Fc molecule, which is influenced by its immediate electronic microenvironment.  Reaction 

with either 1 mM diethyl cyanophosphonate (DECP) or 2-chloroethyl ethyl sulfide (2-CEES), 

both effectively simulants for the CWAs Tabun nerve agent and blistering sulfur mustard 

respectively, was not observed.  However, detection of 1 mM acetyl chloride was achieved by 

observing a potential anodic shift from 217 ± 6 mV, for the Boc-deprotected form, to 

388 ± 7 mV for the reacted state of the molecule.  The lack of reactivity with the Fc amino acid 

system was hypothesized as a kinetic issue. 

In the second approach, the electrochemistry of gas-generated naked Ag nanoparticles (NPs) 

deposited on indium-tin oxide covered glass plates is compared to bulk polycrystalline Ag.  The 

nano-specific electrochemistry of Ag NPs has been identified and includes the preferential 

formation of β-oxides.  In 100 mM KOH supporting electrolyte, disruption of β-oxide formation 

is exploited to test for the presence of 1 mM DECP resulting in the dissolution of Ag via cyanide 

complexes leading to a CV signal decrease.  While in 8.0 M KOH, β-oxide formation is 

enhanced leading to testing capabilities for 1 mM 2-CEES resulting in the disappearance of the 

β-oxide peak and the appearance of surface oxide peak during CV.  Analogous electrochemistry 

is not observed on polycrystalline bulk Ag. 
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CHAPTER 1 

INTRODUCTION 

Chemical warfare agents (CWAs) are toxic chemicals historically utilized in an effort to gain 

military superiority.
1
  In recent modern history, they have been utilized on the battlefield as 

lachrymatory agents (causing respiratory irritation) during World War I (WWI) by the French 

and German armies.  Due to the discovery of more potent agents, these non-lethal early 

chemicals are nowadays considered obsolete as warfare agents and thus used, for example, in riot 

control.  The modern era of potent CWA utilization is considered to begin with the 

weaponization of chlorine and phosgene gases (causing lung damage) in 1915 by the German 

army.
2,3

  Although these and other substances were banned for warfare use after WWI
4
 by the 

1925 Geneva Protocol, one of many treaties part of the Geneva Convention,
5
 more potent CWAs 

such as sulfur mustard (causing epidermal blistering) were continually used by, for instance, the 

Italian army against Ethiopia in the 1936–1937 war and by the Empire of Japan against the 

Chinese during WWII.
2,3

  Moreover, post-WWI and Nazi-ruled Germany continued CWA 

research and development in secret seeking to discover even more powerful and lethal agents,
6
 

while Allied nations starter their own research programs for protection and retaliation purposes.
3
  

It was in the mid-1930s that Nazi Germany discovered the highly toxic properties of 

organophosphorus nerve agents Tabun and Sarin with the addition of Soman in 1944.
6
  In the 

1950s, as part of pesticide research, an independent company in the United Kingdom discovered 

the most toxic of the standard nerve agents: VX.
2
  This information was later shared with the 

United States of America. During the same period, with the help of spies, the former Soviet 

Union stole the molecular formula of VX, but without the chemical structure, Soviet scientists 

had to develop their own chemical version of the molecule which was later denoted Russian 



 

2 

 

VX.
7
  These events are not without controversy as there are literature sources that indicate Soviet 

scientists developed this chemical compound on their own.
8
 

In recent years, proliferation and weaponization of these chemicals has raised global alertness.  

During the First Gulf War (1981–1987) and after years of conventional warfare, Iraq turned to 

CWAs to fight against Iran and the Kurdish population of the area.
2,5

  More recently, the 

Japanese religious cult Aum Shinrikyo utilized Sarin in two separate incidents in 1994 in 

Matsumoto city and in 1995 at the Tokyo underground transit system.
2,4,9

  Thus, the recent 

misuse of CWAs on civilian populations and the threat of terrorist attacks on home soil has 

become a real scenario.  Ideally, CWA detection using a cheap, fast and reliable method is 

desired. 

 

1.1. Chemical Warfare Agents 

1.1.1. Types of Chemical Warfare Agents 

CWAs can be classified into seven categories based on their toxic effects on humans: nerve, 

blister or vesicant, chocking or pulmonary, vomiting, asphyxiant or blood, tear or lachrymatory 

and incapacitating agents (See Table 1.1).
1,3,10

  Of these, nerve and blister agents present the 

most danger.  The rest are currently considered obsolete agents as they are formulated to 

temporarily incapacitate target individuals rather than incur lethality. 

Nerve agents are highly toxic organophosphates structurally related to insecticides.  Nerve 

agents affect the body by irreversibly binding to organophosphorus acetylcholinesterase, a 

neurological enzyme which regulates acetylcholine (ACh).
10,11

  ACh is a major neurotransmitter 

in the body that modulates the central nervous system directly affecting muscle activity.  Once 

homeostasis is disrupted, ACh accumulation leads to a continual stimulation of the nervous 

system and eventual death.
1
  Nerve agents are subdivided into the G- and V- series (see Fig. 1.1 
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AGENT TYPE EFFECT EXAMPLES 

Nerve 

Binds irreversible to 

acetylcholinesterase inhibiting 

acetylcholine (ACh) regulation. 

ACh accumulation leads to death. 

G Series: Tabun, Sarin and 

Soman. 

V Series: VX 

Blister or vesicant 

Produces blistering of the skin. 

Also affects mucous membranes 

and eyes. 

Sulfur mustard and nitrogen 

mustard. 

Choking or 

pulmonary 

Damages respiratory track and 

lungs. 
Chlorine and phosgene. 

Vomiting 
Causes acute pain, nausea and 

vomiting. 
Adamsite. 

Asphyxiant or blood 
Interferes with the adsorption of 

oxygen into the bloodstream. 
Hydrogen cyanide. 

Tear or 

lachrymatory 

Induces tearing causing irritation to 

the eyes and skin. 
Tear gas. 

Incapacitating 
Produces mental or physiological 

effects preventing normal activity. 
Psychedelic agent BZ. 

Table 1.1:  Classification of the most common chemical warfare agents, their effects on humans 

and chemical examples.  Adapted from ref. 2. 

 

and Table 1.1).  The main difference between the two series is the level of persistency once 

released onto the environment.
10

  The term persistency refers to their resistance for hydrolysis 

and low volatility that characterize these chemicals.  The V-series is the more persistent of the 

two. 

Blister agents are responsible for blistering action acting on skin, but also can affect the eyes, 

mucus membranes and respiratory tract.
1,11

  Compared to nerve agents, blister agents are weaker 

chemicals, as they require greater amounts to reach lethal doses. 
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Figure 1.1: Chemical structures of the most common chemical warfare agents and effective 

simulants.  The blister agent (a) sulfur mustard and its simulant (b) 2-chloroethyl ethyl sulfide.  

The nerve agents of the G-series (c) Tabun, (d) Sarin, (e) Soman and Tabun’s simulant (f) diethyl 

cyanophosphonate.  The nerve agent of the V-series (g) VX. 

 

1.1.2. Physical Characteristics of Chemical Warfare Agents 

Most CWAs exist as liquids at ambient temperature.
1,2

  However, due to their various degrees 

of volatility (i.e., persistency), these chemicals pose a hazard from different routes of exposure: 

percutaneous vapour (e.g., vapour from contaminated terrain), vapour inhalation (e.g., aerosols) 

and percutaneous liquid exposure (e.g., direct contact).
1,12

  Furthermore, hydrolysis products of 

some CWAs also show some level of toxicity and thus require detection for both protection and 

forensic analyses.  For instance, water treated for drinking via distillation or reverse osmosis 

processes are very efficient in removing blistering CWAs hydrolytes; however, hydrolysis 

residues, such as thiodiglycol, are likely to infiltrate into the treated water.
13

  Thus, assessing 

hydrolysis products or their intermediate chemical species is as important as the blistering agent 

itself. 
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1.1.3. Current Chemical Warfare Agent Detection, Identification and Monitoring 

Technologies 

CWA samples can be found in two states: either in neat form (i.e., as the final product of 

synthesis) or as contaminants on a matrix (e.g., in soil samples or cloths items).  In neat form, 

these samples would consist of relative pure chemicals and should contain little or no 

contaminants.  Thus, they can be easily identified without the need for further purification 

methods using well-established laboratory techniques such as nuclear magnetic resonance.  In 

many cases, when CWAs are present as contaminants, the first handling step is extraction 

followed by separation of the matrices before attempting to identify the types of chemicals 

present in the sample via a detector.  Separation techniques such as liquid chromatography 

(LC),
14

 gas chromatography (GC)
15

 and capillary electrophoresis
16

 have proven successful 

methods for CWA sample separation.  These separation techniques are usually coupled to mass 

spectroscopy (MS) as a detection method.
14,17

  Due to their physical properties, the method of 

choice for CWAs analytical handling is GC-MS;
2,18

 moreover, it is the only approved technology 

for CWA identification by the Organization for the Prohibition of Chemical Weapons (OPCW).  

The OPCW is the implementing multinational body for the Chemical Weapons Convention 

which mandate includes the complete elimination of chemical weapons and to ensure their 

non-proliferation.
19

 

Although GC-MS has some advantages over LC-MS, such as its simple mobile phase which 

avoids issues such as reagent imcompatibility, pH and solvent mix,
20

 LC-MS is a good 

alternative for analysis of CWA aqueous samples.  For example, separation of contaminated 

samples via this technique allows for the identification of CWAs and their hydrolysis 

derivates.
21,22

  Unfortunately, these laboratory techniques require large pieces of equipment, 

controlled conditions and highly trained personnel to conduct such experiments.  Some of these 
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drawbacks have kept these detection and identification methods inside laboratory settings and 

away from in-field applications.  However, construction of mobile laboratories containing these 

pieces of equipment have allowed for some level of portability outside the laboratory and into 

required areas.  Moreover, there have been recent attempts to bring these technologies out of the 

lab and onto the field in portable form.
23–25

  Indeed, there has been an abundance of progress in 

the field of portable detectors based on MS but still there is a gap in these technologies required 

for field deployment. 

Well-established in-field CWA detectors encompass several techniques and methodologies all 

attempting to satisfy a series of requirements based on the ―ideal in-field detector‖.  Among these 

requirements are portability, adequate sensitivity, ease of use, low maintenance and operation 

costs, reliability, selectivity, low susceptibility to interferences, ability for quantitative 

measurement and dynamic range
26

 to mention a few.  Unfortunately, none of the current in-field 

detectors satisfies all these requisites.  For instance, most of these methodologies usually are 

semi-selective showing signs of cross-reactivity with interferences.  Fortunately, portability is 

not an issue with these products.  This permits an opportunity for a combinatory approach in 

which, for example, first responders and military force operations, employ several detector 

products in a single instance to improve characterization.  Although accurate in-field 

characterization is ideal, in some of the circumstances presented to these individuals, the 

identification of a specific agent is not required as the personal protective equipment issued is 

interchangeable among CWAs.  Their main concern is whether there is danger of exposure or not 

and whether there is the need for immediate precautionary measures. 

For in-field detection the most common methods for CWA detection are briefly described 

below. 
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1.1.3.1. Colourimetric Methods 

This technology was one of the first ones developed for CWA field analysis and is one of the 

simplest.  Colourimetric-based detectors are made of pigment molecules impregnated into paper.  

When a specific target molecule in the liquid phase comes into contact with the colourimetric 

reagent, a chemical reaction occurs producing a colour change, which indicates the presence of 

the target chemical.
27,28

  For instance, the commercial detection paper produced by Toyo Boseki 

contains two types of pigments together with a pH indicator impregnated onto cellulose paper.
29

  

When a G nerve agent comes into contact with the paper, the CWA is adsorbed and one of the 

pigments is solubilized producing a brown to orange colour change.  On the other hand, if H 

blister agents are adsorbed the colour change is red as the other pigment gets solubilized.  

Finally, when a V nerve agent is adsorbed, the pH on the cellulose paper changes producing a 

black or deep green colouration.  There are other similar products in the market such as the Paper 

Chemical Agent Detector produced by Anachemia Canada.  In general, these products are simple 

(e.g., no moving parts), ultraportable and easy to use.
27

  Disadvantages include semiqualitative 

analysis by comparing intensity of colouration, moisture could affect its detection abilities, and it 

uses the human eye as a detector which varies widely in sensitivity.
27

 

 

1.1.3.2. Ionization Methods 

These detectors are based on the ion formation of vapour-phase samples followed by 

detection without separation.  Due to their electric charge, ions can be ―directed‖ by applying an 

electric or a magnetic field; thus, they are easy to manipulate and detect compared to neutral 

atoms or molecules.
30

  There are two major ionization techniques found on such detectors: 

photoionization and flame ionization.  In photoionization, a contaminated air sample passes 
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between two charged metal electrodes irradiated with high energy radiation such as ultraviolet 

light or X-rays,
27,28

 while in flame ionization the air sample is burned in a high-temperature 

hydrogen flame.
27

  In both techniques, the electric current generated can be correlated to the 

concentration of the species present.
27,28

 

 

1.1.3.3. Surface Acoustic Wave Method 

Detectors based on this technology study how acoustic waves travel on solid surfaces when 

these surfaces are under stress producing a signal change.  In general, instruments possessing 

surface acoustic wave (SAW) technology consist of two transducers, one at each end of a solid 

surface.
31

  The input transducer generates an acoustic wave in response to a time-varying 

electrical field, the acoustic wave then propagates along the solid surface, which is then 

transformed into an electrical signal by the output transducer.
32

  The surfaces on which these 

waves travel require a piezoelectric material (e.g., quartz).  Piezoelectric materials allow for the 

transduction of an electric energy signal into a mechanical energy signal (i.e., when a voltage is 

applied by the input transducer, the piezaoelectric material vibrates mechanically launching an 

acoustic wave towards the receiving transducer).
32

  As with other wave-based studies, changes in 

amplitude or phase designate the detection abilities of the instrument.  Thus, a typical chemical 

sensor is prepared when a piezoelectric material is coated with a film (usually consisting of a 

polymer) that adsorbs chemicals selectively onto its surface.
31

 

An example of a detector utilizing the SAW technique is the hand-held Joint Chemical Agent 

Detector (JCAD).  This detector consists of several polymer arrays capable of adsorbing several 

CWAs simultaneously.  When the JCAD instrument is exposed to CWA vapours, they are 
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adsorbed selectively into the polymers which allow for SAW analysis.
29

  In general, SAW-based 

detectors suffer from the difficult task of creating films that are chemically selective and stable.
31

 

 

1.1.3.4. Flame Photometry 

Detectors utilizing this methodology require the intake of an air sample believed to be 

contaminated with CWA vapour.  The air sample is carried into the instrument and to a 

controlled hydrogen flame where the chemical components in the sample are burned.  The 

controlled flame has a dual purpose: to incinerate the components in the sample and as colour 

quantification by the photosensitive detector.
28,29,33

  When the contaminated air is ignited, the 

light emits wavelengths of different values as certain ion metals such as phosphorus and sulfur, 

which are two major components of most CWAs, will emit a characteristic wavelength when 

burned, allowing for detection of specific elements.
28,29,33

  False positives are very common as 

there are several other non-CWA compounds containing either phosphorus or sulfur or both, 

especially in non-controlled scenarios. 

 

1.1.3.5. Ion Mobility Spectroscopy 

During ion mobility spectroscopy (IMS), an air sample containing vapour phase neutral 

molecules is drawn into the instrument where ionization, using photon- or radioactive ionization 

processes, takes place.
29,31

  Ions in the gas-phase travel through a charged tube, where they are 

separated according to their size-to-charge ratio, before they collide with a detector plate.
28

  At 

the detector plate, the plot of the current generated versus time produces a characteristic ion 

mobility spectrum, in which the peak current height is used to determine the concentration of 

agent present.
28
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The Chemical Agent Monitor (CAM) is the most commonly used IMS-based hand held 

detector in the field by the Canadian Forces.  The CAM features two modes which allow 

selecting either blister or never agent detection but not both simultaneously.  Unfortunately, it is 

susceptible to non-CWA false alarms triggered by, for instance, insect repellent and diesel 

fumes.   

A disadvantage with all ion-forming technologies, including IMS, flame photometry and 

ionization methodologies, is that extremely low vapour pressure surface contaminants, such as 

the nerve agent VX, are not readily detected.
34

  In addition, ions of similar mobility cannot be 

resolved, resulting in false alarms.
35

 

Currently, there are no commercially-available electrochemical-based technologies in place 

for in-field detection of CWAs.  However, there is an active research area in several 

electrochemical related fields including inmmunodetection,
36

 carbon nanotubes (CNTs),
37

 and 

nanoparticles (NPs).
38

 

 

1.2. Electrochemistry as a Detection Method 

Although electrochemistry has not yet established itself solidly in the CWA detection field, it 

has proven to be extremely successful in many other branches of industry (e.g., food analysis), 

environmental and medical monitoring.
39

  Electrochemical sensors for clinical analysis in 

non-hospital locations have seen the most success due to the expenses and time-consuming 

process usually accompanying the same studies in clinical laboratories.
40

  These challenges have 

demanded clinical analysis at different locations, for example, at home by patients themselves.  

Electrochemical biosensors are ideally suited for non-hospital environments due to their high 

sensitivity, portable field-based size, rapid response time, simple to operate, and inexpensive 

operational capabilities.
40

  These same characteristics are available for all electrochemical 



 

11 

 

detectors or sensor-based methodologies.  Compared to mass spectrometric and chromatographic 

techniques (i.e., GC-MS), electrochemical sensors are simpler in their setup and their electronic 

equipment requirements; are easier to maintain and calibrate; their signals are obtained directly 

in situ; and, are able to provide rapid response time.
 40

  However, the precision and detection 

limits that standard analytical methods provide cannot be yet matched by electrochemical 

sensors.
39

  In general, the limitations of electrochemical sensors include electrochemically active 

interferences, long-term instability, and problematic electron-transfer pathways.
40

  Nevertheless, 

current electrochemical sensors have proven that they complement the performance of 

conventional analytical tools by providing detection flexibility in non-clinical environments. 

Electrochemistry as a sensor technology provides a wide variety of possible configurations 

due in part to the multitude of different techniques available, permutated with the different 

detection items available for such goal (e.g., enzymes, CNTs and NPs).  In general, an 

electrochemical sensor or detector functions by monitoring the properties of an electrical circuit 

when an analyte has interfere with the normal profile of the circuit.
28

  Essentially, when target 

molecules enter the detection region, a chemical reaction occurs and produces a change in the 

monitoring electrical signal through an electrode.
28

  In other words, electrochemistry implies the 

charge transfer from an electrode to another phase (e.g., the molecule of interest or supporting 

electrolyte).  In addition, the chemical reaction at the electrode and the process of charge 

transport can be modulated and serves as the basis of detection.
40

 

 

1.2.1. Basic Electrochemical Principles 

The electrochemical theory presented in this section is an attempt to briefly explain the 

concepts used in later chapters. 

 



 

12 

 

1.2.1.1. The Electrode-Electrolyte Interface 

When an electrode is immersed into an electrolyte solution, it creates an interface region 

between the two components: the electrode surface and the adjacent layers of ions and solvent 

molecules from the electrolyte.  This interface is known as the electrical double layer.  At this 

phase boundary, a potential difference develops when, for example, a voltage from an external 

source is applied to the electrode creating excess electrons at the surface which are balanced by 

ions present in the electrolyte.
41

  On the other hand, a potential difference can also be created by 

simply immersing the electrode into the electrolyte (i.e., ions in immediate contact with the 

electrode surface will rearrange by anisotropic forces, in turn, forcing a charge rearrangement in 

the conductive material
42

).  The two parallel layers of opposite and equal charge behave similarly 

to a capacitor-like structure.
41

  A scheme of the double layer has been represented in Fig. 1.2. 

The solution side of the double layer is made of several layers.
41

  The layer closer to the 

electrode surface is known as the Inner Helmholtz Plane (IHP) and is made of solvent molecules 

and ions adsorbed onto the surface.  The IHP is present exactly at the center of the ions adsorbed 

onto the surface.  The layer containing the nearest fully solvated ions and separated from the 

electrode surface corresponds to the Outer Helmholtz Plane (OHP), and it is located at the 

centers of the solvated ions (i.e., the ions and their solvent shells).  The solvated ions interact 

with the electrode surface only by electrostatic forces.
41

  Beyond the OHP, the diffuse layer is 

found.  The diffuse layer contains the rest of the solvated ions, solvent molecules and extends to 

the bulk solution.  The double layer capacitance is the result of both the capacitance of the 

compact layer (i.e., the Helmholtz planes) and of the diffuse layer similar to a capacitor-in-series 

system, as such, the double layer capacitance decreases as the double layer thickens.
43 
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Figure 1.2: Diagram of the electrode-electrolyte interface.  The center of the anions adsorbed 

onto the electrode surface form the inner Helmholtz plane (IHP).  The center of solvated cations 

nearest to the electrode surface form the outer Helmholtz plane (OHP).  Solvated cations, 

solvated anions and solvent molecules form the diffuse layer.  Adapted from ref. 41. 

 

 

The double layer is where the electrochemistry happens.
41

  When the equilibrium of this 

capacitor is broken, the process of charge transfer follows.  When the applied potential in the 

electrode is driven highly positive electrons are transferred from the solution to the electrode 

surface.  This is the oxidation process.  On the other hand, if the applied potential is highly 

negative, electrons are transfered from the electrode to the ionic solution in the process called 

reduction.  In cases where there is a redox species bound to the surface of the electrode, the 

electron transfer occurs through this species.
44
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1.2.1.2. Factors Affecting Electrode Reaction Rate 

In general, an electrode reaction involving a redox species in solution can be written as 

O + ne
-
  R, where O refers to the oxidized species that is converted into the reduced form R 

by the addition of n number of e
-
 electrons.

41
  The electrode reaction rate (i.e., the current) is 

affected, in the simplest of cases, by two main factors: mass transfer and electron transfer at the 

electrode surface (see Fig. 1.3). 

 

 

 

Figure 1.3: Diagram of the process of mass transport and electron transfer at the working 

electrode surface.  Species Obulk diffuses through the different layers until it reaches the electrode 

surface (Osurf).  At the surface, the species is adsorbed (Oads) and is reduced to form Rads.  Rads 

desorbs from the surface and diffuses away towards the bulk solution (Rbulk). Adapted from ref. 

41. 
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Mass transfer refers to the process by which species O travels from the bulk of the solution 

towards the electrode surface.
41

  In Fig. 1.3, species O travels from the bulk, through the diffuse 

layer, the OHP and the IHP to be at the electrode surface.  At the surface, species O is adsorbed 

by the electrode before the process of electron transfer takes place.  At this stage, species O is 

reduced to R.  Species R is then desorbed from the electrode and its journey is opposite that of O.  

As such, the movement of species R away from the electrode surface is also mass transfer.  Thus, 

the reduction or oxidation of a substance at the working electrode surface, driven by the applied 

potential, generates redox current (i.e., Faradaic current).
41

  Finally, this current is limited by the 

diffusion of ions to and from the electrode as will be explained in section 1.2.2.1. 

In cases where the electrode has been modified by binding the redox molecule onto the 

electrode surface (i.e., no redox species present in solution), the current is no longer controlled 

by diffusion.  In surface electrochemistry cases, the process of electron transfer plays a more 

important role. 

 

1.2.1.3. The Electrochemical Cell 

The electrochemical cell is the physical boundary in which experiments are performed.  This 

cell contains two main components: the supporting electrolyte and several electrodes.  The 

supporting electrolyte is the conductive medium which facilitates charge transport.  The nature 

(e.g., organic vs. inorganic) and physical phase (e.g., liquid vs. gel) of this component is 

immensely flexible adapting it to meet the needs of the research.  When describing electrodes, 

there are at least two required to perform an electrochemical experiment.  So far, when the word 

electrode has been mentioned, it has been referring to the working electrode.  The working 

electrode is the location for the redox reaction and where the current monitoring (i.e., the 
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experimental variable) takes place.  A second electrode in the system is the reference electrode.  

The reference electrode serves as a measure of the magnitude of the voltage applied to the 

system.  In other words, the external potential (i.e., voltage difference) applied to the working 

electrode is controlled by comparing its value to the reference electrode fixed potential.  For this 

reason, the reference electrode is characteristically non-polarisable with changing voltage (i.e., 

its potential remains stable during a small passage of current).  However, in a two-electrode 

setup, current is forced to pass through the reference electrode whenever a measurement is made 

and if enough current flows through it, the potential could drift from its standard value.
45

  This is 

easily avoided in a three-electrode system in which an additional electrode, the counter or 

auxiliary electrode is utilized.  In summary, the potential applied into the electrochemical system 

by the potentiostat to the working electrode is controlled via the reference electrode and the 

current flowing between the working electrode and the counter electrode is measured and 

reported. 

 

1.2.2. Electrochemical Techniques Applied in this Research 

The electrochemical techniques utilized in this research are exclusively voltammetric in 

nature.  Voltammetry refers to those techniques where the applied potential is the controlled 

variable while the current flowing through the electrochemical cell is the measured variable.
45,46

 

 

1.2.2.1. Linear Sweep Voltammetry 

In a linear sweep voltammetry (LSV) experiment, a potential range is applied to the working 

electrode at a constant rate starting from a lower limit voltage (V0) to an upper limit value (V1) 

(see Fig. 1.4a).  The applied potential range must contain the formal potential of the analyte 
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under investigation.
45

  A voltammogram is obtained when the resulting measured current is 

plotted against the applied potential (see Fig. 1.4b).  By incorporating the formal potential value 

of the analyte within the applied potential range, the current response is at first low (i.e., at and 

near the voltage lower limit).  As the voltage is ramped further to the upper limit, the current 

begins to flow eventually peaking before dropping.
45

 

 

Figure 1.4: Graphical representation of LSV. (a) The potential window applied in a LSV 

experiment from the lower voltage limit V0 to the upper voltage limit V1.  (b) Current response in 

a simulated LSV experiment.  Adapted from ref. 41. 

 

The current response can be explained in terms of analyte concentrations near the working 

electrode surface as described in section 1.2.1.2.  At voltages near V0, there is no enough 

potential energy to reduce O to species R (assuming only species O is present at the start of the 

experiment).  The current at this stage is small as there is a small flow necessary to maintain the 

double layer charged at the electrode, thus called the charging current.
47

  As the potential energy 

required to reduce O to R is reached, the O molecules adsorbed at the electrode surface are 

reduced to R species.  R molecules are transported towards the bulk solution away from the 
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electrode surface allowing O molecules to be transported from the bulk solution towards the 

electrode surface.  This mass transport process permits the electron transfer phenomenon to 

occur and thus the increase in the Faradaic current.  Current peaks and starts decreasing once O 

molecules need to travel from greater distances to reach the electrode surface.  The measured 

Faradaic current becomes a function of the diffusion of species O to the electrode as it is limited 

by the mass transport process.
47

 

 

1.2.2.2. Cyclic Voltammetry 

Cyclic voltammetry (CV) is probably the most popular electrochemical technique utilized by 

researchers.
48

  This is because it is relatively easy to gather and contains a multitude of 

information.  CV is very similar to LSV.  In a CV experiment, an initial potential (V0) is applied 

to the working electrode at a constant rate (Fig. 1.5a).  The voltage is sweep to an upper limit 

(V1) before it is reversed to a lower limit (V2).  Then, the voltage is scanned from V2 back to V1.  

This ensuing cycling between voltage values results in the name of the technique.   

In this technique, the information is presented by plotting the current against the potential 

range resulting in a cyclic voltammogram graph (Fig. 1.5b).  It is common practice, although not 

technically correct, to refer to both, the technique and the resulting plot, as CV. 

The information obtained from a CV graph consists of the anodic peak current (ipa), the 

cathodic peak current (ipc), the anodic peak potential (Epa) and the cathodic peak potential (Epc).  

E
o
 is the formal potential for the reversible redox couple and is calculated as follows: 

E
o
 = (Epa + Epc) / 2     (Equation 1) 
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Figure 1.5: Graphical representation of CV. (a) The potential range applied in a CV experiment 

starts at the initial voltage limit V0, it ramps to the upper voltage limit V1, and then it is reversed 

to a lower voltage limit V2, before it returns back to V1. The potential sweep from V1 toV2 and 

back to V1 is a cycle.  (b) Current response in a simulated solution CV experiment.  Adapted 

from ref. 41. 

 

 

For this reason, E
o
 is also known as half-wave potential and also designated as E1/2.  The 

measured E
o
 is part of the Nernst equation: 

E = E
o
 + R T / n F (ln CO/CR)    (Equation 2) 

where E is the potential applied to the cell, R is the universal gas constant (8.314 J/mol K), T is 

the absolute temperature (K), F is Faraday’s constant (96485 C/mol), n is the number of 

electrons in the redox process, and CO and CR are the concentrations of species O and R 

respectively.  Thus, the Nernst equation is able to link the electrode potential E and the 

concentration of the analyte in the redox process.  It is worth noting that this equation is a 

modified form of the Nernst equation as it contains concentration values rather than activity 

factors (i.e., CO/CR instead of aO/aR).  Activities are unitless factors containing activity 
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coefficients most of which are almost always unknown,
41

 rendering activity values inconvenient 

to work with compared to concentrations.  Therefore, the E
o
 formal potential factor incorporates 

the activity coefficients.
41

 

The magnitude of the reduction or oxidation current in a CV experiment is proportional to the 

concentration of the analyte, which allows this technique to be used as an effective 

electroanalytical tool.
45

  The peak current, for either ipa or ipc, in a reversible diffusion limited 

system is described by the Randles-Ŝeviĉk equation:
49

 

ip = 0.4463 n F A C (n F υ D / R T)
1/2

         (Equation 3) 

where A is the electrode area (cm
2
), υ is the scan rate (V/s) and D the diffusion coefficient 

(cm
2
/s) of the analyte.  Factors n, F, C, R and T have already been described for Equation 2.  

Equation 3 can be simplified by assuming a temperature value of 25
o
C, equivalent to 298.15 K, 

and is also found in the literature as follows:
50

 

ip = (2.687 x 10
5
) n

3/2
 A C υ

1/2
 D

1/2
                (Equation 4) 

where the constant is assumed to have units of C mol
-1

 υ
-1/2

. 

Until now, the scenario described has been for a solution system in which the analyte (in both 

oxidized and reduced forms) is present freely in the electrolyte thus unbound to the electrode 

surface.  In other words, it describes a reversible solution system controlled by the process of 

diffusion.  Another possible case scenario is when the analyte is bound to the electrode surface.  

In this case, it is assumed that only species O is present at that O is not dissolved in the 

electrolyte.  In a system with such characteristics, diffusion does not play a role.  For this reason, 

the CV graph for a species absorbed onto the electrode differs from that of a solubilized redox 

compound (cf. Fig.1.5b and 1.6). 
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Figure 1.6: Graphical representation of the current response in a simulated CV experiment in 

which the analyte is adsorbed onto the electrode surface.  Adapted from ref. 41. 

 

Furthermore, since mass transfer is eliminated as a factor, the current is affected during the 

redox process as shown in the following equation:
41

 

ip = (n
2
 F

2
 / 4 R T) A Γ υ         (Equation 5) 

where Γ is the surface coverage or footprint of the molecule bound onto the electrode surface.  

This variable can be calculated using the following equation: 

Γ = Q / n F A     (Equation 6) 

where Q is the charge of the integrated cathodic or anodic peak. 

A key similarity between solution and surface electrochemistry reactions is that for a 

reversible redox compound, the current ration ipa/ipc is equal to 1.  Conversely, a key difference 

between them is the current relationship to the applied scan rate: for a solution reaction, ip is 

directly proportional to υ
1/2

 (see Equation 3 and 4), while for a surface reaction, ip is directly 

proportional to υ (see Equation 5). 
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1.3. Objective  

Electrochemistry, as a detection technique, has the capability for miniaturization without loss 

in analytical performance,
37

 making it amenable to a lab-on-a-chip approach.  Miniaturization, 

consecutively, adds to the potential advantage of electrochemical detection as the requirements 

for consumables and power could be significantly reduced over other methodologies.  Research 

on electrochemical detectors for nucleic acids, immunodetectors and gases utilizing CNTs, NPs 

and ferrocene (Fc)-based compounds can be found readily available in scientific literature. 

The major objective of this thesis research was to determine if it is possible to detect CWA 

simulants electrochemically.  Two systems were tested in order to reach this objective: the 

chemical modification of Fc amino acid derivative and the interaction of CWA simulants with 

silver NPs.  In the first approach, described in Chapter 2, reaction of the amino group is exploited 

and the redox potential of the Fc-containing molecule is monitored as a function of added CWA 

simulant.  The Fc amino acid molecule is chemically attached as a film to the working gold 

microelectrode.  The redox potential of this molecule is altered when CWA simulants bind 

selectively to the amino group and is detected by CV measurements.  In the second approach, 

NPs present physical properties not observed in their bulk analogues.  A conductive substrate is 

modified with silver NPs and then exposed to CWA simulants.  The presence of simulants 

affects the electrochemical characteristics of NPs.  Chapter 3 will discuss the results of these 

studies in detail and provide an in-depth discussion of the changes that occur as a function of 

CWA simulant addition.   

Finally, Chapter 4 will provide a summary of the research accomplishments, discuss them in 

the context of existing technologies, and provide a brief outlook of future research. 
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CHAPTER 2 

FERROCENE AMINO ACID DERIVATIVE SYSTEM 

Ferrocene (Fc) is a neutral molecule containing two cyclopentadienyl rings sandwiching a 

Fe(II) centre.  Since its discovery in 1951,
51

 Fc has become a very versatile molecule.  In the 

medical field, due to its non-toxicity and chemical stability properties, ferrocenyl compounds 

(i.e., Fc containing compounds) have been researched to combat diseases such as malaria and 

several forms of cancer.
52

 In the field of electrochemistry, Fc exploitation is based on its 

excellent redox and stability qualities.  This neutral organometallic molecule is able to loose an 

electron to form the stable ferrocenium cation during its oxidation process (Fig. 2.1).  Examples 

of Fc derivatives utilization in electrochemical detectors for DNA,
53

 proteins
54,55

 and CWAs 

simulants
37,56

 sensors are available in the literature.  The appeal to work with Fc in 

electrochemistry is that it can be easily modified with different reacting groups allowing to adjust 

the chemistry to that of the analyte under study. 

 

 

Figure 2.1: Ferrocene redox reaction in which the molecule looses an electron to become the 

stable ferrocenium cation. 

 

2.1. The Ferrocene Amino Acid Derivative System  

This electrochemical detector system consisted of the Fc amino acid derivative 

[(BocHN)Fc(CO)CSA]2 molecule (Fig. 2.2a) covalently bound to Au (Fig. 2.2b).  This molecule 

contains three major components.  It contains (i) a cystamine linker that allows for surface 
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assembly through a S–Au bond.  The molecule dissociates into two equivalent halves at the 

disulfide bond once immobilized onto the surface, transforming the cystamine into two 

cysteamine (CSA) molecules.  In this form, each half molecule contains (ii) a Fc molecule as the 

redox probe and (iii) a terminal functional amino group as the reacting site for CWAs and their 

simulants.  The amino group is unable to chemically react due to the tert-butoxycarboxyl (Boc) 

protecting group bound to it.  Once the Boc protecting group has been chemically removed at the 

convenience of the user, the amino group is able to react with the analyte.  The analyte bound to 

Fc will ultimately influence its redox potential due to the ability of the analyte to either withdraw 

electrons (i.e., the resulting molecule becomes harder to oxidize thus observing an anodic shift 

on a CV scan) or donate electrons (i.e., easily to oxidize thus observing a cathodic shift on a CV 

scan).  In other words, the Fc potential is influenced by its immediate electronic 

microenvironment.
57,58

  Electrochemical monitoring of the three different Fc amino acid 

derivative stages (namely Boc protected, Boc deprotected and reacted molecule) should allow for 

the analysis of CWAs and their simulants. 

 

 

Figure 2.2: Molecular structure of [(BocHN)Fc(CO)CSA]2 (a) unbound and (b) bound to a gold 

surface via a dissociated disulfide bond. Adapted from ref. 56. 
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2.2. Films of [(BocHN)Fc(CO)CSA]2 on Gold Surfaces 

2.2.1. Self-assembled Monolayers 

The initial films created with the Fc amino acid derivative were obtained by self-assembling 

of molecules from solution.  The phenomenon of self-assembled monolayers (SAMs) of thiols 

onto Au, especially of alkanethiols (i.e., RS–H), has been extensively studied.
59

  SAMs, in 

general, describe a spontaneous organization and chemical binding of molecules in either 

solution or gas phases into dense crystalline structures onto a substrate.
60

  In the case of the RS–

Au SAMs, the process is driven by the high affinity of thiol sulfur to the Au metal surface due to 

the energetically favoured strong bonding between them (ca. 50 kcal/mol
61,62

).  This affinity also 

helps at displacing adsorbed species bound to the Au surface by the sulfide-containing 

molecules.
61

  Another aspect that helps the formation and crystalline characteristics of SAMs is 

the intermolecular interaction of the alkyl chain.  The neighboring alkyl chain molecules interact 

laterally through van der Waals forces to add stabilization to the film.
63,64

  On the other hand, 

those alkanethiols molecules containing a terminal group (i.e., other than a methyl from the alkyl 

chain), could add instability to the film if chosen unwisely.  The terminal group confers 

properties to the layer (e.g., hydrophobicity or hydrophilicity) and small changes affect its 

physical and chemical properties.
65

  More importantly, the relative size of this group, compared 

to its anchoring alkyl chain, can complicate self-organization and compactness due to steric 

effects.
61,66

 

Although thiols have been used extensively for SAM purposes, other sulfur containing 

compounds have been studied, for instance dialkyl disulfides (i.e., RS–SR) and dialkyl sulfides 

(i.e., RSR).
67,68

  An observation with the use of dialkyl disulfides is that films could result in 

multilayer formation (rather than a one-layered film as in SAMs) by precipitation due to their 

lower solubility compared to thiols.
65

 



 

26 

It is generally agreed that SAM preparation from solutions is an easy process, which requires 

simply immersion of the Au surface (e.g., electrode) into the sulfide-containing solution.
65

  

However, it is also agreed by workers in the field that their preparation is a dynamic process
62

 

and the optimistic views of a perfect SAM (i.e., a full surface coverage film free of 

imperfections) is not achieved easily,
66,69

 in turn leading to irreproducible data.
70

  Thus, 

continuing researchers in this field are successful at their craft. 

Some of the factors affecting the quality of SAMs include: 

 Incubation time:  Au surfaces exposed to alkanethiols solutions are coated with a film 

within seconds of exposure.
69

  However, these films are not well organized (i.e., contain defects) 

and do not provide a full surface coverage.  To achieve dense and crystalline films, substrates 

require hours or even days of exposure.  The most common defect found in SAMs is pinholes 

consisting of vacant islands exposing the substrate among a sea of monolayer.  Using 

permeability studies with solution redox couples have shown that even after extensive 

incubation, pinholes populate the surface at ≤ 1%.
71

 

 Substrate:  Since the ligand group binds the substrate, any heterogeneities or 

contaminants bound to the surface will define the formation quality of the film.  As a result, the 

polycrystalline characteristics of the substrate play a critical role in preparing SAMs.  For 

instance, when using electrodes for SAMs, a contaminant-free surface is achieved by physical 

polishing the exposed surface area, by repeated electrochemical cycling, or a combination of 

both. 

 Clean sulfide solution free of contaminants:  Contaminant species present in the 

sulfide-containing solution could co-adsorb onto the surface.  This may lead to thin films and 

unwanted electrochemical interactions in the case of a redox active contaminant. 
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 The terminal group:  As discussed above, the terminal group must be of acceptable size to 

avoid collapsing of the molecule at the surface.  Collapsing or physisorption of the molecule at 

the surface could give rise to a disorganized film or the creation of pinholes.  

 Length of alkyl chain:  This part of the molecule acts as a spacer between the metal 

surface and the end group, thus defining the SAM thickness.  The length of the chain will affect, 

among other aspects, the crystallinity of the film via lateral van der Waals interactions
63,64

 and 

the electron transfer rates (e.g., distance dependency) which is achieved through the chain.
44,72

 

 

2.2.1. Electrodeposition Method 

As discussed in the previous section, the list of factors affecting the quality of passive 

deposition of SAMs is quite lengthy.  Moreover, the reproducibility of such films under 

passive-solution deposition is usually difficult even though identical preparation conditions were 

applied.  Potential-assisted deposition (i.e., electrodeposition) is able to improve in two important 

factors over passive deposition: reproducibility with high-quality extensive surface-blocking 

films and preparation time reduction from days to minutes.
70

  

Passive-solution and potential-assisted deposition methods are based on the fact that during 

adsorption, thiols are deprotonated as follows: RS–H + Au  RS–Au + e
-
 + H

+
.
73

  By 

providing a reducing potential, it is argued that the thiols are deprotonated/reduced quicker 

creating faster films.  Nevertheless, the observations described by several research groups are 

that electrodeposition creates faster and more compact films compared to passive solution 

deposition.
70,74

  The denser films created via electrodeposition can be explained by 

understanding that during passive incubation deposition, the surface reaches a potential at which 

chemisorption is not further energetically favourable.
70

  It is important to note that our working 
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molecule is a disulfide and not a thiol; regardless, a large negative potential would reduce 

disulfides to thiolate anions facilitating film assembly.
74

 

 

2.3. Results and Discussion 

During SAM films of [(BocHN)Fc(CO)CSA]2, several electrochemically treated Au 

microelectrodes (MEs) were incubated at once.  After the 5-day incubation period in a 1 mM 

ethanolic Fc amino acid derivative solution, the treatment required sonication in ethanol and 

incubation in a 1 mM ethanolic solution of butanethiol.  The sonication allowed for the removal 

of physisorbed or weakly adsorbed molecules onto the Au surface.  The butanethiol solution 

allowed for backfilling of exposed Au surface created during the sonication process or due to 

pinholes and other defects.  In general, films resulting from this method were much diluted and 

those MEs with good coverage were scarce (approximately 10% of MEs per experiment were 

considered good coverage).  Of these, when Boc deprotection and/or CWA stimulant exposure 

was attempted, the Fc signal would disappear most likely due to desorption of molecules by the 

deprotection process.
56

  Although these signal-absent MEs were not further analysed, for 

instance with ferri/ferrocyanide solutions to study surface coverage post-deprotection, some 

studies suggest the possibility of film disorder as the cause of considerable reduced signal.
67

 

For a typical SAM film, the footprint (i.e., Γ, the real state area in Å
2
 occupied per molecule 

bound onto the surface) was 150 in average.  This result is in contrast to the ideal value of 36, but 

within previous experimental Γ values of 130 ± 51 by the passive deposition method.
56

  The 

inconsistency and low success rate achieved with the SAM method led to seek a more reliable 

method for film formation. 

Electrodeposited films of [(BocHN)Fc(CO)CSA]2 were consistently stable after 

electrochemical cycling in electrolyte.  It is worth noting that in this method, both sonication and 
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backfilling procedures were also applied.  Unlike passive solution deposited films, cycling of 

Boc-protected films were very stable and decreasing signal intensity was hardly an issue even 

after several cycles (Fig. 2.3). 

 

 

 

Figure 2.3: CV scans of [(BocHN)Fc(CO)CSA]2 films electrodeposited onto 50 μm gold 

microelectrodes.  Stability of the film was tested by cycling 50 times (red dashed trace) 

compared to the first cycle (black solid trace). CV scans recorded at 100 mV/s scan rate in 2.0 M 

NaClO4 vs. Ag/AgCl utilizing a Pt wire as the counter electrode. 

 

 

In order to further characterize electrodeposited films of the Fc amino acid derivative, several 

scan rates were applied to a typical film.  Plotting the peak current density against the scan rate 

for a film of [(BocHN)Fc(CO)CSA]2 on gold, shows a linear relationship (Fig. 2.4b).  A linear 

relationship is expected for a surface-bound species indicating the successful immobilization of 

the compound onto gold surfaces. See Equation 5 in section 1.2.2.2. 
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Figure 2.4: (a) CV scans obtained at 50, 100, 143 and 200 mV/s scan rates for an 

electrodeposited film of [(BocHN)Fc(CO)CSA]2 onto gold; (b) plot of peak current density vs. 

scan rate for the film in plot (a).  CV scans recorded in 2.0 M NaClO4 vs. Ag/AgCl utilizing a Pt 

wire as the counter electrode. 

 

A comparison of CV scans obtained for [(BocHN)Fc(CO)CSA]2 films onto gold by passive 

solution deposition and by electrodeposition is shown in Fig. 2.5 (a and b, respectively).  

Although this figure shows CV scans of very similar high density (i.e., Γ in unassisted deposition 

is 78 (± 11) Å
2
 vs. 48 (± 6) Å

2
 in potential assisted deposition), the consistency in film density 

found in the electrodeposited films was far superior. 

The formal potential (E
o
) values determined by both methods are virtually within the 

experimental error calculated (Fig. 2.5).  However, these values are distant from similar reported 

studies in which a E
o
 of 317 (±15) mV for solution deposition films was determined.

56
  This 

difference points to film variations under the same conditions, and it also points to the 

differences incorporated by the individual researcher.  Hence, determining the value of E
o
 for 

each film in the Boc-protected state is required in this study.  Also from Fig. 2.5, the current 

ratios determined by both methods are 1, or close to unity, suggesting a reversible redox reaction. 
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Figure 2.5: CV scans comparison of [(BocHN)Fc(CO)CSA]2 films deposited onto 50 μm gold 

microelectrodes by (a) conventional SAM solution deposition and (b) electrodeposition.  The 

accompanying table describes the footprint or surface coverage (Γ), the formal potential (E
o
), the 

peak position difference (ΔEp) and the current ratio (ipa/ipc). Errors are the standard deviations 

from five measurements.  CV scans recorded at 100 mV/s scan rate in 2.0 M NaClO4 vs. 

Ag/AgCl utilizing a Pt wire as the counter electrode. 

 

It is worth noting that the shapes of the CV scans of the same molecule by the two methods 

shown in Fig. 2.5 are different.  This is exemplified by the peak potential difference (ΔEp) 

values.  Due to the lack of diffusion processes, the ideal ΔEp for a redox molecule bound to the 

surface is equal to 0 (see Fig. 1.6 in Ch. 1).  Solution unassisted deposition (Fig. 2.5a) shows a 
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ΔEp of 95 (±8) mV. This result is not unusual as values distant from the ideal figure have been 

observed by others in surface-bound electrochemical experiments.
56,67

  Electrodeposition 

(Fig. 2.5b), on the other hand, shows a value of 28 (±4) mV. 

The effects described on this section and their difference from ideal values is most likely the 

results of film disorganization as redox molecules face different microenvironments within the 

film.  This could further indicate the inherent heterogeneity nature of the films as each particular 

film shows individuality. 

 

2.3.1. Boc Deprotection and Chemical Warfare Simulant Detection 

Deprotection of the Boc group from [(BocHN)Fc(CO)CSA]2 films on gold turned out to be a 

harsh process for the film.  The standard procedure for Boc removal from amino acids is with a 

50% solution of trifluoroacetic acid (TFA) in dichloromethane (DCM).
75

  Previously reported 

studies with [(BocHN)Fc(CO)CSA]2 films onto gold utilized a similar procedure employing a 

40% TFA in DCM solution for 1 min.
56

  After Boc removal, the amino group immediately 

attached to Boc required deprotonation for the reacting form of the system to occur.  This latter 

Boc deprotection procedure,
56

 continued with washing the unprotected film using ethanol 

followed by water, then exposing the modified ME to a 10% ammonium hydroxide (NH4OH) in 

water for 15 sec for the deprotonation step, and finally exposing it to CWA simulant dilutions.  

After numerous failed attempts to perform this particular procedure and variations of it, our 

modified procedure consisted of: 1 min in 10% TFA in DCM, followed by 10 sec in a solution of 

10% triethylamine (Et3N) in DCM and exposure for 1 min CWA simulant solutions.  The 

process of Boc deprotection and chemical exposure is presented in Fig. 2.6. 
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Figure 2.6:  The (a) Fc amino acid derivative on a gold surface after (b) Boc deprotection, (c) 

deprotonation and (d) exposure to acetyl chloride. 

 

Anodic peak integration of the film CV scan pre- and post-TFA treatment (i.e., prior to 

simulant exposure) in aqueous 2.0 M NaClO4 (pH = 6.1) electrolyte revealed a decreasing signal 

(Fig. 2.7 insert, cf. blue vs. black traces).  This is the result to a reduction in the number of Fc 

molecules (as signal is proportional to the electrochemical probe concentration) either by the 

removal of the Fc component or of the molecule as a whole.  The post-TFA CV scan (i.e., stage 

of film depicted in Fig. 2.6b) increased the deterioration of the film possibly due to molecule 

instability followed by film decomposition. 

Simulant reactivity with the deprotected-deprotonated Fc amino acid derivative system 

(Fig. 2.6c) was unsuccessful and no apparent changes in the CVs were observed.  Solutions of 

1 mM 2-chloroethyl ethyl sulfide and diethyl cyanophosphonate (2-CEES and DECP simulants 

of blistering sulfur mustard and Tabun nerve agent respectively) diluted in either MilliQ water, 

aqueous 2.0 M NaClO4 electrolyte or DCM were unsuccessful in producing a signal shift when 

exposed for 1 min to deprotected-deprotonated films.  The electrochemical system reacted, 

however, when tested with a 1 mM acetyl chloride (CH3COCl) in DCM solution for 1 min 

exposure (Fig. 2.6d).  This may indicate a kinetic issue in which the simulants 2-CEES and 

DECP are slower to react than CH3COCl requiring longer incubation. 
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Figure 2.7: CV scans of [(BocHN)Fc(CO)CSA]2 films electrodeposited onto 50 μm gold 

microelectrodes deprotected (black trace) and exposed to 1 mM acetyl chloride in DCM (red 

trace).  Insert shows the protected form (blue trace).  The accompanying table describes the 

footprint or surface coverage (Γ), the formal potential (E
o
), the peak position difference (ΔEp) 

and the current ratio (ipa/ipc).  Errors are the standard deviations from three measurements.  CV 

scans recorded at 100 mV/s in 2.0 M NaClO4 utilizing a Pt wire as the counter electrode. 

 

Fig. 2.7 shows the CV scans of the three stages (i.e., Boc-protected, deprotected and exposed) 

of the Fc amino acid derivative film reacting with 1 M CH3COCl.  The Γ of the film thins 

significantly as the ME is exposed to each stage of the reaction process.  For example, when the 

film is Boc-protected, each molecule requires an area of 52 ± 2 Å
2
 on the gold surface.  Once the 

film has been deprotected and reacted, this area has increased to 633 ± 33 Å
2
 for a complete 

molecule.  Again, the deprotection and simulant exposure processes could be responsible for the 
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removal of the Fc only leaving behind the gold-bound alkyl chain part of the Fc amino acid 

derivative. 

The E
o
 of the Boc protected film is 360 ± 7 mV while its formal potential shifts cathodically 

for the deprotected form at 271 ± 6 mV (Fig. 2.7).  This could be explained as the Boc group is a 

large ligand that hinders electron transfer, thus more energy is required by the Fc molecule to 

perform redox processes.  Once Boc is removed, less energy is required to oxidize the molecule 

and a cathodic shift is observed on the CV scan.  The E
o
 shifts anodically at 388 ± 7 mV once the 

acetyl group reacts with the Fc amino acid derivative film. 

The ΔEp and ipa/ipc values for the protected film are 31 ± 4 mV and 1.00, respectively, 

indicative of a surface-bound reversible film (Fig. 2.7).  This cannot be said of the deprotected 

film.  The deprotected form shows quasi-reversible characteristics as its ΔEp is 60 ± 15 mV and 

its current ratio is 1.17.  This could be due to the reactive form of the amino group which 

decreases the stability of the film until it reacts with CH3COCl.  In its reacted form, the film 

returns to a surface-bound reversible film characteristic as its ΔEp is 31 ± 8 mV and its current 

ratio is 0.93. 

Conclusions.  This chapter describes the results of the Fc amino acid derivative 

[(BocHN)Fc(CO)CSA]2.  We have shown that electrodeposition is an effective methodology to 

immobilize this molecule onto Au microelectrodes.  Films formed via electrodeposition were 

more stable, produced higher surface coverage values, were more reproducible and saved 

preparation time compared to the potential-unassisted solution deposition method.  This is in 

agreement with earlier results on unrelated Fc-peptide disulfides.
74

  

The film electrochemical response after the process of Boc-deprotection turned out to be a 

harsh step to the film as it led to a decrease in signal intensity due to, most likely, the loss of the 
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Fc redox probe.  A less likely scenario is the removal of the entire molecule off the substrate.  

Clearly, a better method needs to be developed in order to deal with this issue.  The remaining 

signal after deprotection was strong enough to observe a cathodic shift compared to the 

Boc-protected formal potential of the CV scan.  Furthermore, the deprotected film was shown to 

react with 1 mM acetyl chloride when exposed for 1 min, producing an anodic shift compared to 

the deprotected formal potential.  Unfortunately, when exposed to the CWAs simulants 2-CEES 

and DECP, no such shift was observed.  We hypothesize that the reaction for the Fc amino acid 

molecule with either of the simulants requires longer than the 1 min incubation time tested. 
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CHAPTER 3 

SILVER NANOPARTICLE SYSTEM 

Nanoparticles (NPs) are particles in the size of nanometer scale.  Although not technically 

correct, it is generally accepted in the scientific community that the term NPs is applied to 

particles sizes from 1 to 100 nm in diameter.
76-78

  At this size scale, the physical properties of 

materials differ from their bulk counterparts.  For instance, iron aluminide (FeAl) is a 

non-magnetic and brittle material in its bulk powder form while FeAl NPs of 6–9 nm become 

ferromagnetic and malleable.
79,80

  Another example is gold, which in its bulk state is considered 

chemical inert.
85

  Au NPs, on the other hand, possess catalytic activities at 3–5 nm such as for 

the oxidation of carbon monoxide (CO)
83

 and for the catalytic decomposition of malodourous 

compounds such as ammonia (NH3) and trimethylamine (Me3N) commonly found in 

restrooms.
81

 

The current areas of research for NPs are broad encompassing areas in the biological, 

chemical and physical sciences.  In the biological fields, NPs have shown to be effective in 

anticancer treatments, as antibacterials and drug delivery systems.
83

  In the detection field, they 

have been used as part of biological sensors systems when accompanied by enzymes and/or 

nucleic acids and as chemical sensors in the form of Pd nanowires for the detection of H2.
84

  A 

prime example of NPs use in everyday life is as additives in sunscreen lotion.  For instance, zinc 

oxide (ZnO) and titanium dioxide (TiO2) are two compounds that do not chemical decompose 

under UV radiation.
85

  This property makes them excellent candidates as additives on 

sunscreens.  Interestingly, large-particle inorganic oxide formulations are opaque in colour, in 

turn lacking cosmetic acceptability; however, in NP-size form (i.e., 26–30 nm), these oxides 

show superior UV blocking properties and are transparent when spread on the skin surface
 

making them visually acceptable by sunscreen users.
85
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3.1. Nanostructures versus Bulk Materials 

The examples described in the previous section, illustrate the unique properties of NPs when 

compared to bulk materials.  Thus, the interest of NPs resides in the fact that their physical 

properties differ from those of their bulk analogues. 

In order to understand or rationalize the physical properties characteristic of nanostructures, 

their energy level structure needs to be discussed.
86

  The reasoning behind this is that 

nanostructures are linking the atomic world with that of the bulk material.  One way to analyze 

this notion conceptually is to start with a bulk piece of material and gradually reduce its size.
86,87

  

It is expected that, during this process, as the starting bulk material becomes smaller and smaller, 

a stage is reached in which its properties cease to exist at the atomic level.  In other words, the 

atomic particles (i.e., electrons and nuclei) do not behave as the smaller copy of the 

corresponding bulk solid.
87

 

At the atomic level, atoms show discrete energy levels for their electrons.  These discrete 

energy levels are known as atomic orbitals.  When atoms bind to form molecules, the atomic 

orbitals combine to form molecular orbitals.  In methane (CH4), for instance, the central C 

contains 4 valence electrons each in a single sp
3
 hybridized atomic orbital (originated from its 2 

paired electrons in the 2s atomic orbital and 2 unpaired electrons in the 2p atomic orbital) each 

bound to the s electron of each H atom.
86

  In the binding process, bonding (σ) and anti-bonding 

(σ*) orbitals are created.
86

  Since there are 8 atomic orbitals invested in the bonding (i.e., 4 from 

C in the form of sp
3
 hybridized atomic orbitals and 4 for each bound H in the form of s atomic 

orbitals), there are 8 molecular orbitals created.  Also, from Pauli’s Exclusion principle, a 

maximum of 2 electrons can occupy an orbital.  These newly created orbital are: 4 lower energy 

σ orbitals containing all the electrons and 4 σ* orbitals of higher energy containing no electrons.  

For even larger molecules, the same approach applies.  However, as the number of molecular 
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orbital increases, the average energy gap between adjacent molecular orbitals must decrease.
88 

 

At the same time, the gap between σ and σ* orbitals also decreases until a continuum energy 

level occurs,
88

 for instance, the case of a system describing a bulk material in which an ―infinite‖ 

number of bonds are formed (i.e., an infinity bulk size is assumed).  In other words, the energy 

structures of a bulk solid no longer consists of discrete energy levels, but rather of broad energy 

bands,
86 

effectively describing a transition from orbitals to bands.
 88

  This is known as the band 

theory.  For a bulk, band theory results in two bands: the valence band of lower energy, which 

contains the electrons, and the high-energy conduction band.  These bands are divided by an 

energy band gap (Fig. 3.1). 

 

 

 

Figure 3.1: Graphical representation of the electronic energy levels of matter as they increase in 

size (from left to right).  At the atomic level, electrons show discrete energy levels known as 

atomic orbitals.  At the molecular level, atoms bind forming separated electronic levels called 

molecular orbitals.  In a bulk material, the electronic levels are formed by continuous broad 

energy bands.  For nanostructures, the electronic levels can be regarded as a hybrid between 

molecules and bulk material.
86.

Adapted from ref. 89. 
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The assumption applied for a bulk solid using band theory does not apply to nanostructures.  

This is clear as the assumption of ―infinite‖ number of bonds, as is the case for a bulk solid, is no 

longer valid.  The electronic structure of nanomaterials is an intermediate stage between the 

discrete levels of an atomic system and the continuous band structure of a bulk solid.
86

  As 

illustrated in Fig. 3.1, the energy levels in nanostructures are discrete; however, these levels are 

more numerous and their spacing is smaller than the corresponding atomic or molecular 

systems.
89

  At the same time, band theory can also be applied to describe the peculiar energy 

levels of nanostructures.  For instance, in nanostructures, the highest occupied atomic orbitals of 

an atom interacting with other atoms present in the nanostructure form the valence band; the 

lowest unoccupied levels combine to form the conduction band; and, the energy difference 

between the valence band and the conduction band form the band gap.
86

 

Another difference between nanostructures and bulk material is the number of atoms on the 

surface.  By simple deduction, one can imagine that the percentage of surface atoms to interior 

atoms for a bulk material is very low.  As particles get smaller and smaller, this percentage shifts 

due to a lower number of atoms per unit particle.  This is elegantly shown by Schmid’s 

experiments
90

 in which he used Au atoms to form cluster of different sizes (see Fig. 3.2).  For 

instance, it takes 13 metal Au atoms for form a single-shell cluster which contains 92% of its 

atoms on the surface.  On the other hand, if the size of the cluster increases by 5 shells, the 

number of atoms forming the cluster increases to 561 and its surface atoms decreases to 45%. 

The effect of a higher number of atoms at the surface of particles has been linked to catalytic 

performance.  By definition, a catalyst modifies a chemical reaction by affecting the rate of the 

reaction.  A heterogeneous catalyst (i.e., a catalyst present at a different phase than the reactants) 

activity is proportional to the overall specific area per unit volume.
91

  However, decreasing the 
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size of particles does not necessarily translate to higher catalytic activity.  For example, as 

previously mentioned, the catalytic activity of metal Au NPs has been found optimal at 3–5 nm 

for the oxidation of CO.
82

  On the other hand, the optimal photo-oxidation of phenol in water by 

the semiconductor titania (TiO2) NPs is 25–40 nm.
82

  In both cases, decreasing the size below 

that of the optimal value shows diminishing catalytic activity.  Although size optimization 

between metal versus semiconductor particles differs greatly, efforts explaining these variations 

have been based on their electronic band structure difference.  Unfortunately, there is no current 

electronic energy band understanding to explain optimal catalytic behaviour at a specific size.
92

 

 

Figure 3.2: Gold clusters of different sizes showing how the number of shells relates to the 

number of atoms in the cluster and to the percentage of atoms at the surface of the cluster.  

Adapted from ref. 90. 
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3.2. Electrochemistry of Nanostructures 

The examples presented in the previous sections, indicate that the ability to control material 

dimensions to the nanometer scale would result in unique surface chemistry events not observed 

in bulk systems.
93,94

 

For years the use of silver NPs and roughened surfaces with nanodimensioned features have 

been used to generate SERS (Surface Enhanced Raman Spectroscopy) and SEIRA (Surface 

Enhanced Infrared Adsorption-Reflectance) active surfaces where the Raman or infrared 

spectroscopy of species on the Ag surface can be monitored in situ as electroanalysis is being 

conducted.  The spectroscopy allows for species that are electrochemically generated on Ag 

surfaces to be identified.  Although this technique is a powerful approach to understanding 

products and reaction paths, evidence is accumulating that the chemistry of nanodimensioned Ag 

is size-dependent.  For instance, Burke has demonstrated the presence of surface active states 

that preferentially form types of β-oxides.
95

  These oxides only appear upon formation of 

nanodimensioned structures on roughened polycrystalline Ag electrode surfaces as a result of 

anodic oxidation via electrochemical etching (i.e., surface disruption) in high pH electrolyte 

conditions. 

The size of the NPs affects their catalytic properties during electrochemical reduction studies 

for a particular compound or metal.  In a combined scanning tunnel 

microscopy (STM)-electrochemical experiment, it has been shown that palladium NPs increase 

their catalytic reduction reactivity of hydrogen (i.e., H evolution reaction) by two orders of 

magnitude when the number of Pd shells on the NP decrease from 10 to 2, effectively decreasing 

their size from 200 to 6 nm.
96

  A similar trend was obtained by studying Au nanoelectrodes and 

the H evolution reaction.  By decreasing the working Au electrode size from 800 to 10 nm, it was 

determined that the current density (and thus the degree of catalytic activity) did not deviate 
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much in the range from 800 to 30 nm.
92

  The current density significantly increased, however, 

when the Au electrode reached below 30 nm, specifically in the 15 to 10 nm range.  It has been 

postulated that as the size of the catalyst surface decreases, it approximates the size of the 

reaction site needed for adsorption of the reactants, effectively eliminating unused surface and 

maximizing reaction site distribution.
92

  These results indicate that nanodimensioned structures 

used as working electrodes could potential increase the sensitivity of the system. 

 

3.3. The Silver Nanoparticles on Indium Tin Oxide System 

In electrochemistry, decorating electrodes with nanomaterials of different metals, where each 

set of nanomaterials behaves like a collection of nanoelectrodes of that metal, has recently been 

demonstrated as a viable way of effecting combinatorial-type electroanalytical analysis on a 

single electrode.
97

  Fabrication of such modified electrodes has been carried out using electroless 

deposition of NPs,
97

 by electrochemical immobilization of solution phase NPs,
98

 by 

nanostructure synthesis on electrode surfaces utilizing the double-pulse method,
99

 and by 

electrochemical/chemical deposition methods.
100

  An alternative approach is the direct deposition 

of gas-phase NPs onto conducting substrates.
101

  Sputtering-based sources have recently become 

commercially available allowing for the generation of NPs made of any metal in the periodic 

table.  As a way of fabrication electrodes, gas-phase deposition has the advantage of ligand-free 

NP fabrication effectively creating direct contact between the NPs and the electrode substrate.  

Furthermore, the particle density on the substrate surface can be controlled along with the 

spacing between particles by adjusting deposition times.
101

 

This electrochemical system consisted of gas generated naked Ag NPs deposited on indium 

tin oxide (ITO) glass templates. 
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3.4. Results and Discussion 

3.4.1. Basic Characterization of Silver Nanoparticles.   

The topography of NP-decorated ITO electrodes was investigated by scanning electron 

microscopy (SEM).  Fig. 3.3 shows a typical SEM scan of the NP-decorated ITO surface in 

which the NPs are deposited as a thin film with relatively constant spacing.  The SEM image 

shows sub-10 nm NPs.  However, due to size limitations associated with this technique, previous 

STM experiments under the same deposition conditions confirmed a size of 3.0 ± 0.5 nm with 

interparticle separations (centre-to-centre) of ca. 10 nm.
102

 

 

 

Figure 3.3: SEM images of silver NPs on ITO electrode.  The insert shows a lower 

magnification.  Due to resolution limitations, the SEM image shows larger particles that previous 

STM studies (3.0 ± 0.5 nm by STM
102

).  SEM performed on a Leo 1540 XB SEM CrossBeam 

Workstation. 

 

The relative constant interparticle spacing can be varied by changing deposition time.  This 

was demonstrated in NP deposition time experiments on highly ordered pyrolytic 

graphite (HOPG) substrates analyzed by atomic forced microscopy (AFM) as shown in Fig 3.4.  
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Interparticle spacing becomes particularly useful as a way to minimize interactions between 

adjacent proteins, for example, when using NPs as active sites on the electrode surface to anchor 

and/or detect such macromolecules.
103

 

 

 

Figure 3.4: AFM images of silver NPs on HOPG substrates. NPs were deposited for 1, 3, 5 and 

8 min on different substrates.  At 1 min deposition time, individual particles are visible.  As the 

deposition time increases, the spacing among the NPs decreases.  At 8 min, individual particles 

are no longer distinguishable forming a film on the substrate.  AFM performed on a PSIA model 

XE-100. 

 

3.4.2. Silver Nanoparticles Redox Chemistry in KOH.   

Fig. 3.5 shows a comparison of typical CV scans of bulk polycrystalline Ag and of 

Ag NPs/ITO, both recorded in 8.0 M aqueous KOH.  This condition was chosen based on 

scientific literature on polycrystalline Ag electrochemistry,
104

 later the vital importance of such 
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condition will be discussed.  It is important to note that during cycling at these conditions, the 

NP-decorated electrode displayed signal instability not observed in the bulk Ag electrode system.  

Continuous cycling led to a continual decrease in peak height and to the shifting of peak 

intensities.  This effect is minimized, however, when lower supporting electrolyte concentrations 

were used (e.g., 100 mM KOH).  This effect is mentioned several times throughout this chapter.  

The same labelling scheme utilized by Burke for the polycrystalline results (Fig. 3.5a) has been 

adopted
95

 (with the exception of x and y peaks).  Although there are peaks in the NP-decorated 

electrode analogous to the bulk system, the two CV scans are significant differently. 

The CV of polycrystalline Ag displays a series of anodic events labelled A1, A2, and A3 

(Fig. 3.5a) that were attributed to oxidation of Ag Ag
+
.  A4 corresponds to oxidation of 

Ag
+
: Ag2O AgO.  In the cathodic sweep, C2 is the redox couple of A4 (i.e. AgO Ag2O) and 

C1 is the redox couple of peaks A1 – A3 (i.e. Ag
+

Ag).  The exact nature of the oxide species 

produced by the three signals A1 – A3 is not yet clear but likely involves hydroxides as well as 

Ag2O.
95,104

  There are also two small, yet visible, peaks observed during the anodic sweep at 

ca. 0.72 V (denoted x) and at ca. 0.47 V in the cathodic sweep (denoted y). 

The CV of Ag NPs/ITO (Fig. 3.5b) is less complex than that of the bulk counterpart.  The NPs 

CV scan has a number of known anodic and cathodic features,
105

 that can be assigned based on a 

comparison with bulk Ag literature data.  The anodic signals A1, A2, and A3, observed in the bulk 

phase, are replaced by a single feature at 0.16 V, which is close to the signal for A2 in bulk Ag.  

A second anodic peak in the Ag NPs CV at 0.72 V is near bulk x.  The cathodic sweep shows 

two peaks appearing at 0.42 and at -0.35 V.  The peak at 0.42 V is attributed to y while the signal 

at -0.35 V is a feature which Burke designated C0.
95

  In short, except for C0, all peaks observed 
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in the Ag NPs are present in the bulk CV scan.  The relative importance of these processes in 

each system is different as reflected in the difference in the relative peak heights (cf. A2 vs. A3). 

 

 

 

Figure 3.5: CV scans of (a) polycrystalline silver, (b) silver NP-decorated ITO and of 

background ITO (red trace in b) in degassed 8.0 M KOH at 150 mV/s between -0.5 and 0.9 V vs. 

Ag/AgCl.  During the anodic sweep, peaks A1, A2 and A3 are attributed to the oxidation of Ag to 

Ag
+
 at several stages.  Peak A4 corresponds to the oxidation of Ag

+
 to Ag

2+
.  Peak x is 

characteristic of an oxidation process by nanostructures.  During the cathodic sweep, peak y is 

characteristic of a reduction process by nanostructures.  Peak C2 is the reduction of Ag
2+

 to Ag
+
 

while C1 is the reduction of Ag
+
 to metallic Ag.  Peak C0 is attributed to β-oxide reduction 

formed preferentially on nanostructure surfaces. 
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C0 is associated with the reduction of β-oxides,
95

 and is linked to multilayer oxide growth in a 

number of metals (Au,
106

 Pt
107

 and Ag
95

).  In the case of Ag, the β-oxide deposits on top of a thin 

film of compact α-oxide layer right on the metal surface.
95,106

  The compact α-oxide is usually 

associated with AgOH, Ag2O and AgO while β-oxide has been associated with different hydrous 

composition variations, for example Ag(OH)n(H2O)m.
95

  Charge transport through such hydrated 

hydroxides is thought to be kinetically hindered, which results in characteristically broad peaks 

in the CV scans observed for C0.  Presumable reduction of the Ag β-oxide is sluggish due to the 

poor contact with its metal surface.
95

  An interesting electrochemical feature of β-oxide 

complexes is that the C0 peak is only observed on roughened polycrystalline Ag electrodes 

following extensive anodic oxidation at high electrolyte concentration, which leaves 

nanodimensioned structures on the surface.  Essentially C0 can be viewed as an indicator for the 

presence of nanostructured Ag surfaces. 

In our experiments of Ag NPs on ITO, we observe a C0 peak for β-oxide reduction 

(Fig. 3.5b).  As has been reported for bulk systems, C0 appears only if the potential window scan 

exceeds an upper voltage value near A4.
95

  This suggests that, in our nano system, C0 

corresponds to the reduction of β-oxides generated by applying voltages near peak x.  As 

confirmation, a fresh NP-decorated electrode was cycled in a smaller potential window (i.e., -0.5 

to 0.3 V, Fig. 3.6).  In this CV scan, peak C0 is not observed in the cathodic sweep but a peak 

at -0.11 V, coupled to A2, is present.  It has also been reported that in bulk Ag, peak A2 is 

enhanced by electrochemical cycling due to surface disruption,
95

 an observation that connects 

this peak to nanodimensioned structures on the polycrystalline electrode surface.  Furthermore, 

as previously stated, the anodic peak at 0.16 V observed in our large potential window 

Ag NPs/ITO CV scan (Fig. 3.5b), is closer in potential value to bulk A2 on our polycrystalline 
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CV scan than to either A1 or A3 (Fig. 3.5a).  This suggests nano-imperfections on the 

polycrystalline surface give rise to this peak.  When generation of β-oxides is precluded, by 

limiting the upper voltage of the anodic sweep, surface oxides (i.e., α-oxides) necessarily remain 

unoxidized on the ITO surface.  The presence of these oxides is thought to manifest the 

appearance of C1 at -0.11 V in Fig. 3.6, instead of C0 dominant in the large window (Fig. 3.5b). 

 

 

Figure 3.6: CV scan of silver NP-decorated ITO in degassed 8.0 M KOH at 150 mV/s 

between -0.5 and 0.3 V vs. Ag/AgCl. This potential window only allows for the formation of Ag
+
 

at A2. Consequentially, C1 corresponds to the reduction to Ag
+
 back to metallic Ag. 

 

A second feature of the Ag NPs CV scan distinct from the bulk electrode scan (Fig. 3.5b and 

3.5a, respectively) is the crossings of the anodic curve during the negative cathodic sweep.  Such 

crossing is hysteresis characteristic of impeded charge transport.  Typically, hysteresis is the 

result of low electrolyte concentration
108

 due to the slow mass transport of ions to the redox 

active surfaces.  For instance, the crisscross effect has been observed by others in 0.1 M KNO3 
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electrolyte with Ag NPs.
98

  In our case, however, the supporting electrolyte concentration is high 

at 8.0 M KOH and this effect is unlikely.  A more plausible explanation to our hysteresis effect is 

that the charge transfer is impeded by the presence of β-oxides in the electrochemical double 

layer around the NPs.  Both the β-oxides and the nano-dimensions of the Ag surfaces likely 

impact the charge transport.  Remarkably, the hysteresis effects observed at 8.0 M KOH is 

minimized with lower electrolyte concentrations opposite to observations in hysteresis caused by 

impaired mass transport of electrolyte ions. 

A third characteristic of NP-decorated electrodes distinct from bulk metal electrodes is the 

formation of aggregates on the ITO surface.  In this study, naked Ag NPs were deposited directly 

onto ITO without the aid of interlinking molecules.  Accordingly, electrochemical cycling of 

NP-decorated electrodes in 100 mM KOH electrolyte solution was found to cause some 

aggregation of particles.  This phenomenon was observed regardless of supporting electrolyte 

concentration.  This effect is shown in Fig. 3.7 in which a significant amount of particle 

aggregation has occurred compared to Fig. 3.3 (i.e., uncycled sample).  This observation 

demonstrates that aggregation of NPs is part of the chemistry occurring in these systems.  The 

aggregation, however, has no obvious effect on the electrochemistry observed.  In general, there 

is no observable correlation between extent of aggregation and the electrochemical cycling 

history of the sample.  The results suggest that, although the NPs have aggregated, they have not 

coalesced and therefore retain their identity as distinct NPs on the ITO surface.  Careful 

inspection of Fig. 3.7 suggests that each aggregate consists of discrete individual NPs. 

Ostwald ripening processes cannot be excluded.
109

  Continuous electrochemical cycling of the 

Ag NPs on ITO is expected to cause partial dissolution and redeposition of Ag.  In this process, 

the growth of larger particles at the expense of smaller ones is favoured due to the lower surface 
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Figure 3.7: SEM images of silver NP-decorated ITO electrode after electrochemical cycling in 

degassed 100 mM KOH. Silver aggregates are observed on the ITO substrate. 

 

 

Figure 3.8: CV scans of silver NP-decorated ITO in degassed contaminant-free 8.0 M KOH at 

150 mV/s vs. Ag/AgCl. At high-numbered cycles, the CV scans show the surface oxide peak at 

ca. -0.17 V. Black trace represents the 55
th

 cycle while the red trace is the 80
th

 cycle. 
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energy associated with larger NPs.
110

  Continuous electrochemical cycling could therefore cause 

a significant change in the NP size distribution and may lead to an eventual loss of NPs.  The use 

of KOH as supporting electrolyte in the present study helps minimize Ag loss due to dissolution, 

as AgOH is extremely insoluble, in turn, reducing the Ostwald ripening process.  However, 

under extreme experimental conditions (i.e., 80
th

 cycle in contaminant-free 8.0 M KOH), loss of 

NP-type CV and appearance of bulk-like CV were observed as expected of a ripening/annealing 

process (Fig. 3.8). 

 

3.4.3. Effects of Chemical Warfare Simulant Additives on the Electrochemistry of Silver 

Nanoparticles.   

Due to the differences in their properties from bulk Ag, we anticipated differences caused by 

the adsorption or chemisorption of small molecules onto the NPs.  To test this hypothesis, 

Ag NPs/ITO electrodes were exposed to supporting electrolyte containing DECP or 2-CEES, 

simulants of the CWAs Tabun nerve agent and blistering sulfur mustard respectively (see 

Fig. 1.1 in Ch. 1).  It is worth noting that these species have no redox chemistry that can be 

exploited for detection. 

Diethyl cyanophosphonate: The addition of DECP at a final concentration of 1 mM to a 

100 mM KOH electrolyte solution has a significant effect on the electrochemical behaviour of 

the Ag NPs as is shown in Fig. 3.9a.  While there are no new redox signals associated with redox 

processes involving DECP, there is an immediate and significant decrease in the signal intensity 

of Ag NP-based redox events described earlier, consistent with loss of redox active surface sites.  

Note that, at these conditions, the signal indicating β-oxide formation is minimal (i.e., C0) and 

the electrochemical signal is stable in the absence of DECP.  The result suggests dissolution of 

Ag as the cause of signal loss.  This concurs with the SEM images of the DECP-exposed sample 
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in Fig. 3.9b.  The image reveals an almost bare ITO substrate with a greatly reduced Ag 

aggregate population.  As DECP hydrolyzes readily in aqueous base, the formation of CN
–
 ions 

provide a plausible mechanism for dissolution of Ag.  CN
–
 is the standard titrant used in Liebig’s 

method of silver analysis, which relies on the high solubility of Ag(CN)2
–
 anions.

111
  Formation 

of such anions would result in dissolution of Ag leading to loss of NPs and aggregates, consistent 

with observations.  Electrochemistry is not required for this reaction to occur; however, it can be 

utilized for detection.  Although analogous chemistry can occur on bulk Ag electrodes, the 

 

 

Figure 3.9: (a) CV scans of silver NP-decorated ITO exposed to 1 mM DECP, (b) its SEM 

image, and (c) CV scans of bulk polycrystalline silver exposed to 5 mM DECP. Black scans 

represent pre-exposure conditions while the red scans correspond to 15 cycles post-exposure.  

Experiments conducted in degassed 100 mM KOH at 150 mV/s scan rate between -0.4 and 0.8 V 

vs. Ag/AgCl. 
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NP-decorated electrode is much more sensitive due to its high surface area and to the low metal 

mass present, which facilitates rapid dissolution of Ag, resulting in a rapid decline of CV signal.  

As seen in Fig. 3.9c, the CV scan of polycrystalline Ag in 100 mM KOH exposed to 5 mM 

DECP does not involve, either decline in signal intensity nor peak shifting and the presence of 

DECP goes undetected. 

 

2-Chloroethyl ethyl sulfide: In contrast to nerve agents, the CWA sulfur mustard is much 

slower to hydrolyze in basic conditions, due in part to its poor aqueous solubility.
112

  The same 

argument applies to its corresponding simulants.  For example, standard procedures for sulfur 

mustard destruction, requires 10% W/V KOH-methanol solutions for 24 h.  The relatively inert 

electrochemical nature of sulfur mustard is reflected, in this study, with 2-CEES and is illustrated 

in Fig. 3.10.  Addition of 1 or 5 mM 2-CEES to Ag NP-decorated electrodes in 100 mM KOH 

electrolyte had no effect on their electrochemical behaviour even after repeated cycling (see 

Fig. 3.10a).  However, in the presence of β-oxides (i.e., Ag NP-decorated electrode at 8.0 M 

KOH), the effect of 1 mM 2-CEES is dramatic as shown in Fig. 3.10b.  

After 2-CEES addition, the C0 signal, characteristic of β-oxides, is significantly diminished in 

magnitude and the signal at -0.15 V, characteristic of surface oxides, increases in intensity.  

Clearly, there is a requirement for high electrolyte concentration, and thus of extensive β-oxide 

formation in order to detect 2-CEES.  The loss of β-oxides is consistent with the known 

chemistry of sulfur mustard which readily reacts with Ag NP oxides.
113,114

  The fact that β-oxides 

form preferentially on nanostructured surfaces, as previously discussed, may explain why 

analogous chemistry is not observed on bulk Ag surfaces as shown in Fig. 3.10c. 
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Figure 3.10: CV scans of silver NP-decorated ITO exposed to (a) 1 and 5 mM 2-CEES in 

degassed 100 mM KOH and to (b) 1 mM 2-CEES in degassed 8.0 M KOH. (c) CV scans of bulk 

polycrystalline silver exposed to 5 mM 2-CEES in degassed 8.0 M KOH. Black scans represent 

pre-exposure conditions while the red scans correspond to 5 cycles post-exposure. Experiments 

conducted at 150 mV/s scan rate between -0.5 and 0.9 V vs. Ag/AgCl. SEM images of silver 

NP-decorated ITO cycled in (d) degassed 8.0 M KOH exposed to 1 mM 2-CEES and in (e) 

degassed uncontaminated 8.0 M KOH. 

 

An interesting effect is the depletion of β-oxide peak (C0) resulting in the growth of surface 

oxide peak (C1).  Unlike DECP, 2-CEES does not cause dissolution and loss of Ag. The SEM 

image in Fig. 3.10d was taken after potential cycling of the Ag NP-decorated electrode after 

exposure to 2-CEES.  Energy-dispersive X-ray (EDX) spectroscopy data shows that these 

aggregates consist essentially of Ag and we have no evidence to suggest the presence of any Cl 

or S on the surface (Fig. 3.11). 
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Figure 3.11: EDX of silver NP-decorated ITO electrode.  Spectrum 2 represents an area exposed 

to 1 mM 2-CEES cycled in 8.0 M KOH.  Spectrum 1 represents an unexposed and uncycled area. 

 

Our observations suggest that 2-CEES reduces β-oxides to metallic Ag which essentially aids 

in the growth of the Ag NPs into a more bulk-like phase with the associated electrochemical 

behaviour.  This growth is driven by redox cycling resulting essentially in the growth of a bulk 

Ag phase.  In support of this notion, instability observed at high electrolyte concentration (i.e., 

8.0 M) with repetitive cycling also lead to a similar evolution of CV in the absence of 2-CEES 

(Fig. 3.8).  Both processes cause the loss of β-oxides and the growth of larger particles, 
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consistent with an annealing process leading to the loss of a nanostructured surface on which 

β-oxides form.  From our SEM studies, we see a clear topographic difference between aggregates 

formed in the presence and absence of 2-CEES (Fig. 3.10d and 3.10e, respectively).  However, at 

present we cannot distinguish between aggregates and annealed aggregates and further work is 

required to solidify the exact mechanism of the 2-CEES effect.  It is clear, however, that the 

chemistry is distinct from that of DECP and that not only do these NP-decorated electrodes 

prove more sensitive to detection of CWA simulants than bulk, they also allow the types of 

CWA simulants to be differentiated. 

Conclusions.  This chapter describes the results of our study of the electrochemical properties 

of Ag NPs on ITO.  We have shown that gas-generated, naked Ag NPs exhibit an 

electrochemistry that is distinct from that of bulk Ag.  For instance, during electrochemical 

cycling, a significant topographical change is observed on the ITO substrate resulting in NP 

aggregation.  The electrochemical response indicates that Ag NPs possess both analogous and 

additional redox features compared to bulk, which is the result of their nanoscale size.  This in 

turn, has been exploited for detector capabilities of CWA simulants.  Our results indicate that 

due to the hydrolytic behavior, the addition of cyanide-containing CWA simulants removes Ag 

from the substrate.  At present the working hypothesis is that the cyanide anion generated upon 

hydrolysis will react with the Ag NPs removing silver off the substrate.  In contrast, the 

sulfur-containing 2-CEES interacts with one of the active oxide phases on the Ag NPs, resulting 

ultimately in the particle growth and formation of a Ag bulk phase. 

Our procedure for NP generation enables the formation of a number of different metal NPs, 

which in the long term might enable the detection of a range of non-redox active compounds.  

The next step is to deposit different metals for sensing multiple non-redox compounds with a 
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single electrode.  These initial demonstrations of NP-specific chemistry and the potential for 

multiplexing, indicate the feasibility for portable multi-sensing devices based on metal NPs. 
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CHAPTER 4 

SUMMARY AND FUTURE RESEARCH 

4.1. Summary 

The work in this manuscript represents a successful attempt to detect simulants of CWAs 

via electrochemical means.  Due to the toxicity and even lethality associated with their exposure, 

CWA-based research is often restricted requiring several laboratory safety standards for their 

use; consequently, they are not readily available.  An alternative for use of real CWAs in 

research is the use of structurally similar chemicals referred to as simulants.  In this work, DECP 

and 2-CEES, effective simulants for Tabun nerve agent and blistering sulfur mustard 

respectively, were utilized.  Some of the advantages to work with chemical simulants are that 

they are commercially available and their toxicity is comparably low; thus, their use only 

requires common laboratory practices. 

An electrochemical logistic problem working with CWAs and their simulants is the fact 

that they are not redox active.  Since electrochemistry studies the electron exchange processes of 

a system, electrochemistry is not usually associated as a CWA detection technique.  

Consequently, these compounds are detected by several other methods besides electrochemistry.  

The approved standard laboratory analytical method for CWA detection and identification is 

GC-MS.  For in-field CWA detection, on the other hand, there is no standard technique.  There 

are, however, several methodologies, such as colourimetric, ion-formation and SAW 

technologies, which attempt to address this issue.  In general, for in-field detection, the applied 

detection technology should be portable and, ideally, light-weight.  This is partially due to the 

overall detection limitations of in-field detectors and to the common practice of using more than 

one technology during a single situation for better characterization.  The advantage of 

electrochemistry over other current detection technologies is that it has the potential for 
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miniaturization and, low requirement for supplies and power, which could lead to ultraportable 

sensors, in turn reducing fabrication costs. 

In order to detect CWA simulants via electrochemistry, two approaches were utilized in 

this research.  One of them consisted of a Fc amino acid derivative immobilized on Au surfaces.  

The Fc amino acid derivative molecule contained, both, a Boc-protected amino group that acted 

as the reacting site for the simulant and a Fc redox molecule which formal potential is affected 

by the electronic microenvironment, allowing for non-redox compound detection.  This 

derivative also contained a disulfide bond allowing for chemisorption onto Au, facilitating film 

formation onto the surface.  A few hurdles were encountered with this system, including film 

formation and Boc-deprotection.  The film formation process by self-assembly of thiols (in this 

case, dialkyl disulfide) onto Au is well known; however, several parameters play a role in the 

quality of this process leading to variability among films even under the same preparation 

conditions.  The process of potential assisted deposition, or electrodeposition, resulted in 

reproducible, higher surface coverage and stable films than SAM processes.  An additional 

problem was the method for Boc deprotection.  The procedure resulted in a significant loss of 

signal due to the harsh conditions required for deprotection.  Finally, simulant detection using 

this system was not achieved; however, detection of a compound containing a Cl ligand (i.e., 

acetyl chloride) produced a potential shifting when compared to the Boc-protected and 

deprotected states of the film.  The results indicate that the Fc amino acid system reacting with 

simulants might be kinetically hindered. 

The deprotection process and, overall, the surface problems encountered with the Fc amino 

acid derivative, lead to investigate a completely different strategy involving NPs.  In general, 

NPs have shown to be catalytically reactive in several research fields and they have been used to 
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detect, for example, pesticides.  The advantage of our NP synthesis process over the most 

common solution synthesis, is that our NPs are gas generated requiring no chemical stabilizers 

(i.e., they are effectively naked).  This allows for direct contact between the NPs and the 

electrode surface, as well as, the analyte under study.  The synthesis process also allows for 

deposition on any substrates, in our case ITO-covered glass plates.  Preparation of Ag NPs/ITO 

working electrodes was relatively quick, easy, and utilization (i.e., free of deprotection) was 

advantageous.  Most importantly these NPs showed redox chemistry which allowed for the 

indirect detection of CWA simulants.  By altering the electrochemical conditions, specifically 

electrolyte concentration and applied potential range, on the same unfunctionalized Ag NPs on 

ITO we were able to detect 1 mM quantities of DECP and 2-CEES.  DECP, a cyano-containing 

chemical, is detected via silver dissolution resulting in CV signal decrease from an otherwise 

stable surface-oxide Ag (I) redox signal.  On the other hand, 2-CEES is detected by a chemical 

reaction with β-oxides leading to their depletion.  β-oxides are an active oxide species 

preferentially formed on NPs placing themselves over the surface oxides.  Detection is 

determined during CV scans by the disappearance of the β-oxide peak and the appearance of 

surface oxides otherwise not observed.  Finally, analogue detection electrochemistry for either 

set of conditions is not observed in bulk polycrystalline Ag. 

 

4.2. Future Research 

The next step for the Fc amino acid derivative is to find mild conditions for Boc-deprotection 

in which signal loss is minimized.  This could be researched by a combination of different 

parameters such as the use of different acids; experimenting with different acid concentrations 

and exposure times; and the use of a buffer as an electrolyte which would allow to skip the 

amino deprotonation step after Boc-deprotection.  An effect that would be of interest is the use of 
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different length alkanethiols for backfilling that could offer better film stability.  Most 

importantly is to study the kinetics of the system in order to understand the encountered lack of 

reactivity with CWA simulants but not with acetyl chloride. 

For the Ag NP/ITO system, it would be interesting to further study the mechanism of 2-CEES 

and its effect on the NPs and the associated annealing of NP aggregates.  In general, our NP 

synthesis procedure allows for the preparation of other metal NPs which could be utilized for a 

combinatory analysis approach for a variety of non-redox compounds. 

Finally, other critical investigations that need to be completed for both systems are detection 

limits, the possible interferences from common in-field chemicals and, ultimately, testing with 

real CWAs. 
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CHAPTER 5 

EXPERIMENTAL 

5.1. Electrochemical Experiments 

All electrochemical experiments were performed on a CHI660B electrochemical workstation 

(CH Instruments Inc.).  Experiments were performed inside a copper mesh Faraday cage 

designed to isolate the electrochemical system by blocking external electrical fields.  All CV and 

LSV experiments were started at the open circuit potential of the specific run.  This potential 

value was obtained by utilizing the command, of the same name, found on the Control menu bar.  

The open circuit potential is the potential of the working electrode relatively to the reference 

electrode at which there is no current or potential transfer at the working electrode.  This resting 

potential effectively allows the system to start at a non-shocking potential, which could 

otherwise damage the film at the working surface.  

In most cases, the electrochemical system was utilized in a 3-electrode set up. All potentials 

quoted refer to Ag/AgCl reference electrode (3.0 M NaCl, Bioanalytical Systems Inc.).  A Pt 

wire (0.5 mm diameter, 99.95%, Alfa Aesar) served as the auxiliary electrode.  The reference 

electrode was connected to the system via a 1.0 mM KNO3 – 5% agar salt bridge.  In rare 

experiments, the system only required 2 electrodes.  In these cases, the reference electrode was 

not present. 

For most electrochemical experiments, the electrochemical cell consisted of 20 mL 

borosilicate glass vials.  However, when Ag NP/ITO modified electrodes were used, a 5 mL 

homebuilt Teflon® cell was utilized.  This cell also had a Teflon® cover allowing positioning 

the electrodes at the same space intervals, minimizing variation from experiment to experiment. 

Prior to experimentation, supporting electrolyte was de-aerated with N2 for at least 15 min and 

an inert blanket of the same gas was maintained during the experiments.  All aqueous supporting 
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electrolyte solutions were prepared with MilliQ (Millipore
TM

) water.  All ethanol-based 

supporting electrolyte solutions were distilled to remove impurities. 

 

5.2. Electrode Preparation 

5.2.1. Gold Microelectrodes Preparation and Characterization 

Au MEs were prepared by heat-melting a borosilicate glass capillary onto a 50 µm Au 

wire.  For electrical contact, a conductive wire was soldered to the Au wire with Sn metal.  In 

order to add robustness, shrinking plastic tube was melted over the connection of the borosilicate 

glass and the conductive wire.  Once constructed, MEs were manually polished with sand paper 

of different grades (i.e., from rough to fine grade in that sequence), followed by polishing with a 

48000 Micropipette Beveler (World Precision Instruments Inc.) on wet 3 µm and 0.3 µm 

alumina films sequentially in that order.  Their connectivity was tested in aqueous 0.5 M H2SO4 

while observing the typical Au redox CV scan and peak potentials.  Finally, MEs were 

characterized by Cu UPD. 

Cu UPD allowed determining the surface roughness of Au MEs, based on their experimental 

calculated area.  For Cu UPD, in a 3-electrode system, a pre-condition step was performed in a 

solution of 2.0 mM Cu(ClO4)2 · 6H2O in 1.0 M HClO4 electrolyte, followed by LSV technique.  

This pre-conditioning step consisted of applying a 500 mV voltage for 30 s allowing for the 

deposition of a monolayer of Cu atoms on the surface of the Au electrode.  Then, LSV was 

performed to the modified ME to strip off the Cu atoms physisorbed to the surface.  To achieve 

this step, a potential window from 50 to 750 mV at 100 mV/s scan rate was applied.  The 

integration of the anodic peak produced by the stripping LSV process resulted in the charge 

value present on the Au electrode.  The integrated charge, in units of Coulombs, allowed 
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calculating mathematically the experimental real area and the roughness factor. All working Au 

MEs had a roughness factor between 1.1 and 1.4. 

An example is described to illustrate this process.  An experimental LSV peak integration 

resulted in an area of 6.413x10
-9

 C.  This charge corresponds to the reduction of the Cu 

monolayer on the Au surface.  Cu reduction involves a 2-electron process (i.e., Cu
2+

 → Cu
0
).  

Hence, this area must be divided by a factor of 2.  To obtain the number of moles of Cu, this 

charge value is divided by Faraday’s constant: 96485.3 C/mol.  To obtain the number of atoms of 

Cu, the value is further divided by Avogadro’s number: 6.02x10
23

 atoms/mol.  In this case, the 

integrated peak area resulted in 2.00E+10 Cu atoms.  From literature,
115

 the number of Cu atoms 

in a monolayer formed onto Au surface (i.e., onto Au atoms) is approximately 2 Cu atoms per 3 

Au atoms.  Also from literature,
41

 the number of Au atoms on an ideal atomically flat surface 

(i.e., a 111 Miller index) is 1.5x10
15

 atoms/cm
2
.  Multiplying these two literature values, the 

ideal number of Cu atoms per area in cm
2
 units, can be calculated as 1.0x10

15
 Cu atoms/cm

2
.  

Dividing the experimental number of Cu atoms by the ideal number, the real area of the Au ME 

can be obtained.  In this particular case, an area of 2.0x10
-5

 cm
2
.  Finally, to determine the 

roughness factor, the experimental area is divided by the ideal area of a 50 μm round wire (i.e., 

utilizing the formula A = π * r
2
), in this case resulting in 1.02.  

 

5.2.2. Silver Nanoparticle-Decorated Indium-Tin Oxide Electrode 

Gas-generated Ag NPs were deposited onto ITO substrates.  NP density on the ITO surface 

was controlled by deposition time.  ITO substrates (8–12 ohms, SPI Supplies) were used as 

received.  For our experiments, Ag was deposited onto ITO for 7.5 min resulting in a mass 

addition of 1.5 ± 0.5 µg.  The Ag NP/ITO electrodes were stored at room temperature under 

atmospheric conditions until use (usually within days). 
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5.2.3. Silver Electrode 

Polycrystalline Ag working electrodes were prepared to represent bulk Ag.  These electrodes 

were prepared from 1.0 mm diameter Ag wire (99.999 %, Alfa Aesar) which was sealed in 

borosilicate glass capillaries (preparation was similar to Au ME).  The working area, of ca. 

0.78 mm
2
, was polished sequentially with 0.3 and 0.05 µm alumina slurry for 10 min each prior 

to use.  Electrochemical experiments with polycrystalline electrodes were performed in glass 

vials. 

 

5.3. Ferrocene Amino Acid Derivative Film Formation 

The Fc amino acid derivate compound utilized was [(BocHN)Fc(CO)CSA]2.  Initially, films 

were prepared by passive-solution deposition.
56

  Fully characterized Au MEs were 

electrochemically first treated to remove unwanted bound material on the surface by applying a 

large potential window from -1.9 to 2.0 V in 0.5 M H2SO4 using a 2-electrode system vs. Pt wire 

for 15 cycles.  MEs were then moved to a 3-electrode system in which the Ag/AgCl reference 

electrode connectivity was assisted with a salt-bridge.  In this set-up, a smaller potential window 

from 0.2 to 1.6 V was applied for 15 cycles.  Finally, the sides of the MEs were immediately 

dried with a Kimwipe tissue before being immersed in a 1 mM ethanolic solution of the Fc 

amino acid derivative.  After a 5-day incubation period, ME’s were rinsed with copious amounts 

of distilled ethanol followed by MilliQ water.  To further remove any physisorbed molecules, the 

MEs were sonicated for 2–10 seconds in ethanol followed by backfilling with 1 mM ethanolic 

solution of butanethiol for 5 min. 
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A second method to form films on Au surfaces consisted of potential-assisted deposition.
74,116

  

Before performing electrodeposition, MEs were pre-treated in two stages by cycling in 0.5 M 

H2SO4 using a 2-electrode system vs. Pt wire.  The first stage purpose was to oxidize the surface 

by applying a potential window ranging from -0.4 to 1.0 V for 21 segments at 10 V/s.  A 

subsequent pre-treatment cycling between -0.6 to -2.3 V for 20 segments at 10 V/s helped with 

desorption of O atoms and the adsorption of H atoms onto the Au surface.  The purpose of the 

last step was to avoid the possibility for sulfonate formation (i.e., R–S(=O)2O–Au) between the 

Fc derivative sulfur end and the oxidized Au surface; thus, ensuring formation for a stronger 

chemisorbed RS–Au bond.
116

 

A 1 mM solution of [(BocHN)Fc(CO)CSA]2 in distilled ethanol was prepared for 

electrodeposition.  This ethanolic solution was de-aired in N2 for at least 15 min prior to use and 

a blanket of the same inert gas was maintained during the of the experiment  Treated ME’s were 

immersed into this solution and a potential of -1.8 V vs.  Ag wire was applied for 30 min.  Once 

electrodeposited onto Au, films were sonicated in distilled ethanol for 30–60 sec in order to 

remove Fc derivative molecules physisorbed and/or weakly absorbed onto the surface of the 

electrode; effectively removing multilayers formed during the process.  Films were further 

diluted with an ethanolic solution of 1 mM butanethiol in order to cover any exposed Au surface; 

effectively removing Au for possible redox process.  Film formation, was confirmed by anodic 

peak integration of the CV produced by the film in 2.0 M NaClO4 electrolyte in a 3-electrode 

system assisted with a salt-bridge at a scan rate of 100 mV/s. 
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5.3.1. Boc Deprotection 

Boc-protecting group removal was achieved by incubating film-modified Au MEs for 1 min 

in a solution of 10% TFA in DCM, followed by 10 sec in a solution of 10 % Et3N in DCM 

solution.  Exposure to CWA simulants followed immediately after deprotection. 

 

5.4. Silver Nanoparticle Synthesis 

Ag NPs were made with a gas-phase generator and immediately deposited on ITO 

substrates.
101

  Briefly, an applied potential between an anode cap and the Ag metal disc target 

generates a discharge, which creates ions from the Ar gas flushing the system.  Energetic Ar
+
 

then bombard the negatively biased bulk metal Ag target liberating metal atoms to the gas phase.  

Metal atoms leave the sputtering region mobilized by Ar flow and enter the aggregation zone.  

There, the relative high pressure facilitates frequent collisions of the Ag metal atoms and NPs 

form.  Next, the Ag NPs enter the low-pressured deposition chamber and are collected onto ITO 

substrates.  NP density on the ITO surface is controlled by deposition time. 

 

5.5. Surface Characterization 

There were several techniques utilized to characterized surfaces: SEM images were obtained 

using a Leo 1540XB SEM CrossBeam Workstation, which was equipped with EDX for 

composition analysis.  A Schottky field emission tip (ZrO/W-cathode) was used as a beam 

generator.  Images were obtained using the secondary electron mode with no tilt.  AFM images 

were obtained by dynamic force AFM (XE–100 PSIA) using a silicon cantilever.  The cantilever 

had a spring constant of ca. 40 N/m.  The cantilever was 125 µm long, 30 µm wide, 3.7 µm thick 

and its tip apex of 10 20 nm radius.  This tip was used to probe the morphology of the sample 

surface.  By definition, in a non–contact dynamic mode, a constant damped amplitude between 
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the oscillating cantiliver tip and the sample surface allowed for surface morphology imaging.  

Collected AFM images were analyzed using XEI software (PSIA Inc.). 
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