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## Abstract

Approximate computing is a popular field where accuracy is traded with energy. It can benefit applications such as multimedia, mobile computing and machine learning which are inherently error resilient. Error introduced in these applications to a certain degree is beyond human perception. This flexibility can be exploited to design area, delay and power efficient architectures. However, care must be taken on how approximation compromises the correctness of results. This research work aims to provide approximate hardware architectures with error metrics and design metrics analyzed and their effects in image processing applications.

Firstly, we study and propose unsigned array multipliers based on probability statistics and with approximate 4-2 compressors, full adders and half adders. This work deals with a new design approach for approximation of multipliers. The partial products of the multiplier are altered to introduce varying probability terms. Logic complexity of approximation is varied for the accumulation of altered partial products based on their probability. The proposed approximation is utilized in two variants of 16-bit multipliers. Synthesis results reveal that two proposed multipliers achieve power savings of $72 \%$ and $38 \%$ respectively compared to an exact multiplier. They have better precision when compared to existing approximate multipliers. Mean relative error distance (MRED) figures are as low as $7.6 \%$ and $0.02 \%$ for the proposed approximate multipliers, which are better than the previous state-of-the-art works. Performance of the proposed multipliers is evaluated with geometric mean filtering application, where one of the proposed models achieves the highest peak signal to noise ratio (PSNR).

Second, approximation is proposed for signed Booth multiplication. Approximation is introduced in partial product generation and partial product accumulation circuits. In this work, three multipliers (ABM-M1, ABM-M2, and ABM-M3) are proposed in which the modified Booth algorithm is approximated. In all three designs, approximate Booth partial product generators are designed with different variations of approximation. The approximations are performed by reducing the logic complexity of the Booth partial product generator, and the accumulation of partial products is slightly modified to improve circuit performance. Compared to the exact Booth multiplier, ABM-M1 achieves up to $15 \%$ reduction in power
consumption with an MRED value of $7.9 \times 10^{-4}$. ABM-M2 has power savings of up to $60 \%$ with an MRED of $1.1 \times 10^{-1}$. ABM-M3 has power savings of up to $50 \%$ with an MRED of $3.4 \times 10^{-3}$. Compared to existing approximate Booth multipliers, the proposed multipliers ABM-M1 and ABM-M3 achieve up to a $41 \%$ reduction in power consumption while exhibiting very similar error metrics. Image multiplication and matrix multiplication are used as case studies to illustrate the high performance of the proposed approximate multipliers.

Third, distributed arithmetic based sum of products units approximation is analyzed. Sum of products units are key elements in many digital signal processing applications. Three approximate sum of products models which are based on distributed arithmetic are proposed. They are designed for different levels of accuracy. First model of approximate sum of products achieves an improvement up to $64 \%$ on area and $70 \%$ on power, when compared to conventional unit. Other two models provide an improvement of $32 \%$ and $48 \%$ on area and $54 \%$ and $58 \%$ on power, respectively, with a reduced error rate compared to the first model. Third model achieves MRED and normalized mean error distance (NMED) as low as 0.05\% and $0.009 \%$. Performance of approximate units is evaluated with a noisy image smoothing application, where the proposed models are capable of achieving higher PSNR than existing state of the art techniques.

Fourth, approximation is applied in division architecture. Two approximation models are proposed for restoring divider. In the first design, approximation is performed at circuit level, where approximate divider cells are utilized in place of exact ones by simplifying the logic equations. In the second model, restoring divider is analyzed strategically and number of restoring divider cells are reduced by finding the portions of divisor and dividend with significant information. An approximation factor $p$ is used in both designs. In model 1 , the design with $p=8$ has a $58 \%$ reduction in both area and power consumption compared to exact design, with a Q-MRED of $1.909 \times 10^{-2}$ and $\mathrm{Q}-\mathrm{NMED}$ of $0.449 \times 10^{-2}$. The second model with an approximation factor $p=4$ has $54 \%$ area savings and $62 \%$ power savings compared to exact design. The proposed models are found to have better error metrics compared to existing designs, with better performance at similar error values. A change detection image processing application is used for real time assessment of proposed and existing approximate dividers and one of the models achieves a PSNR of 54.27 dB .
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## 1 Introduction and Motivation

Approximate computing is producing imprecise results instead of perfect precise results, with varying differences in the efforts of producing them. It is about replacing guaranteed exact results with viable inexact results.
" If I asked you to divide 500 by 21 and I asked you whether the answer is greater than one, you would say yes right away. You are doing division but not to the full accuracy. If I asked you whether it is greater than 30, you would probably take a little longer, but if I ask you if it's greater than 23 , you might have to think even harder. The application context dictates different levels of effort, and humans are capable of this scalable approach, but computer software and hardware are not like that. They often compute to the same level of accuracy all the time [1]. "

## Dr. A. Raghunathan, <br> Purdue University

Similar to scalable efforts in human thinking, modern computing devices can too choose to have varying strain in its computing resources with help of approximate or inexact computing. Some main motivational factors behind approximate computing are discussed in the following section.

### 1.1 Motivation

The key motivational factors to maximize the opportunity for approximate computing are listed in this section.

### 1.1.1 Saturation in Rate of Progress in Chip Technology

Gordon Moore, founder of Fairchild electronics and co-founder of Intel made some interesting observations and projections based on historical trends. He made a prediction in 1965 that
integrated circuits leading to home computers and personal portable, powerful computing systems with the number of components in integrated circuit double every year and this continued to be true for a decade [2]. After a decade, he revised his prediction that approximated a doubling of transistors every 24 months in 1975 [3]. In the Figure 1.1 of [3], Moore had taken chip area into consideration and the components density that can be packed in the chip area and even with the reduced slope, he expected integrated circuits to have several million components in the future years. This led to another prediction by David House, an Intel executive at the time, that the computer performance would double every 18 months. These predictions foretold the infiltration of technology in a common man's life ranging from iPods, mobile phones to play stations, and Moore's law served as a rule of thumb to reach in technological treadmill [4]. Trends in digital electronics and goals in engineering and technology are strongly associated with Moore's law for many decades. Shrinking transistors have enabled advance in computing for around five decades, as shown in Figure 1.2.


Figure 1.1: Prediction of Moore in 1975 [3]

Manufacturers were able to fit twice as many transistors roughly every 24 months, since 1970s. This leads to the possibility of smart phones, efficient data mining and data processing, and breakthroughs in powerful deep learning machines. However, shrinking of transistors has been slowing down. In the regulatory filing in 2016 [6, 7], Intel disclosed that gap between successive newer, smaller chips will widen. Transitioning to smaller feature sizes is becoming increasingly difficult, starting at 22 nm feature size in 2012, Intel's latest chips have feature


Data source: Wikipedia (https://en.wikipedia.org/wiki/Transistor_count)
The data visualization is available at OurWorldinData.org. There you find more visualizations and research on this topic.
Figure 1.2: Number of tranistors on integrated chips in five decades [5]
size of 14 nm released in 2014, and in future Intel has pushed back on delivering its next transistor technology 10 nm silicon to the end of 2019. It is evident that it is becoming increasingly hard to shrink the sizes further down. The increasing gap of Moore's law is discussed in [8, 9]. In 2015, Gordon Moore predicted that the rate of increase in transistor density will reach saturation.

It should be noted that Moore's law predicts the transistor count doubling, not the raw performance. Although transistor count kept on increasing in last few decades, there has been not much improvement in performance. Manufacturers have focused more on reducing power consumption. On a parallel note, in a scaling law known as Dennard scaling coined in 1974 and originally formulated for metal oxide semiconductor field effect transistors (MOSFETs) [10], Robert H. Dennard observed that with reduction of transistors in size, their power density remains constant, i.e., power being in proportion to the area, even though size of
transistors is being reduced. This would allow the transistors to be packed denser, as the heat generated by any transistor is reduced. It can be said that performance per watt growing exponentially at the same rate as the rate of fitting more transistors per chip at cost-effective optimum. Power in a integrated circuit chip can be given as

$$
\begin{gather*}
\text { Total power }=P_{\text {dynamic }}+P_{\text {leakage }}  \tag{1.1}\\
P_{\text {dynamic }} \propto \alpha \cdot Q \cdot f \cdot C \cdot V^{2} \tag{1.2}
\end{gather*}
$$

where $\alpha$ is the switching activity factor, $Q$ is the number of transistors, $f$ represents the frequency of operation, $C$ is the capacitance, V stands for operating voltage and $P_{\text {leakage }}$ is the leakage power.

Power in the chip for a given area size remained almost same from process generation to process generation. Dynamic power consumption is directly proportional to frequency. When there is drastic increase in clock frequencies, overall power consumption remained almost same because of the transistor power reduction. Feature size continued to shrink, but with feature sizes below 65 nm , these rules could no longer remain sustained, since the leakage power exponentially increased with smaller feature sizes. In general, industry consensus is that Dennard scaling broke down around 2006 [11] as shown in Figure 1.3. The graph shows the trend from increasing clock speed to limited clock speed. Higher clock speeds became increasingly difficult mainly due to too high power consumption, heat too hard to dissipate and current leakage. At small feature sizes, leakage power causes chip to heat up and thermal runaway, thus resulting in inability to increase clock frequencies [12]. With shrinking of transistors, energy dissipation issue is becoming harder. Rather focusing on highly integrated chips to meet the demands, it is time to look for alternatives at different angles. One of the alternative to the end of Dennard scaling is to use multicore processors. Still, individual switching activities of each core will result in overall power consumption and more issues with power dissipation [13].

The way to overcome these issues is that companies need to get creative. Alternative ways include making specialized chips to fasten particular applications. The end of Moore's law and Dennard's scaling will pave way to new era of computer architecture. When the existing
strategies are no longer sufficient to meet future needs in the industry, new technologies have to be analyzed. This leads to trying new ideas rather than basing their relentless improvements on shrinking of transistors. In recent years, we are seeing more specialized architectures catered for specific applications. It is safe to say that industry shifted its focus from semiconductor scaling to meeting the demands of major computing applications. For example, Google has had their own chips TPUs- TensorFlow Units optimized for deep learning networks. The significant factor in this chip is that fixed point values are used instead of single or double precision floating point values of traditional deep learning neural networks and network is trained to required precision thereby reducing computational complexity. In a typical mobile phone, there are ARM processor cores and special purpose processors in the same silicon. The special purpose processors serve needs like managing and processing images and videos from the camera and perform face detection and audio signal processing. In similar fashion, special purpose processors with approximate computing can be designed for specific applications which are discussed in next section.

### 1.1.2 Power Hungry and Error Tolerant Applications

There are numerous applications that do not need precise answer. This phenomenon of a particular application being tolerant to deviation from accurate results is termed as error resilience. There exists wide spectrum of applications which fits into above mentioned categorydigital signal processing for multimedia signals, data mining, data analytics, computer vision, deep neural networks and so on.

Digital signal processing involves processing information such as images, video and audio processing. To understand the error resilience of these applications, let us take few examples. A grayscale image consists of shades of gray ranging from black to white and each shade of gray can be represented using a 8 -bit pixel value ranging from 0 to 255, as shown in Figure 1.4. In the Figure 1.4, from perception of human vision, shade of gray represented by pixel value 102 would be same as the shade of gray represented by pixel value 120. A color image consists typically of three pixel values of basic colors contributing to red, green and blue planes. When three values in each pixel ranges from 0 to 255 , the combination ( $0,0,0$ ) stands for a black pixel and the group $(255,255,255)$ stands for white color. Any value in


Figure 1.3: CPU scaling comparing transistor density, limit trends in maximum clock speed, power consumption and efficiency [11]
between would represent different combination of red, green and blue colors. As can be seen from Figure 1.5, shade of green with values $(64,255,0),(0,255,0)$ and $(0,255,64)$ are similar. This concept of human visual perception is taken into account while implementing our approximate arithmetic circuits in image processing application.

Analog audio signals are digitally represented after sampling in range of digital steps. Bit depth is the number of bits of information representing each sample. There are audio coding formats for storage and transmission of digital audio. Analogous to digital images and videos, number of bits can be carefully reduced or altered with minimum loss in quality imperceptible to human senses. In [14], resilience characterization is performed for 12 applications from recognition, computer vision, data mining, search and digital signal processing. In this work, resilient and sensitive computation portions are identified. Applications including
document and image search, hand written digit recognition, data classification, data clustering are analyzed for dominant units, resilient units and their contribution to percentage of runtime. Main dominant units of error resilient applications are dot product computation, distance computation and matrix vector multiplication. In [14], it is shown that the popular applications spend $83 \%$ of the runtime in error resilient computations and emphasizes the prospective of approximate computing in these areas.

In popular video coding standard called High Efficiency Video Coding (HEVC) [15], motion estimation blocks which essentially finds the best block to match with next frame while compressing the video takes about $80 \%$ of the total energy consumption of the encoder. It should be noted that motion estimation block primarily consists of adders, multipliers and dividers. On a similar note, machine learning algorithms primarily employ distance computation units which return values, and based on the maximum or minimum value, the match is found. In these cases, the result of distance computation unit does not have direct impact on the result, rather it decides the match. These applications are highly error resilient. In a machine learning algorithm such as K-means clustering application, Euclidean distance computation can be replaced with approximate units and will result in no effects or negligible effects in the results. Iterative nature of machine learning algorithms can make use of approximation.

Similarly, in image transforms such as discrete cosine transforms (DCT) in Joint Photographic Experts Group (JPEG), DCT converts time domain information into frequency domain information which is later quantized to reduce the size during storage and transmission of images. Since quantization error is going to be introduced after DCT in JPEG, DCT can be taken as a candidate for approximation.

Data mining is about extracting information in large data sets and is at the intersection of machine learning, statistics and database systems. In case of results from search engines, there are no right compilation of answers. Multiple sets of results in different combinations are permissible, the base challenge being relevance of the results to the search key terms. Approximate computing can be implemented in these scenarios. It should be noted that dominant units in most of the resilient applications are made of basic arithmetic units comprising addition, multiplication and division.

Approximate computing replaces traditional exact logic with carefully analyzed inexact logic [16]. Overall, applications such as image and video processing, deep learning, data mining and image recognition are computationally expensive and their major arithmetic blocks include addition, multiplication, sum of product units and division units which account for large extent of energy consumption, and in turn there is always an increasing interest to increase their energy efficiency. Taking advantage of this robustness, to reduce the hardware complexity of such applications, significant amount of research works was proposed. Approximate computing is one promising solution to reduce design complexity and to improve performance. Approximation offers an effective solution for energy efficient system designs [16].


Figure 1.4: Grayscale image with its pixel values

| $\operatorname{rgb}(128,255,0)$ |  |
| :--- | :--- |
| $\operatorname{rgb}(64,255,0)$ |  |
| $\operatorname{rgb}(0,255,0)$ |  |
|  | $\operatorname{rgb}(0,255,64)$ |
|  | $\operatorname{rgb}(0,255,128)$ |

Figure 1.5: Different shades of green with its pixel values

### 1.1.3 Other External Factors

Defects in hardware during the manufacturing process [18] is a factor to employ approximation. Faulty hardware need not be tossed off and can still be used in applications with
inherent tolerance. In case of processing intrinsic noisy nature of the data such as information collected from global positioning system sensors [17], approximate computing can be implemented.

### 1.1.4 Flexible Quality as a Function of Performance

Approximate computing enables to configure quality as a trade-off to energy efficiency. Based on the required quality, consumption of energy can be dictated.

### 1.2 Challenges in Approximate Computing

The nature of approximate computing poses certain challenges. Some key challenges can be stated as

- Limitations in applications: Approximation cannot be applied to applications which involves sensitive data such as encryption and decryption in cryptography, defense applications, avionics and other hard real-time systems.
- Threshold of approximate computing and optimal trade-off: The degree of incorrectness in result after approximate computing plays an important role in the quality perceived by the end user. Trade-off space between quality and performance has to be optimized.
- Finding the right approximation approach: There is no one approximation approach for all the applications. Each application can utilize one or combination of different approximation schemes and efforts have to be taken to optimize the approximation strategies per application basis.


### 1.3 Other Computing Strategies for Error Resilient Applications

Some other computing models which are existing for error tolerant applications, and how they differ from approximate computing are discussed here.

### 1.3.1 Stochastic Computing

Stochastic computing is an unconventional computing method, first introduced in 1967 [19]. Stochastic computing offers an alternative approach for traditional binary computing. It converts binary numbers to bit-streams which are processed using basic logic units. Digitized probabilities can be derived from the bit-streams independent of their structure and length. Arithmetic operations such as addition, subtraction, multiplication and division are replaced by simplified and basic logic elements. To multiply two numbers, binary representation is converted to stochastic representation and multiplication arithmetic is replaced by AND gates. To add two numbers, addition arithmetic is replaced by a multiplexer. Multiplication and addition of two stochastic numbers using AND logic and multiplexer logic respectively are depicted in Figure 1.6 and Figure 1.7 respectively [27]. A stochastic number generator (SNG) is used to generate stochastic number from input binary number and a random number generator. Different kinds of stochastic number generators are discussed in [20], [21]. Stochastic numbers are processed by logically simple circuits rather than complex arithmetic hardware.

Applications which have fault tolerance can benefit from stochastic computing and its inherent faulty nature and simplified circuits. In [22], stochastic computing is used in implementing distance computations in vector quantization for image compression application. Distances are calculated based on L1 norm, squared L2 norm and $p^{\text {th }}$ law in [22]. Stochastic error calculators are designed based on XOR gates and multiplexers, replacing arithmetic subtractors and adders. Stochastic computing also finds its applications in reliablility analysis [23], polynomial arithmetic [24] and neural networks [25, 26].

Advantages of stochastic computing are

- High degree of error tolerance, specifically when there are soft errors or transient errors due to process variation or cosmic radiation. For instance, when the error output is 10001100 instead of 00001100 in stochastic computing, it results in small error in arithmetic distance from $2 / 8$ to $3 / 8$. In binary computing, similar bit flip located at most significant part will result in large error.
- Complex arithmetic modules are replaced with simple circuits made of basic logic gates
and/or multiplexers. The bit streams can be implemented in series or parallel.
Stochastic computing has several issues such as
- For increase in precision, longer bit stream is required and an exponential increase would result in huge increase in computation time. To increase the precision from 4 bits to 8 bits, length of stochastic bit stream increases from 16 to 256 .
- Identical bit streams would result in large deviation from correct result, for example, a stochastic stream 's' multiplied with stream 's' with AND logic would result in 's' instead of $s^{2}$.
- Stochastic number generators and conversion processes itself are computationally expensive.

Although stochastic computing has its merits [27], the major drawback is increased complexity in the implementation of stochastic computing itself and exponential increase in the number of bits to increase the precision. Due to these factors, stochastic computing is not an ideal candidate to apply in error intrinsic applications when we are looking for less computational complexity. The main difference between approximate computing and stochastic computing is that approximate computing has a deterministic design nature that produce imprecise results, but not non-deterministic random results. Although it utilizes the statistical properties of the data, approximate computing does not have to generate stochastic bit streams.


Figure 1.6: Stochastic computing of multiplication [27]

### 1.3.2 Data Compression

Data compression is a method of converting bit structure of the data to optimize the storage space and it is achieved by leveraging on the statistical redundancy in the data. Degree of


Figure 1.7: Stochastic computing of addition [27]
compression decides the amount of distortion in the results. Lossless and lossy compression techniques are two major fields in data storage and transmission. Compression algorithms based on converting frequency domain to time domain such as discrete cosine transform, discrete wavelet transform, pulse code modulation are used in popular standards such as JPEG, Motion Pictures Expert Group (MPEG)-4, Advanced Video Coding (AVC) and High Efficiency Video Coding (HEVC). Compression techniques developed especially for computer vision applications are discussed in [28]. In [31], compression is used in efficient market analysis. Choice of compression algorithm resulting in definable representation of data within a feature space and its use in machine learning are discussed in [32].

Compression and decompression are computationally intensive and require expensive hardware. They are mainly proposed for saving the storage and transmission bandwidth and more computational effort is taken while encoding and decoding the compression algorithms. The main objective of data compression schemes is to save to memory bandwidth, while approximate computing looks to reduce energy consumption, while the common theme of both data compression schemes and approximate computing is to produce results without heavily degrading the quality perceived. Considering these factors, approximate computing can be used as complementary technique for better performance with these data compression algorithms [29, 30].

### 1.4 Current Research on Approximate Computing

Approximate computing is currently researched across two broad domains- hardware systems and software systems. Approximate computing has attracted attention from researchers in hardware architecture and circuit designs, software engineering, programming languages and computer organization and software designers. Our thesis focuses on approximation in hardware architecture on basic arithmetic circuits widely used in intrinsic error applications. In this section, approximate computing researches going on in different domains are briefly reviewed.

### 1.4.1 Hardware Systems

Most of the research work in hardware is happening on arithmetic and logic units (ALU) level. It focuses on redesigning the arithmetic circuits into inexact versions to get high performance. Addition, multiplication and division are fundamental components in ALU. Since our thesis focuses on approximation at ALU level, detailed review on this topic is done in next chapter.

There are other hardware approximation strategies applied at memory level [33, 34] and hardware accelerator cores such as neural network accelerator [35, 36]. In [33], an application level technique is proposed where different refresh rates are used for critical and noncritical sections of the data reducing the energy used by Dynamic Random Access Memories (DRAM). In [34], approximation techniques are proposed for solid-state memories to address the challenges due to wear-out and slow writes. Voltage over-scaling (VOS) is discussed in [37, 38]. Lowering supply voltage creates paths failing to meet delay constraints leading to early termination of results.

### 1.4.2 Software Systems

In software systems, approximations include proposals of approximate programming languages, compilers, libraries and cache fetching optimizations. Modifications at the programming language level to conserve energy is introduced in [39], where approximation features are built on a new language Eon for self-adapting perpetual systems. In [40], approximate
data types are proposed and implemented on top of Java and tested with image processing, gaming and scientific computing applications. A language called Rely is presented in [41] which makes efficient use of unreliable components exhibiting soft errors.

Semantics of the programs are altered to reduce the consumption of hardware resources thereby reducing energy consumption [45, 46]. For example, non-sensitive kernels of an application can be made to execute on approximate hardware while sensitive kernels can choose to execute on exact hardware [43]. In iteration based methods, more number of iterations increases accuracy. But, in most cases after initial iterations, improvement in accuracy does not happen or negligible. Program can be modified to execute fewer iterations when requisite quality is obtained $[45,44]$.

Approximate library called UncertainT [17] encapsulates approximate data under object oriented programming language constructs. In [42], a framework supporting energy conscious programming is introduced. Load Value Approximation (LVA) is a technique to hide cache miss latency. When applications do not require exact data, instead of fetching the data from main memory or next level of cache, load value can be estimated, and stalling of the processor can be prevented. Spatially and temporally correlated data is the motivation behind LVA. LVA in [47] uses block fetching to train the approximator and is based on graphics applications which can tolerate errors. LVA in [48] reduces memory stalls in graphics processing units by interpolating the cache entries.

Memoization is a technique where results of a function are stored and reused for repeated task having similar functions. In [49], a spatial memoization is used in single instruction multiple data (SIMD) architecture. The result of an instruction is memoized and reused. Number of reuses is inversely proportional to the precision of the computation. In [50], precision of the value cache is monitored.

### 1.5 Contributions of the Thesis

Novel approximations are proposed for arithmetic circuits. Main contributions of this thesis are

- Design of approximate arithmetic circuits: Approximation in array based multiplier
design is presented. Partial product matrix of an array multiplier is split into low information and more relevant information regions. To accumulate the partial products, new approximate adders and compressors with fast sum and carry generations are used.

Approximation in modified Booth multipliers is analyzed. Widely used three signal encoding scheme is taken as the basis of approximation. Two signal encoding and one signal encoding approximations are presented.

Approximation for sum of products units based on distributed arithmetic is presented. Distributed arithmetic algorithm is altered to minimize the hardware resources consumption. Number of lookup tables, adders and length of the multipliers are reduced. Approximation for restoring division is presented. Restoring division is analyzed at circuit level and strategy level and two new approximations are presented.

- Error characterization: Accuracy of all the presented approximations are mathematically characterized using MRED and NMED. The error characterizations when compared with area, delay and power characterizations give a better idea about the trade-off between accuracy and quality. Peak signal to noise ratio (PSNR) is used as the quality metric in applications of approximate circuits. Proposed approximate circuits generate results with acceptable values of PSNR.
- Real-time implementations: Proposed architectures are implemented in real time applications including machine learning algorithm - K-means clustering for color image compression, and mainly image processing applications such as image smoothing, geometric mean filtering for noise reduction, matrix multiplication, image multiplication and motion detection. The proposed architectures are compared with respective existing architectures.
- Comparative study: Proposed architectures are compared with state-of-the-art approximate architectures and exact architectures. Circuit level models are designed in Verilog language, implemented in 65 nm TSMC technology using Synopsys design compiler. Modelsim, Python and Matlab are used to run simulations and for finding and comparing the error characteristics.


### 1.6 Publications and Submissions during Ph.D. Study

### 1.6.1 Published/Accepted Journals

1. Suganthi Venkatachalam and Seok-Bum Ko, "Design of Power and Area Efficient Approximate Multipliers," in IEEE Transactions on Very Large Scale Integration (VLSI) Systems, vol. 25, no. 5, pp. 1782-1786, May 2017. doi: 10.1109/TVLSI.2016.2643639.

Major portion of this paper is included in Chapter 4: Power and Area Efficient Approximate Multipliers
2. Suganthi Venkatachalam and Seok-Bum Ko, "Approximate Sum-of-Products Designs Based on Distributed Arithmetic," in IEEE Transactions on Very Large Scale Integration (VLSI) Systems, vol. 26, no. 8, pp. 1604-1608, Aug. 2018.
doi: 10.1109/TVLSI.2018.2818980
Major portion of this paper is included in Chapter 6: Approximate Sum of Products Designs based on Distributed Arithmetic

### 1.6.2 Published Conference

1. Suganthi Venkatachalam, H. J. Lee and Seok-Bum Ko, "Power Efficient Approximate Booth Multiplier," 2018 IEEE International Symposium on Circuits and Systems (IS$C A S)$, Florence, Italy, 2018, pp. 1-4. doi: 10.1109/ISCAS.2018.8351708.

Some portion of this paper is included in Chapter 5: Design and Analysis of Approximate Booth Multipliers

### 1.6.3 Submitted Journal and Conferences

1. Suganthi Venkatachalam, Elizabeth Adams and Seok-Bum Ko, "Design and Analysis of Approximate Booth Multipliers," IEEE Transactions on Computers.

Major portion of this paper is included in Chapter 5: Design and Analysis of Approximate Booth Multipliers
2. Suganthi Venkatachalam, Elizabeth Adams and Seok-Bum Ko, "Design of Approximate Restoring Dividers," 2019 IEEE International Symposium on Circuits and Systems (ISCAS), Japan, 2019.

Major portion of this paper is included in Chapter 7: Design of Approximate Restoring Dividers
3. Elizabeth Adams, Suganthi Venkatachalam and Seok-Bum Ko, "Energy Efficient Approximate MAC Design," 2019 IEEE International Symposium on Circuits and Systems (ISCAS), Japan, 2019.

### 1.7 Organization of the Thesis

This thesis is organized as follows.

- Chapter 1: Introduction and Motivation: presents the introduction, motivation behind approximate computing, challenges faced in approximations, current research in approximate computing, contributions, our publication and submissions in journals and conferences and organization of this thesis.
- Chapter 2: Review on Approximate Computing of Arithmetic Circuits: presents the existing works on arithmetic units such as adders, compressors, counters, multipliers, dividers and sum of products units.
- Chapter 3: Motivation Behind Our Works: gives the motivation behind our works array multiplier approximation in chapter 4, Booth multiplier approximation in chapter 5 , approximation of sum of products based on distributed arithmetic in chapter 6 and approximate restoring division in chapter 7 .
- Chapter 4: Power and Area Efficient Approximate Multipliers: presents an approximate multiplier based on probability of the partial product matrix and verifies the proposal with a noise reduction image processing application.
- Chapter 5: Design and Analysis of Approximate Booth Multipliers: presents three approximate models based on signal encoding of Booth algorithm. The architectures are used in image multiplication and matrix multiplication applications.
- Chapter 6: Approximate Sum of Products Designs Based on Distributed Arithmetic: presents three models on sum of products approximations by altering the distributed arithmetic, thereby saving hardware resources. Sum of product units are applied in Gaussian filtering and K-means clustering application.
- Chapter 7: Design of Approximate Restoring Dividers: presents two variation of approximation in restoring dividers. Real life implementation is verified using a change detection application.
- Chapter 8: Conclusions and Future Research: includes a summary of this thesis and thoughts on related future research.


## 2 Review on Approximate Computing of Arithmetic Circuits

In this chapter, previous works on major arithmetic blocks of digital signal processing algorithms- adders, array multipliers, Booth multipliers, sum of products units and dividers are discussed. Also, error metrics used to verify the inexactness of approximate circuit are discussed.

### 2.1 Approximate Works on Adders

There exist many variations in hardware implementation of addition- ripple carry adder works on basic addition principle, carry skip or bypass adder improves the delay of ripple carry by skipping the carry bit over a block, carry lookahead adders uses the concept of generating and propagating carries, carry speculative adders uses carry predictor circuit to reduce computational time and carry select adder has a multiplexer to select a carry out once correct carry in is known. Many approximation schemes for addition are discussed widely in literature. Approximation in carry-select adder based on speculation with error detection and recovery is proposed in [59]. In this work, a speculateve carry select adder (SCSA) is proposed, with the main idea being long carry chains are an rare event in addition of large block of inputs. Input bits of width $n$ are segmented into same size blocks of width $k$ with total number of blocks $m=\lceil n / k\rceil$ and carry-out of a block is speculated with $k$ input bits of the block, resulting in reduced latency. An error tolerant adder 2 (ETA2) based on segmentation is analyzed and compared with their previous work ETA1 in [60]. ETA1 eliminates the entire carry propagation, whereas ETA2 approximates carry at block level increasing accuracy, while sum computation depends on carry in, carry out computation does not need the carry of previous block. In [58], four imprecise adders are designed at transistor level by reducing
the number of transistors and are then used in digital signal processing applications. Inexact full adders in [58] are further used in accumulation of partial products in multipliers. In [61], Lower part OR Adder (LOA) segments $p$ bits of inputs into significant upper part using a precise adder and insignificant lower part using approximation. The proposed circuits of [61] are implemented in neural networks and fuzzy logic. In [67], multi-bit adder is divided into sub adders and conditional bound signals are used to improve accuracy. It proposes a timing starved adder model representing implementations of different adder types- ripple carry adders and tree adders. The proposed adders are demonstrated in a DCT application of image decompression and an image sharpening application.

### 2.2 Approximate Works on Multipliers

Multipliers are an integral part and more resources consuming operation in applications such as digital signal processing. Approximation is applied in two types of multipliers, namely $A N D$ array multipliers and Booth multipliers. $A N D$ array multipliers use $A N D$-gates in partial product generation to produce a partial product matrix with $n$ rows for $n \times n$ inputs. In Booth multipliers, the input combination is recoded and then used in the partial product generator to produce signed and plural values of the multiplicand. Booth multiplication reduces number of partial product rows in partial product matrix and suitable for signed multiplication. In radix-4 Booth multipliers, partial product generation produces values of 0 , $\pm 1$, and $\pm 2 \times$ multiplicand and reduces the size of the partial product matrix by nearly half. Radix- 8 multipliers further reduce the number of rows in partial product matrix where the encoding signals are $0, \pm 1, \pm 2, \pm 3$ and $\pm 4$. Partial product generation of array multipliers is made of $A N D$ gates, whereas Booth multipliers has comparatively more complicated partial product generation circuits.

Two main approximation approaches used in multipliers are approximation in partial product generation and approximation in partial product accumulation. In many cases, approximation in partial product accumulation also means reducing hardware complexity of partial product genereation. For instance, if $n$ least significant columns are truncated during partial product accumulation stage of a multiplier, partial products need not to be generated
for those columns. In array multipliers, partial product accumulation is compute expensive and in Booth multipliers, both generation and accumulation are compute expensive.

### 2.2.1 Approximate Works in Partial Product Generation

In [51] , an approximate multiplier is constructed by changing one of the values in the K-map of a $2 \times 2$ multiplier and the $2 \times 2$ approximate multiplier is used as fundamental block to construct larger approximate multipliers. This multiplier is referred as under designed multiplier (UDM). UDM multipliers achieve a mean error ranging from $1.39 \%$ to $3.35 \%$ with power savings from $30 \%$ to $50 \%$. They are implemented in JPEG application and in image filtering application. The truth table of the UDM and the multiplier structure of UDM are given in Figure 2.1. Similar to approximation of segmented adders in ETA1 and ETA2, multiplier based on segmentations of multiplicand and multiplier is introduced in [68]. In [68], multiplier is split into most significant and least significant sections, and conventional multiplication is performed in higher order bits while approximation is applied in the remaining part by finding the first leading one of either multiplicand or multiplier. A control block is also used to utilize accurate multiplier for least significant part if most significant part does not have any information. If $n$ bits multiplication is split into two $n / 2$ parts, approximate partial product generation is reduced to one fourth of actual partial products.

Partial product perforation (PPP) multiplier in [54], omits $q$ consecutive partial products starting from $p$ th position, where $p \in[0, n-1]$ and $q \in[1$, minimum $(n-p, n-1)]$ of a $n$-bit multiplier. [54] targets approximation in generation by reducing the number of operands in one of the inputs and also reduces complexity in partial product matrix. Approximations are analyzed in Wallace and Dadda tree structures, with 3-2 compressors and 4-2 compressors. In case of radix-4 Booth multiplier approximation, the approximate technique used in [54] relies on approximation by eliminating the group of recoded signals and thereby reducing the accumulation hardware. They are implemented in image processing domain applicationsCanny edge detection to find optimal edges, geometric mean filtering and K-mean clustering to cluster 100000 four dimensional data points into 100 clusters. Partial product perforation of accurate and approximate $8 \times 8$ Dadda multiplier is given in Figure 2.2.

In [78], approximation is applied in the generation of partial products of radix- 8 Booth multipliers. Approximation is applied in the adder when adding $1 \times$ multiplicand and $2 \times$ multiplicand to form $3 \times$ multiplicand. The truth table and circuit of the proposed approximate 2-bit adder is shown in Figure 2.3. The proposed multipliers are then implemented in a finite impulse response filter application.
$B_{1} B_{0}$

$A_{1} A_{0}$|  | 00 | 01 | 11 | 10 |
| :---: | :---: | :---: | :---: | :---: |
| 00 | 000 | 000 | 000 | 000 |
| 01 | 000 | 001 | 011 | 010 |
| 11 | 000 | 011 | 111 | 110 |
| 10 | 000 | 010 | 110 | 100 |

(a)

(b)

Figure 2.1: Truth table and structure of approximate $2 \times 2$ multiplier of UDM [51]

In [56], the complexity of exact radix-4 partial product generation is reduced by modifying the truth table and two approximate Booth partial product generators are proposed. In the first approximate generator, 4 out of 32 cases in the truth table are altered. In the second partial product generator, 8 out of 32 cases are altered. This multiplier is referred as Radix- 4 approximate Booth multiplier (R4ABM) in this thesis. In this multiplier, the inputs are grouped as three bits at a time and each group decides one of partial product value from $\{-2 A,-1 A, 0,+1 A,+2 A\}$. The exact partial product generator of [56] uses five $X O R$ gates, one inverter and one four-input $A N D$ gate. First approximate generator uses two $X O R$ gates and one $A N D$ gate and second approximation uses one $X O R$ gate. The proposed multipliers are implemented in a image multiplication application where they achieve PSNR values up to 57 dB .

### 2.2.2 Approximate Works in Partial Product Accumulation

Approximation in partial product accumulation can include using approximate compressors in partial product matrix or truncating and rounding the partial products based on their


Figure 2.2: Accurate and approximate PPP with perforated third and fourth partial product rows [54]
position in partial product matrix or a combination of both.
In [62], two designs of approximate 4-2 compressors are presented and used in partial product reduction tree of four variants of $8 \times 8$ Dadda multiplier. Four multipliers are further implemented in a image multiplication application and they achieve PSNR up to 54 dB . The proposed compressors are used in four designs of multipliers in [63]. Their proposed $8 \times 8$ multiplier designs perform a recursive multiplication of $4 \times 4$ multiplications. The inputs $A$ and $B$ are divided into two segments $L$ and $H$ and partial products are generated. Based on the required quality, approximate and accurate smaller multipliers are used in $H H, H L, L H$ and $L L$ sections. The proposed multipliers are tested with image sharpening applications. It should be noted that in [63], even though inputs are split into segments, all partial products are generated and approximation is applied only in partial product accumulation using approximate compressors.

In [52], approximate compressors for the use in high performance multipliers are introduced. In [53], inaccurate 4-2 counter design has been proposed which is utilized in power efficient $4 \times 4$ Wallace tree multiplier, and larger blocks are built recursively from smaller blocks. An error recovery module with slight overhead is introduced. The multiplier in [53] reduces power and delay consumption by $11 \%$ and $10 \%$ on average, with a high pass rate. In [65], a new approximate adder is presented for the use in partial product accumulation of the

| $C_{\text {out }} S_{i+1} S_{i}$ |  | $y_{i} y_{i-1}$ |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  |  | 00 | 01 | 11 | 10 |
|  | 00 | 000 | 001 | 100 | $\mathbf{1 0 1}$ |
| $C_{\text {in }} y_{i+1}$ | 01 | 010 | 011 | 110 | 111 |
|  | 11 | 011 | $\mathbf{0 1 0}$ | 111 | 110 |
|  | 10 | 001 | 000 | 101 | 100 |

(a)

(b)

Figure 2.3: Approximate adder in radix-8 Booth multiplier of [78] (a) Truth table (b) Circuit
multiplier. The proposed multiplier of [65] shows a delay reduction of $20 \%$ and power savings up to $69 \%$. In [66], an approximate 15-4 compressor using four designs of approximate $5-3$ compressor is analyzed for $16 \times 16$ multiplier. The multipliers provide a pass rate up to $40 \%$ with no significant power improvement.

Broken array multiplier is implemented in [61], where the adder cells are omitted along the rows and columns while forming partial products to reduce hardware complexity. The proposed multiplier in [61] saves few adder circuits in partial product accumulation. In static segment multiplier (SSM) proposed in [64] as shown in Figure 2.4, the number of bits in inputs is reduced thereby $m$-bit segments are derived from $n$-bit operands based on leading one bit of the operands. Then $m \times m$ multiplication is performed instead of $n \times n$ multiplication, where $m<n$. With overhead of static circuit being small, SSM shows better energy savings. Approximation of 8-bit Wallace tree multiplier due to voltage over-scaling (VOS) is discussed in [69]. This work analyzes multiple values of over-scaling and corresponding error distribution.

To reduce hardware complexity of multipliers, truncation is widely employed in fixedwidth multiplier designs. Fixed width multipliers produce $n$ most significant bits output for $n \times n$ inputs. Truncation and rounding are performed to produce fixed word size output introducing quantization error. Various techniques are applied to reduce the quantization error after truncation in fixed point multipliers [70, 71, 72, 73, 75, 74, 76, 77]. A posttruncated fixed width Booth multiplier designed using a compensation vector is discussed


Figure 2.4: Static segment multiplier of [64]
in [70]. In [71], quantization error is compensated with approximate carry values. An error compensation circuit composed of simplified sorting networks is proposed in [72]. An adaptive estimator based on conditional probability theory is studied in [73]. In [74], a simple truncation and rounding technique for fixed point multiplier is introduced. In [76], a selfcompensation fixed width multiplier with a Fast Fourier Transform application is discussed. A probabilistic estimation bias derived from probabilistic analysis of partial product array is introduced to reduce the truncation error in [77].

### 2.3 Approximate Works on Composite Units

Composite units such as sum of products units and multiply accumulate units are key components in dot product computations in error tolerant applications. Sum of products is a widely used arithmetic unit in signal processing and machine learning applications. Distributed arithmetic is a well-known method to save resources in sum of products structures for implementing DSP functions. Distributed arithmetic trades lookup tables with combinational
circuits especially multipliers and adders. Bit-parallel versions of distributed arithmetic are proposed in [83, 84]. Approximate sum of products model based on truncation is discussed in [85]. Their scheme involves truncation in the number of lookup tables, by eliminating the least significant part of distributed arithmetic operation. In [86], two approximations are proposed for sum of products unit. In the first approach, a single multiplication is used instead of two multiplications when one result is significantly larger than other one and two error modes are analyzed. In second approach, $16 \times 16$ multiplier is used instead of $32 \times 32$ multiplier, based on a combination of leading one prediction and 32-bit multiplexers. In [87], an approximate multiply and accumulate (MAC) is proposed. Approximate compression and column deletion are applied in partial product matrix of the proposed circuits achieving area improvement ranging from $39 \%$ to $69 \%$ and power improvement ranging from $40 \%$ to $71 \%$. The proposed MAC units are targeted towards 2D-convolution operation with $3 \times 3$ or $5 \times 5$ kernel.

### 2.4 Approximate Works on Dividers

Division, one of the fundamental arithmetic operations, is computationally expensive. Different kinds of division algorithms have been discussed in literature. They might be using single or combination of techniques such as digit recurrence, functional iteration, high radix and look-up tables [102]. In digit recurrence method, the error is reduced by incremental use of operand [89]. Functional iteration based Newton-Raphson method uses multiplication as its principal operation [90]. Look-up table methods are mostly used in initial approximation and can be used in combination with other techniques [91]. Combinational array division circuits based on restoring division and non-restoring division are discussed in [92]. Depending upon the requirement of an application, a suitable division algorithm is chosen.

Division being the energy hungry unit, approximation in division is gaining attention. A dynamic divider is designed to select the most relevant bits and implemented in applications -change detection, foreground extraction and JPEG compression in [93]. Three approximate subtractor cells are proposed to design restoring and non-restoring dividers in [94]. Higherradix division is investigated in [95]. Exact cells being replaced with approximate cells in
binary signed-digit adder, cell truncation and error compensation in higher radix division is analyzed in [95]. In [96], $2 n / n$ divider is replaced with $2 k / k$ dynamic divider, where $k<n$. [97] introduces a rounding based approximate divider where division is performed by rounding the value of divisor.

### 2.5 Accuracy Measurement

In approximate computing, design metrics such as area, delay and power are traded against error metrics like error distance (ED), mean relative ED (MRED) and normalized mean ED (NMED). Distances are based on differences in arithmetic values of exact and approximate outputs. In [98], approximate adders are evaluated and NMED is proposed as nearly invariant error measure regardless of the size of the approximate circuit. Also, traditional error analysis, MRED is found for existing and proposed multiplier designs. The errors introduced by approximate designs must be carefully analyzed because the results can be significantly affected by the approximate design. To understand the effects of the approximate unit, MRED and NMED are to be used.

NMED is an effective metric to quantify the approximation irrespective of the size of the circuit [98]. Also, traditional MRED error metric is used to evaluate the impact of approximation. Error distance is the difference between exact value and approximate value, whereas relative error is the value of error distance divided by the exact value. NMED is calculated by normalizing the error distance by maximum possible exact output. Mean relative error is calculated from mean of relative errors of all possible values.

Analysis of approximate circuits would not be complete if they are not tested with relevant applications. In multimedia applications, peak signal to noise ratio (PSNR) is used to find the effects between exact and approximate design. In machine learning applications, accuracy of classification is to be used. Thanks to the abundant redundancy in multimedia and machine learning applications, where approximate computation often does not severely deteriorate the quality while it can significantly reduce the power consumption.

In our work, we investigated novel design approaches for approximation in arithmetic circuits, studied the effect of approximation in power and accuracy, and evaluated their
performance in image processing applications. Major arithmetic circuits used in such computations include accumulators (adders and compressors), multipliers and composite units such as dividers, multiply accumulate units and sum of product units. In our work, using approximate circuits had resulted in significant power savings compared with exact designs.

## 3 Motivation Behind Our Works

In this chapter, motivation behind each of arithmetic circuit approximation presented in the following chapters are presented.

Previous works on logic complexity reduction of multipliers [75,51,53,54] have focused on truncation, approximation in generation of partial products and straight forward application of approximate accumulators to the partial products. In our first work based on array multipliers which uses AND gates to generate partial product matrix, the partial products are altered to introduce terms with different probabilities. Probability statistics of the altered partial products are analyzed, which is followed by systematic approximation. Simplified arithmetic units (half adder, full adder and 4-2 compressor) are proposed for approximation. The arithmetic circuits are reduced in logic complexity, while error distance is kept low. Better accuracy is achieved using systemic approximation.

In our second work, novel approximation techniques are introduced in partial product generation and partial product accumulation circuits of Booth multiplier. Booth multipliers reduce number of partial products in the partial product matrix and are widely used. While the complexity of partial product matrix is reduced, there is an increase in complexity in partial product generation compared to array multiplier. When it comes to applying approximation to Booth multipliers, an efficient approximation would include approximation at partial product generation. Although truncation of fixed point Booth multipliers has received its due attention, approximation methods of Booth multipliers are being explored [56, 78]. In our work, approximation is introduced by reducing the number of signals and hardware complexity of partial product generation circuit. After approximating the generation of partial products and corresponding correction terms, Booth multipliers are implemented in image multiplication and matrix multiplication application.

In the third work, approximations are applied to sum of products units. Sum of products
units are main components in dot product computations between vectors. Distributed arithmetic is an effective means to compute sum of products [55]. Distributed arithmetic replaces multiplication with a set of look-up tables and shift-accumulate operation. Approximate sum of products units have not received much attention. Due to the flexibility of the level of parallelism in the distributed arithmetic structure, the area-speed trade-off can be adjusted. Distributed arithmetic [55] is a bit-serial operation that computes the inner product of two vectors in parallel. It requires no multiplication and it has an efficient mechanism to perform sum of products operation. Diverse set of sum of products units based on parallel distributed arithmetic are proposed and extensively analyzed with their approximation errors.

Different kinds of division algorithms have been discussed in literature. Division incurs more latency because of not being able to perform shift subtract operations in parallel. When compared with multipliers which have a latency of $O(n)$, Dividers have a latency of $O\left(n^{2}\right)$. Several research works can be found on division strategies. Approximation in division is gaining attention. There is much existing literature on approximation in adders and multipliers, while more works on approximation of dividers have to be analyzed.

The objectives of this thesis are twofold- to design approximate circuits and analyze its performance trade-off with accuracy and to test the approximate units in image processing applications.

## 4 Power and Area Efficient Approximate Multipliers ${ }^{1}$

In this chapter, approximate array multipliers are proposed. Two multiplier models, Multiplier1 and Multiplier2 with different approximation factors are proposed. Partial product matrix is split into low information and high information sections. While $O R$ gates are used for compression of low information sections, high information sections are compressed using proposed approximate half adder, full adder and 4-2 compressor. Proposed approximate multipliers, state-of-the-art existing approximate multipliers and exact multiplier are analyzed in terms of area, power, delay, MRED and NMED. Further, approximate multipliers are tested with geometric mean application.

In section 4.1, proposed architectures are discussed. In section 4.2, proposed multipliers are compared with existing multipliers and found to have better area, power and error metrics. In section 4.3, the approximate multipliers are implemented in noise reduction of images and found to have reasonable quality metrics.

### 4.1 Proposed Architectures

Implementation of multiplier comprises three steps: generation of partial products, partial products reduction tree and finally, a vector merge addition to produce final product from the sum and carry rows generated from the reduction tree. Second step consumes more power. In this work, approximation is applied in reduction tree stage.

A 8-bit unsigned multiplier is used for illustration to describe the proposed method in
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approximation of multipliers. Consider two 8 -bit unsigned input operands $\alpha=\sum_{m=0}^{7} \alpha_{m} 2^{m}$ and $\beta=\sum_{n=0}^{7} \beta_{n} 2^{n}$. The partial product $a_{m, n}=\alpha_{m} \cdot \beta_{n}$ in Figure 4.1 is the result of $A N D$ operation between the bits of $\alpha_{m}$ and $\beta_{n}$.

From statistical point of view, $\alpha_{m}$ and $\beta_{n}$ has a probability of $1 / 2$ and the partial product $a_{m, n}$ has a probability of $1 / 4$ of being 1 . In the columns containing more than three partial products, the partial products $a_{m, n}$ and $a_{n, m}$ are combined to form propogate and generate signals as given in equation 4.1. The resulting propogate and generate signals form altered partial products $p_{m, n}$ and $g_{m, n}$. From column 3 with weight $2^{3}$ to column 11 with weight $2^{11}$, the partial products $a_{m, n}$ and $a_{n, m}$ are replaced by altered partial products $p_{m, n}$ and $g_{m, n}$. The original and transformed partial product matrices are shown in Figure 4.1.

$$
\begin{align*}
& p_{m, n}=a_{m, n}+a_{n, m}  \tag{4.1}\\
& g_{m, n}=a_{m, n} \cdot a_{n, m}
\end{align*}
$$

The probability of $a_{m, n}$ being 1 is $1 / 4$ and being 0 is $3 / 4$. The probability of the altered partial product $g_{m, n}$ being one is $1 / 16(1 / 4 \times 1 / 4)$, which is significantly lower than $1 / 4$ of $a_{m, n}$. The probability of altered partial product $p_{m, n}$ being one is $1 / 16+3 / 16+3 / 16=7 / 16$ $(1 / 4 \times 1 / 4+1 / 4 \times 3 / 4+3 / 4 \times 1 / 4)$, which is higher than $g_{m, n}$. These factors are considered while applying approximation to the altered partial product matrix.

Table 4.1: Probability statistics of generate signals

| $m$ | Probability of the generate elements being |  |  | $P_{\text {err }}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | all 0's | one 1 | two 1's |  |  |
| 2 | 0.8789 | 0.1172 | 0.0039 | - | 0.00390 |
| 3 | 0.8240 | 0.1648 | 0.0110 | 0.00024 | 0.01124 |
| 4 | 0.7725 | 0.2060 | 0.0206 | 0.00093 | 0.02153 |



### 4.1.1 Approximation of Altered Partial Products $g_{m, n}$

The accumulation of generate signals is done column wise. As each element has a probability of $1 / 16$ of being one, two elements being 1 in the same column even decreases. Let $p r$ be the probability of the element being 1 , and $1-p r$ be the probability of element being 0 , where $p r$ is $1 / 16$.

In a column of 2 generate elements,
The probability of all elements being 0 is $P_{\text {all0 }}=(1-p r)^{2}$
The probability of one element being 1 is $P_{o n e 1}=2 p r(1-p r)$
The probability of all elements being 1 is $P_{\text {all } 1}=p r^{2}$

In a column of 3 generate elements,
The probability of all elements being 0 is $P_{\text {all0 }}=(1-p r)^{3}$
The probability of one element being 1 is $P_{\text {one } 1}=3 p r(1-p r)^{2}$
The probability of two elements being 1 is $P_{t w o 1}=3 p r^{2}(1-p r)$
The probability of all elements being 1 is $P_{\text {all } 1}=p r^{3}$

In a column with 4 generate signals,
The probability of all elements being 0 is $P_{\text {all0 }}=(1-p r)^{4}$
The probability of one element being 1 is $P_{o n e 1}=4 p r(1-p r)^{3}$
The probability of two elements being 1 is $P_{t w o 1}=6 p r^{2}(1-p r)^{2}$
The probability of three elements being 1 is $P_{\text {three1 }}=4 p r^{3}(1-p r)$
The probability of all elements being 1 is $P_{\text {all } 1}=p r^{4}$

The probability statistics for number of generate elements $m$ in each column are given in Table 4.1. The probability of error when $O R$ gate is used for accumulation would be $P_{e r r}=1-\left(P_{\text {all } 0}+P_{\text {one } 1}\right)$.

Based on Table 4.1, using $O R$ gate in the accumulation of column wise generate elements in the altered partial product matrix provides exact result in most of the cases. The probability of error $\left(P_{\text {err }}\right)$ while using $O R$ gate for reduction of generate signals in each column
is also listed in Table 4.1. As can be seen, the probability of mis-prediction is very low. As the number of generate signals increases, the error probability increases linearly. However, the value of error also rises. To prevent this, the maximum number of generate signals to be grouped by $O R$ gate is kept at 4 . For a column having $m$ generate signals, $\lceil m / 4\rceil O R$ gates are used.

### 4.1.2 Approximation of Other Partial Products

The accumulation of other partial products with probability $1 / 4$ for $a_{m, n}$ and $7 / 16$ for $p_{m, n}$ uses approximate circuits. Approximate half-adder, full-adder and 4-2 compressor are proposed for their accumulation. Carry and Sum are two outputs of these approximate circuits. Since Carry has higher weight of binary bit, error in Carry bit will contribute more by producing error difference of two in the output. Approximation is handled in such a way that the absolute difference between actual output and approximate output is always maintained as one. Hence Carry outputs are approximated only for the cases, where $S u m$ is approximated.

In adders and compressors, $X O R$ gates tend to contribute to high area and delay. For approximating half-adder, $X O R$ gate of $S u m$ is replaced with $O R$ gate as given in equation 4.2. This results in one error in the Sum computation as seen in the truth table of approximate half-adder in Table 4.2. A tick mark denotes that approximate output matches with correct output and cross mark denotes mismatch.

$$
\begin{align*}
& \text { Sum }=x 1+x 2  \tag{4.2}\\
& \text { Carry }=x 1 \cdot x 2
\end{align*}
$$

In the approximation of full-adder, one of the two $X O R$ gates is replaced with $O R$ gate in Sum calculation. This results in error in last two cases out of 8 cases. Carry is modified as in equation 4.3 introducing one error. This provides more simplification, while maintaining the difference between original and approximate value as one. An exact full adder and proposed approximate version are shown in figure 4.3. The truth table of approximate full-adder is given in Table 4.3.

Table 4.2: Truth table of approximate half adder

| Inputs |  | Exact <br> Outputs |  | Approximate <br> Outputs |  | Absolute <br> Difference |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x 1$ | $x 2$ | Carry | Sum | Carry | Sum |  |
| 0 | 0 | 0 | 0 | $0 \boldsymbol{\checkmark}$ | $0 \checkmark$ | 0 |
| 0 | 1 | 0 | 1 | $0 \boldsymbol{\checkmark}$ | $1 \checkmark$ | 0 |
| 1 | 0 | 0 | 1 | $0 \boldsymbol{\checkmark}$ | $1 \checkmark$ | 0 |
| 1 | 1 | 1 | 0 | $1 \checkmark$ | $1 \times$ | 1 |

$$
\begin{align*}
& W=(x 1+x 2) \\
& \text { Sum }=W \oplus x 3  \tag{4.3}\\
& \text { Carry }=W \cdot x 3
\end{align*}
$$

Two approximate 4-2 compressors in [62] produce non-zero output even for the cases where all inputs are zero. This results in high error distance and high degree of precision loss especially in cases of zeros in all bits or in most significant parts of the reduction tree. The proposed 4-2 compressor overcomes this drawback.

In 4-2 compressor, three bits are required for the output only when all the four inputs are 1 , which happens only once out of 16 cases. This property is taken to eliminate one of the three output bits in 4-2 compressor. To maintain minimal error difference as one, the output " 100 " (the value of 4 ) for four inputs being one has to be replaced with outputs " 11 " (the value of 3). For Sum computation, one out of three $X O R$ gates is replaced with $O R$ gate. Also, to make the Sum corresponding to the case where all inputs are ones as one, an additional circuit $x 1 \cdot x 2 \cdot x 3 \cdot x 4$ is added to the Sum expression. This results in error in five out of 16 cases. Carry is simplified as in equation 4.4. The corresponding truth table is given in Table 4.4. An exact 4-2 compressor and proposed approximate version are shown in Figure 4.4.

(a)

(b)

Figure 4.3: Full adder (a) Exact version (b) Approximate version

$$
\begin{gather*}
W 1=x 1 \cdot x 2 \\
W 2=x 3 \cdot x 4  \tag{4.4}\\
S u m=(x 1 \oplus x 2)+(x 3 \oplus x 4)+W 1 \cdot W 2 \\
\text { Carry }=W 1+W 2
\end{gather*}
$$

Figure 4.2 shows the reduction of altered partial product matrix of $8 \times 8$ approximate multiplier. It requires two stages to produce sum and carry outputs for vector merge addition step. Four 2-input $O R$ gates, four 3-input $O R$ gates and one 4-input $O R$ gates are required for the reduction of generate signals from columns 3 to 11 . The resultant signals of $O R$ gates are labeled as $G_{i}$ corresponding to the column $i$ with weight $2^{i}$. For reducing other partial products, 3 approximate half-adders, 3 approximate full-adders and 3 approximate compressors are required in the first stage to produce $S u m$ and Carry signals, $S_{i}$ and $C_{i}$

Table 4.3: Truth table of approximate full adder

| Inputs |  |  | Exact <br> Outputs |  | Approximate <br> Outputs |  | Absolute |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x 1$ | $x 2$ | $x 3$ | Carry | Sum | Carry | Sum |  |
| 0 | 0 | 0 | 0 | 0 | $0 \boldsymbol{\checkmark}$ | $0 \boldsymbol{\nu}$ | 0 |
| 0 | 0 | 1 | 0 | 1 | $0 \boldsymbol{\nu}$ | $1 \checkmark$ | 0 |
| 0 | 1 | 0 | 0 | 1 | $0 \boldsymbol{\checkmark}$ | $1 \checkmark$ | 0 |
| 0 | 1 | 1 | 1 | 0 | $1 \checkmark$ | $0 \checkmark$ | 0 |
| 1 | 0 | 0 | 0 | 1 | $0 \boldsymbol{\checkmark}$ | $1 \checkmark$ | 0 |
| 1 | 0 | 1 | 1 | 0 | $1 \checkmark$ | $0 \checkmark$ | 0 |
| 1 | 1 | 0 | 1 | 0 | $0 \boldsymbol{X}$ | 1 X | 1 |
| 1 | 1 | 1 | 1 | 1 | $1 \checkmark$ | $0 \boldsymbol{X}$ | 1 |

corresponding to column $i$. The elements in the second stage are reduced using 1 approximate half-adder and 11 approximate full-adders producing final two operands $x_{i}$ and $y_{i}$ to be fed to ripple carry adder for the final computation of the result.

### 4.2 Results and Discussion

All approximate multipliers are designed for $n=16$. The multipliers are described in Verilog HDL and synthesized using Synopsys compiler DC with a TSMC 65 nm cell library under the typical process corner, with temperature $25^{\circ} \mathrm{C}$ and supply voltage 1V. From the Synopsys DC reports, we get area, delay, dynamic power and leakage power. Multiplier1 applies approximation in all columns, whereas in Multiplier2, approximation is applied in 15 least significant columns during partial product reduction. For the proposed multipliers, the altered partial

Table 4.4: Truth table of approximate 4-2 compressor

| Inputs |  |  |  | Approximate <br> outputs |  | Absolute <br> Difference |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| x1 | $x 2$ | $x 3$ | $x 4$ | Carry | Sum |  |
| 0 | 0 | 0 | 0 | $0 \boldsymbol{\nu}$ | $0 \checkmark$ | 0 |
| 0 | 0 | 0 | 1 | $0 \boldsymbol{\checkmark}$ | $1 \checkmark$ | 0 |
| 0 | 0 | 1 | 0 | $0 \boldsymbol{\checkmark}$ | $1 \checkmark$ | 0 |
| 0 | 0 | 1 | 1 | $1 \checkmark$ | $0 \boldsymbol{\nu}$ | 0 |
| 0 | 1 | 0 | 0 | $0 \boldsymbol{\nu}$ | $1 \checkmark$ | 0 |
| 0 | 1 | 0 | 1 | $0 \boldsymbol{X}$ | $1 \boldsymbol{x}$ | 1 |
| 0 | 1 | 1 | 0 | $0 \boldsymbol{X}$ | $1 \times$ | 1 |
| 0 | 1 | 1 | 1 | $1 \checkmark$ | $1 \checkmark$ | 0 |
| 1 | 0 | 0 | 0 | $0 \boldsymbol{\checkmark}$ | $1 \checkmark$ | 0 |
| 1 | 0 | 0 | 1 | $0 \boldsymbol{X}$ | 1 X | 1 |
| 1 | 0 | 1 | 0 | $0 \boldsymbol{X}$ | $1 \times$ | 1 |
| 1 | 0 | 1 | 1 | $1 \checkmark$ | $1 \checkmark$ | 0 |
| 1 | 1 | 0 | 0 | $1 \checkmark$ | $0 \boldsymbol{\checkmark}$ | 0 |
| 1 | 1 | 0 | 1 | $1 \checkmark$ | $1 \checkmark$ | 0 |
| 1 | 1 | 1 | 0 | $1 \checkmark$ | $1 \checkmark$ | 0 |
| 1 | 1 | 1 | 1 | $1 \boldsymbol{x}$ | $1 \boldsymbol{x}$ | 1 |
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Figure 4.4: 4-2 compressor (a) Exact version (b) Approximate version
products are generated and compressed using half adder, full adder and 4-2 compressor structures to form final two rows of partial products. The efficiency of the proposed multipliers is compared with existing approximate multipliers [62, 64, 54, 51]. Inexact compressor design 2 of [62] is used to design compressor based multipliers- ACM1, where all columns are approximated and ACM2, where only 15 least significant columns are approximated. SSM [64] for $m=12$ and $n=16$ is designed for implementation. Partial product perforation design discussed in [54] for $j=2, k=2$ is designed and implemented under Dadda tree structure. In [51], the partial product matrix of 16-bit under designed multiplier (UDM) comprises approximate $2 \times 2$ partial products accumulated together with exact carry save adders. Exhaustive error analysis of the approximate multipliers is done using MATLAB.

Table 4.5: Synthesis results of exact, existing and proposed approximate multipliers

| Multiplier | Area |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Type | Delay |  |  |  |  |
| $\left(\mu m^{2}\right)$ | $(n s)$ | Power <br> $(\mu W)$ | PDP <br> $(f J)$ | APP <br> $\left(\mu m^{2} \cdot \mu W\right)\left(10^{5}\right)$ |  |
| Exact | 4859.28 | 0.68 | 1776.49 | 1208.01 | 86.32 |
| Multiplier1 | 2158.56 | 0.47 | 503.15 | 236.48 | 10.86 |
| Multiplier2 | 3319.20 | 0.66 | 1102.03 | 727.34 | 36.57 |
| ACM1 [62] | 2871.72 | 0.4 | 435.31 | 174.12 | 12.50 |
| ACM2 [62] | 3782.16 | 0.63 | 1250.70 | 787.94 | 47.30 |
| SSM [64] | 3953.88 | 0.69 | 1225.29 | 845.45 | 48.44 |
| PPP [54] | 4547.52 | 0.64 | 1570.79 | 1005.31 | 71.43 |
| UDM [51] | 3938.00 | 0.67 | 1318.51 | 883.40 | 51.92 |

Exact 16-bit multiplier is designed using Dadda tree structure. Table 6.2 compares all designs in terms of area, delay, power, power delay product (PDP) and area power product (APP). NMED and MRED of the approximate multipliers are listed in Table 7.2. If high approximation can be tolerated for saving more power, Multiplier1 and ACM1 are the candidates to be considered. It can be seen that Multiplier1 has better APP, whereas ACM1

Table 4.6: Error metrics for 16-bit multipliers

| Multiplier | MRED | NMED |
| :---: | :---: | :---: |
| Multiplier1 | $7.63 \times 10^{-2}$ | $1.78 \times 10^{-2}$ |
| Multiplier2 | $2.44 \times 10^{-4}$ | $7.10 \times 10^{-6}$ |
| ACM1 [62] | 16.6 | $4.96 \times 10^{-2}$ |
| ACM2 [62] | $2.30 \times 10^{-3}$ | $6.36 \times 10^{-6}$ |
| SSM [64] | $6.34 \times 10^{-4}$ | $1.07 \times 10^{-4}$ |
| PPP [54] | $8.98 \times 10^{-4}$ | $4.58 \times 10^{-5}$ |
| UDM [51] | $3.32 \times 10^{-2}$ | $1.39 \times 10^{-2}$ |

has better PDP. However, Multiplier1 has $64 \%$ lower NMED and three orders of magnitude lower MRED, compared to ACM1. It should be noted that high values of MRED for ACMs are due to non-zero output for inputs with all zeros.

Multiplier2 offers $32 \%$ area savings and $38 \%$ power savings, over the exact multiplier. ACM2 provides $22 \%$ and $30 \%$ area and power savings, respectively. SSM has $19 \%$ area and $31 \%$ power savings over accurate multiplier. Perforated multiplier has $6 \%$ and $12 \%$ area and power savings, respectively. UDM provides $19 \%$ and $26 \%$ area and power savings. Multiplier2 has one order of lower MRED than ACM2, two orders of lower MRED than UDM, $73 \%$ lower MRED than PPP, and $62 \%$ lower MRED than SSM. NMED of Multiplier2 outperforms all approximate multipliers except ACM2. ACM2 exhibit $10 \%$ lower NED than Multiplier2. Multiplier2 produces large error distance relative to ACM2. However, lower MRED indicates that Multiplier2 has smaller relative error values.

Table 4.7 gives a comprehensive comparison of approximate multipliers to get an idea of trade-off between design metrics and error metrics. Multiplier1 delivers the lowest APP, Multiplier2 delivers the lowest MRED value. Overall, Multiplier2 has better PDP, APP and MRED over ACM2, SSM, Perforated multiplier and UDM, with lower NMED in most cases as well. For applications where high power savings are desired with more error tolerance,

(a)
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Figure 4.5: MRED distribution of (a) Multiplier1 (b) Multiplier2

Table 4.7: Ranking of approximate multipliers in terms of design and error metrics

| Approximate <br> Multiplier <br> Type | APP | PDPin | Gain | NMED |
| :---: | :---: | :---: | :---: | :---: | MRED

Multiplier1 can be used. For moderate power savings with better performance, Multiplier2 is suggested.

MRED distribution of 16-bit versions of Multiplier1 and Multiplier2 are shown in Figure 4.5. All possible outputs ranging from 0 to $65535^{2}$ are categorized into 255 intervals. MRED of Multiplier2 is significantly low at higher product values, as exact units are used in most significant part of the multiplier.

### 4.3 Application- Noise Reduction

Geometric mean filter is widely used in image processing to reduce Gaussian noise [99]. When compared to arithmetic mean filter, geometric mean filter preserves more edge features. Two 16 -bits per pixel gray scale images with Gaussian noise are considered. $3 \times 3$ mean filter is used, where each pixel of noisy image is replaced with geometric mean of $3 \times 3$ block of neighboring pixels centered around it. The algorithms are coded and implemented in MATLAB. Exact and approximate 16 -bit multipliers are used to perform multiplication between 16 -bit pixels.

PSNR is used as figure of merit to assess the quality of approximate multipliers. PSNR is based on mean square error (MSE) found between resulting image of exact multiplier and the images generated from approximate multipliers. Energy required by exact and approximate multiplication process while performing geometric mean filtering of the images are found using Synopsys Primetime. Further, exact multiplier is voltage scaled from 1 V to 0.85 V (VOS), and its impact in energy consumption and image quality is computed.

The noisy input image and resultant image after denoising using exact and approximate multipliers, with their respective PSNRs and energy savings in $\mu J$ are shown in Figure 4.6 and Figure 4.7, respectively. Energy required for exact multiplication process for image-1 and image- 2 is $3.24 \mu J$ and $2.62 \mu J$ respectively. Although ACM1 has better energy savings compared to Multiplier1, Multiplier1 has significantly higher PSNR than ACM1. Multiplier2 shows the best PSNR among all the approximate designs. Multiplier2 has better energy savings, compared to ACM2, PPP, SSM, UDM and VOS. The intensity of image- 1 being mostly on the lower end of the histogram causes poor performance of ACM multipliers. As the switching activity impacts most significant part of the design in VOS, PSNR values are affected.


Figure 4.6: (a) Input image-1 with Gaussian noise. Geometric mean filtered images and corresponding PSNR and energy savings in $\mu J$ using (b) Exact multiplier (c) Multiplier1 (d) Multiplier2 (e) ACM1 (f) ACM2 (g) SSM (h) PPP (i) UDM (j) VOS


Figure 4.7: (a) Input image-2 with Gaussian noise. Geometric mean filtered images and corresponding PSNR and energy savings in $\mu J$ using (b) Exact multiplier (c) Multiplier1 (d) Multiplier2 (e) ACM1 (f) ACM2 (g) SSM (h) PPP (i) UDM (j) VOS

## 5 Design and Analysis of Approximate Booth Multipliers ${ }^{1}$

In this chapter, three approximate Booth multipliers models (ABM-M1, ABM-M2 and ABM-M3) are proposed. The ABM-M1 multiplier uses an approximate Booth partial product generator that produces error cases of 4 out of 32 , resulting from the $\pm 2 \times$ multiplicand being replaced by $\pm 1 \times$ multiplicand. In ABM-M2, the same approximate Booth partial product generator in ABM-M1 is used, but the multiplicand input in consolidated and the set of partial products are replaced by single partial product in each row. In ABM-M3, a partial product generator based on the zero values of the encoded signal and multiplicand is proposed.

This work is an extension of our conference work [82]. The main improvements and novel contributions of this work include:

1. Error distance of the partial product generator in the ABM-M1 multipliers is discussed and analyzed using 16 -bit multipliers.
2. ABM-M2 multipliers are introduced, where partial product generation and accumulation is further simplified based on a consolidated value of the multiplicand and replacing a set of partial product generators with a single partial product generator.
3. A partial product generator based on zero values of the multiplicand and encoded signal is proposed. The proposed partial product generator is used in ABM-M3 multipliers.
4. An approximation factor $p$ is used to implement and analyze the design metrics and error metrics of all the proposed multipliers.
[^1]The proposed techniques are compared with state-of-the-art approximate Booth multipliers. In each design, approximation factor $p$ refers to the number of columns in the partial product matrix to which approximation is applied, in order of increasing significance. As $p$ increases, a higher number of columns make use of the approximate partial product generator, and the inexactness of the multiplier increases. In all the proposed multipliers, the partial product accumulation is performed using a dadda tree structure composed of exact 4-2 compressors, full-adders, and half-adders. The exact, proposed, and existing approximate multipliers are evaluated with image multiplication and matrix multiplication applications.

The rest of the work is organized as follows. In section 5.1, Radix-4 Booth multipliers are explained. In section 5.2, three approximate designs ABM-M1, ABM-M2, and ABM-M3 are presented. In section 5.3, design and error metrics of proposed and approximate Booth multipliers are compared and analyzed. In section 5.4, approximate multipliers are used in image multiplication and matrix multiplication applications.

### 5.1 Radix-4 Booth multipliers

The output $P_{\text {out }}$ from two signed inputs $A$ and $B$, can be given as

$$
\begin{align*}
A & =-a_{N-1} 2^{N-1}+\sum_{n=0}^{N-2} a_{n} 2^{n} \\
B & =-b_{N-1} 2^{N-1}+\sum_{n=0}^{N-2} b_{n} 2^{n} \\
P_{\text {out }} & =-P_{2 N-1} 2^{2 N-1}+\sum_{n=0}^{2 N-2} P_{n} 2^{n} \tag{5.1}
\end{align*}
$$

The input $B$ is grouped into bits $\left\{b_{2 i+1}, b_{2 i}, b_{2 i-1}\right\}$ and the radix- 4 Booth encoder encodes these three consecutive bits into three signals $n e g_{i}, t w o_{i}$, and $z e r o_{i}$ as shown in Table 5.1. $n e g_{i}$ refers to the sign of each partial product operation, $t w o_{i}$ indicates whether the generated partial product is to be shifted, and $z e r o_{i}$ is marked high if the partial product is zero. Based on the signals $n e g_{i}$, two $_{i}$, and zero $i_{i}$, the corresponding row-wise partial product $P P_{i}$ is selected from $\{-2 A,-1 A, 0,+1 A,+2 A\}$.

Table 5.1: Recoding of multiplier bit groups and corresponding operation in exact radix-4 multiplier

| $b_{2 i+1}$ | $b_{2 i}$ | $b_{2 i-1}$ | $n e g_{i}$ | two $_{i}$ | zero ${ }_{i}$ | $P P_{i}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | 1 | 0 |
| 0 | 0 | 1 | 0 | 0 | 0 | $+A$ |
| 0 | 1 | 0 | 0 | 0 | 0 | $+A$ |
| 0 | 1 | 1 | 0 | 1 | 0 | $+2 A$ |
| 1 | 0 | 0 | 1 | 1 | 0 | $-2 A$ |
| 1 | 0 | 1 | 1 | 0 | 0 | $-1 A$ |
| 1 | 1 | 0 | 1 | 0 | 0 | $-1 A$ |
| 1 | 1 | 1 | 0 | 0 | 1 | 0 |

### 5.2 Proposed Architectures

Booth multipliers are suitable candidates for approximation partial product accumulation in addition to partial product generation. An exact radix-4 partial product generator requires all three signals $n e g_{i}, t w o_{i}$, and $z e r o_{i}$, to generate the partial product. In our work, a partial product generator is designed using only two of the three signals, namely $n e g_{i}$ and $t w o_{i}$. This partial product generator is used in proposed multipliers ABM-M1 and ABM-M2. In ABM-M3, a partial product generator is proposed which uses only the signal zero $i_{i}$. In all three designs, approximation is applied in partial product accumulation in addition to partial product generation.

### 5.2.1 ABM-M1 Approximate Multipliers

The exact partial product generator is shown in Figure 5.1. The logic equation of the partial product $p_{i j}$ outputted from the exact partial product generator is given by

$$
\begin{gather*}
m_{i}=\left(a_{j} \cdot \overline{t w o_{i}}\right)+\left(a_{j-1} \cdot t w o_{i}\right) \\
p_{i j}=\overline{z e r o_{i}} \cdot\left(n e g_{i} \oplus m_{i}\right) \tag{5.2}
\end{gather*}
$$

where $m_{i}$ is the output of the multiplexer and $a_{j}$ is the multiplicand input. The partial product generator circuit is approximated by changing 4 of 32 entries in the corresponding k -map, as shown in Figure 5.2, where 1 represents a change from ' 0 ' to ' 1 ' and 0 represents a change from ' 1 ' to ' 0 '. This results in an approximate partial product generator based on two signals, $n e g_{i}$ and $z e r o_{i}$, subsequently referred to as PPG-2S. The circuit schematic for this approximate partial product generator is shown in Figure 5.3 and can be expressed as

$$
\begin{equation*}
p_{i j}=\overline{a_{j}} \cdot n e g_{i}+a_{j} \cdot \overline{n e g_{i}} \cdot \overline{\text { zero }_{i}} \tag{5.3}
\end{equation*}
$$

When compared to the exact partial product generator, the PPG-2S circuit does not require a multiplexer or an $X O R$-gate and the output can be expressed using only $A N D$ and $O R$-gates. The error distance between the exact partial product generator and PPG-2S
is given in Table 5.2. Since the $t w o_{i}$ signal is absent in PPG-2S, the $+2 A$ and $-2 A$ cases are replaced with $+1 A$ and $-1 A$, respectively, which results in two cases with an error distance of $\pm 1$.


Figure 5.1: Circuit schematic for exact partial product generator


| two $_{\text {izero }}$ | $\mathrm{neg}_{i}$ |  |  |
| :---: | :---: | :---: | :---: |
| 00 | 01 | 11 | 10 |
| 1 | X | X | 1 |
| 1 | X | X | 1 |
| 0 | X | X | 0 |
| 0 | X | X | 0 |

Figure 5.2: k-map of approximate partial product generator


Figure 5.3: Circuit schematic for approximate two-signal partial product generator PPG-2S

The proposed approximate partial product generator PPG-2S is implemented in the ABMM1 multipliers. For these multipliers, approximation factors $p=12,14$, and 16 are chosen. The partial product matrix for a 16 -bit exact multiplier is shown in Figure 5.4, while the partial product matrix for a 16 -bit ABM-M1 multiplier is shown in Figure 5.5. In the


Table 5.2: Error distance of proposed approximate partial product generator based on two signals

| $n e g_{i}$ | $t w o_{i}$ | zero $_{i}$ | Exact $p p_{i j}$ for$a_{j} a_{j-1}$ |  |  |  | Exact OP | Approx. $p p_{i j}$ for$a_{j} a_{j-1}$ |  |  |  | Approx. OP | Error |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 00 | 01 | 10 |  |  | 00 | 01 | 10 | 11 |  |  |
| 0 | 0 | 1 |  | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 |  | 0 | 1 | 1 | +1A | 0 | 0 | 1 | 1 | +1A | 0 |
| 0 | 0 | 0 |  | 0 | 1 | 1 | +1A | 0 | 0 | 1 | 1 | +1A | 0 |
| 0 | 1 | 0 | 0 | 1 | 0 | 1 | $+2 A$ | 0 | 0 | 1 | 1 | +1A | 1 |
| 1 | 1 | 0 |  | 0 | 1 | 0 | $-2 A$ | 1 | 1 | 0 | 0 | $-1 A$ | -1 |
| 1 | 0 | 0 |  | 1 | 0 | 0 | $-1 A$ | 1 | 1 | 0 | 0 | $-1 A$ | 0 |
| 1 | 0 | 0 |  | 1 | 0 | 0 | $-1 A$ | 1 | 1 | 0 | 0 | $-1 A$ | 0 |
| 0 | 0 | 1 |  | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

ABM-M1 design, all partial products with a significance less than $p$ are generated using the approximate PPG-2S circuit and all remaining partial products are generated using the exact circuit. To reduce the height of the matrix, each correction term is combined with a partial product in its respective column using an $O R$-gate. Further, PPG-2S can be used in higher radix approximation. For radix-16 operation, $A N D$ operation of two zero signals of two consective rows is performed to find combined zero signal. It is then fed to PPG-2S and a partial product matrix as shown in Figure 5.6 is generated.

### 5.2.2 ABM-M2 Approximate Multipliers

The ABM-M2 multipliers differ from ABM-M1 in that the set of exact partial product generators in each row $i$ of the partial product matrix is replaced with a single PPG- 2 S . Three approximation factors $p=6,8$, and 10 are chosen. The least-significant $p$ bits of input $A$ are added and a value $a_{\text {sum }}$ is found. Based on $a_{\text {sum }}$, a value $a_{\forall j \in(0, p-1)}$ is found as given in equation 5.4. Partial product $p_{i, \forall j \in(0, p-1)}$ for each row is found by inputting $a_{\forall j \in(0, p-1)}$, and $n e g_{i}$ and $z e r o_{i}$ into PPG-2S. Small approximation factors were chosen because the approximation mechanism in ABM-M2 is more drastic, meaning that smaller values of $p$ are required to generate reasonable error metrics.

$$
\begin{gather*}
a_{\text {sum }}=\sum_{j=0}^{p-1} a_{j} \\
a_{\forall j \in(0, p-1)}= \begin{cases}1, & a_{\text {sum }}>p / 2 \\
0, & a_{\text {sum }} \leq p / 2\end{cases} \tag{5.4}
\end{gather*}
$$

An example with approximation factor $p=8$ is illustrated in Figure 5.7, which depicts the transformation of the exact partial product matrix to an approximate partial product matrix. For $p=8$, the least 8 bits of input $A$ are added and a value $a_{\text {sum }}$ is found. From $a_{\text {sum }}$, a value from $a_{\forall j \in(0,7)}$ is found as per equation 5.4, which is then used to generate the approximate partial product $p_{i, \forall j \in(0,7)}$ using $n e g_{i}$ and $z e r o_{i}$ in the row $i$.
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Figure 5.5: Partial product matrix of a 16 -bit $\mathrm{ABM}-\mathrm{M} 1$ multiplier with $p=14(\boldsymbol{\text { : a }}$ a partial product, O: a sign-extension
term, ■: an approximate partial product generated with $\mathrm{PPG}-2 \mathrm{~S}$, $\odot$ : term resulting from $O R$-ing the least-significant bit of a partial product with its correction term).

$\begin{array}{ll}0 & \bullet \\ 0 & \bullet \\ 0 \\ 0\end{array}$



Figure 5.7: Partial product matrix of a 16 -bit ABM-M2 multiplier with $p=8$. The width of the matrix is reduced by adding the $p$ least significant bits of each partial product, comparing the result to $p$, and then using the resulting 1-bit or 0 -bit as an input to PPG-2S ( : a partial product, O: a sign-extension term, ■: approximate partial product generated


### 5.2.3 ABM-M3 Approximate Multipliers

In the ABM-M3 multiplier design, an approximation is proposed based on the zero-values of input $A$ and signal $z e r o_{i}$. Three approximation factors $p=12,14$, and 16 are chosen. For approximation factor $p$, all partial products with significance less than $p$ are reduced to a single approximate partial product. Considering the exact partial product matrix in Figure 5.4, for a row $i$, let $l$ be the number of bits with a significance less than $p$. For a row $i, a_{\forall j \in(0, p-(2 i+1))}$ is generated by $O R$-ing the $l$ least-significant bits of $A$. The approximate partial product for the row $i$ is then generated by the use of PPG-1S as shown in Figure 5.8. PPG-1S takes in the result of the $O R$ operation and the single signal $z e r o_{i}$ to produce the approximate partial product for that row.


Figure 5.8: Circuit schematic for approximate single-signal partial product generator PPG-1S

An example with $p=14$ is given in Figure 5.9. For the fourth row with $i=3, a$ ranging from 0 to $p-7$ are given to the $p-6$ input $O R$-gate. The output of this $O R$-gate $a_{\forall j \in(0, p-7)}$ and the signal $\overline{z^{2 O_{3}}}$ are given to the $A N D$-gate. Based on these values, the partial product $p_{i, \forall j \in(0, p-7)}$ is found. Similarly, for the first row, input $a$ from 0 to $p-1$ and zero ${ }_{0}$ are considered. In the second row, the value of the first row, input $a$ from 0 to $p-3$, and zero ${ }_{1}$ are considered. In the third row, input $a$ from 0 to $p-5$ and $z e r o_{2}$ are considered, and so on.

### 5.3 Results and Discussion

The proposed approximate multipliers (i.e. ABM-M1, ABM-M2, and ABM-M3) and existing approximate multipliers are implemented in Verilog HDL and are verified using the ModelSim


 by $O R$-ing together for each partial product all bits with a significance less than $p$ and then using the result of the $O R$ operation as an input into PPG-1S ( : a partial product, O: a sign-extension term, ם: a correction bit, ■: approximate partial product generated using PPG-1S)

HDL simulator. The multipliers are then synthesized with the Synopsys compiler DC using the TSMC 65 nm library at typical process corner. The largest critical path delay of all designs, i.e. exact radix- 8 multiplier was measured to be 1.19 ns and that delay was then used as the timing constraint for all following simulations.

The error characteristics of the proposed multipliers are reported in Table 7.2, along with the error metrics of other contemporary multipliers used as comparison designs. Area, power and area power product (APP) metrics of both the proposed multipliers and the comparison multipliers are reported in Table 7.3.

Comparison multipliers include the ABM1 and ABM2-C9 designs proposed by Jian et al. in [78], as well as the R4ABM1 multiplier proposed by Liu et al. in [56]. ABM1 and ABM2-C9 of [78] utilizes an approximate adder with error recovery and error compensation modules. In R4ABM1 design of [56], the input groups of multiplier are used in exact and approximate partial product generation and to reduce the logic complexity of exact partial product generator, $\pm 2 \times$ multiplicand is replaced by zero.

### 5.3.1 Error Analysis

A SystemVerilog testbench and a Python script were used to compare the output of the proposed multipliers with the result of the exact multiplication operation for one million randomly-generated pairs of inputs. MRED and NMED were calculated for all multipliers as summarized in Table 7.2.

The ABM-M1 and ABM-M3 designs exhibit the most competitive error characteristics. When comparing the proposed designs to R4ABM1 for each value of $p$, the NMED values of both ABM-M1 and ABM-M3 are significantly lower and the MRED values are less than half of those measured for R 4 ABM 1 . The error values of $\mathrm{ABM}-\mathrm{M} 1$ for $p=14$ are competitive with ABM1, in which MRED values are similar but NMED of ABM-M1 is an order of magnitude less than that of ABM1. All three designs of ABM-M1 achieve better error characteristics than ABM2-C9. ABM-M3 exhibits error metrics competitive with ABM1 for $p=12$ and $p=14$, and all three versions of ABM-M3 exhibit lower NMED than ABM2-C9. NMED values of ABM-M2 are comparatively large, but MRED of ABM-M2 for $p=6$ is within the same order of magnitude as R4ABM1 for $p=14$ and $p=16$. When partial product

Table 5.3: MRED and NMED values of proposed and existing approximate multipliers

| Approximate <br> Design <br> (16-bit) | $p$ | MRED $\left(10^{-2}\right)$ | NMED $\left(10^{-5}\right)$ |
| :---: | :---: | :---: | :---: |
| ABM-M1 | 12 | 0.016 | 0.549 |
|  | 14 | 0.030 | 0.766 |
|  | 16 | 0.079 | 2.080 |
| ABM-M2 | 6 | 0.663 | 26.611 |
|  | 8 | 2.689 | 108.727 |
|  | 10 | 10.723 | 441.429 |
| ABM-M3 | 12 | 0.020 | 0.200 |
|  | 14 | 0.082 | 0.853 |
|  | 16 | 0.340 | 3.615 |
| R4ABM1 [56] | 12 | 0.038 | 0.843 |
|  | 14 | 0.124 | 1.844 |
|  | 16 | 0.473 | 6.419 |
| ABM1 [78] | - | 0.040 | 1.936 |
| ABM2-C9 [78] | - | 0.089 | 4.450 |

Table 5.4: Area, power, and area-power product values of proposed and existing approximate multipliers

| Design <br> (16-bit) | $p$ | Area $\left(\mu \mathrm{m}^{2}\right)$ | Power $(\mathrm{mW})$ | $\begin{gathered} \mathrm{APP} \\ \left(\mu \mathrm{~m}^{2} \cdot \mathrm{~mW}\right) \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: |
| Exact radix-4 | - | 3904 | 1.309 | 5110 |
| Exact radix-8 | - | 4401 | 1.369 | 6025 |
| ABM-M1 | 12 | 3375 | 1.183 | 3993 |
|  | 14 | 3371 | 1.162 | 3917 |
|  | 16 | 3129 | 1.108 | 3467 |
| ABM-M2 | 6 | 2379 | 0.835 | 1986 |
|  | 8 | 2040 | 0.700 | 1428 |
|  | 10 | 1596 | 0.529 | 844 |
| ABM-M3 | 12 | 2625 | 0.941 | 2470 |
|  | 14 | 2262 | 0.805 | 1821 |
|  | 16 | 1848 | 0.649 | 1199 |
| R4ABM1 [56] | 12 | 3822 | 1.217 | 4651 |
|  | 14 | 3610 | 1.148 | 4144 |
|  | 16 | 3466 | 1.106 | 3833 |
| ABM1 [78] | - | 3399 | 1.149 | 3905 |
| $\begin{aligned} & \text { ABM2-C9 } \\ & {[78]} \end{aligned}$ | - | 3025 | 1.083 | 3276 |

accumulation of the multiplier is performed with approximate adders and compressors for $p=16$, it has MRED and NMED values similar to ABM-M3 of $p=16$.

### 5.3.2 Hardware Measures

The three proposed designs are based off the radix-4 Booth multiplication algorithm. All three proposed designs exhibit significant area and power savings over the exact radix-4 multiplier. The proposed ABM-M1 designs allow for APP savings in the range of $22 \%$ to $32 \%$, and the ABM-M3 designs provide APP savings in the range of $52 \%$ to $77 \%$. ABM-M2 exhibits the most substantial APP reduction, with $p$ values of 12,14 , and 16 corresponding to APP savings of $61 \%, 72 \%$, and $83 \%$, respectively.

The proposed designs also exhibit significant power and area savings over the R4ABM1 designs. As described in the error analysis, ABM-M1 and ABM-M3 compete best with the R4ABM1 design. ABM-M1 designs exhibit APP savings in the range of $5 \%$ to $14 \%$ and ABM-M3 in the range of $52 \%$ to $77 \%$ when compared to R4ABM1. The ABM1 and ABM2C9 designs are based off the radix- 8 Booth multiplication algorithm. Even when compared to the larger APP of the exact radix-8 multiplier, the APP reductions of ABM-M1 and ABM-M3 described previously are substantially larger than the ABM1 savings of $35 \%$ and ABM2-C9 savings of $36 \%$. When partial product accumulation of the multiplier is performed with approximate adders and compressors for $p=16$, it has a APP saving of $61 \%$ when compared to radix-8 multiplier.

### 5.4 Applications

In this section, the proposed and existing approximate multipliers are tested with two applications - image multiplication and matrix multiplication.

### 5.4.1 Image Multiplication

The discussed approximate Booth multipliers are applied to image multiplication. A 16-bit image is taken and its pixel values are shifted from the range [0, 65535] to [ $-32768,32767$ ].

The image is then multiplied by a constant on a pixel-by-pixel basis in order to brighten the image. The exact Booth multiplier, existing approximate Booth multipliers, and the proposed multipliers are used in this application by the use of MATLAB. To compare the image quality of exact and approximate Booth multiplier units, PSNR is used as a performance metric.

The resulting images of exact, proposed and existing multipliers and their corresponding PSNR values are shown in Figure 5.10. For all the models, the image quality deteriorates with increasing approximation factor. The results of this application show that ABM-M1 and ABM-M3 with approximation factors $p=12,14$, and 16 outperform R4ABM1 with equivalent approximation factors, ABM1, and ABM2-C9. Similarly, ABM-M2 exhibits better PSNR values for approximation factors $p=6$ and 8 . ABM-M1 with $p=12,14$, and 16, ABM-M3 with $p=12,14$, and 16 , and ABM-M2 with $p=6$ are suitable candidates for image processing applications which require negligible loss in image quality.

### 5.4.2 Matrix Multiplication

Matrix multiplication is a basic computing operation used in applications such as deep learning, convolution, and transforms in image and video processing, graphics, and robotic applications. Matrix multiplication is one of the most important kernel operations in these applications. In this work, $2 \times 2$ matrices are chosen for matrix multiplication. The existing and proposed multipliers are tested by taking 50,000 matrix multiplication test cases. MRED is taken as the error metric to assess the quality of approximate multipliers. MRED is the result of absolute difference between matrix multiplication results of approximate multiplier and exact multiplier, scaled by actual value of exact matrix multiplication result. The MRED values are listed in Table 5.5. It can be seen that the proposed multipliers perform better than existing state-of-the-art approximate Booth multipliers. The findings are consistent with MRED values discussed in Table 7.2.


Figure 5.10: (a) Input image. Images after image multiplication using (b) exact multiplier, the proposed multipliers with their PSNR values in dB (c) ABM-M1 ( $p=12$ ) (d) ABM-M1 $(p=14)(\mathrm{e})$ ABM-M1 $(p=16)(\mathrm{f})$ ABM-M2 $(p=6)(\mathrm{g})$ ABM-M2 $(p=8)(\mathrm{h})$ ABM-M2 $(p=10)(\mathrm{i})$ ABM-M3 $(p=12)(\mathrm{j})$ ABM-M3 $(p=14)(\mathrm{k})$ ABM-M3 $(p=16)$, the existing comparison multipliers (l) R4ABM1 [56] ( $p=12$ ) (m) R4ABM1 [56] ( $p=14$ ) (n) R4ABM1 [56] ( $p=16$ ) (o) ABM1 [78] (p) ABM-C9 [78]

Table 5.5: MRED values of proposed and existing approximate multipliers used in matrix multiplication application

| Approximate <br> Design <br> (16-bit) | $p$ | MRED <br> $\left(10^{-2}\right)$ |
| :---: | :---: | :---: |
| ABM-M1 | 12 | 0.028 |
|  | 14 | 0.034 |
|  | 16 | 0.104 |
| ABM-M2 | 6 | 1.830 |
|  | 8 | 9.540 |
|  | 10 | 21.800 |
| ABM-M3 | 12 | 0.018 |
|  | 14 | 0.048 |
|  | 16 | 0.317 |
| R4ABM1 [56] | 12 | 0.058 |
|  | 14 | 0.148 |
|  | 16 | 0.514 |
| ABM1 [78] | - | 0.062 |
| ABM2-C9 [78] | - | 0.153 |

# 6 Approximate Sum of Products Designs Based 

## on

## Distributed Arithmetic ${ }^{1}$

In this chapter, approximate sum of product units based on distributed arithmetic are proposed. Novel approximate sum of products designs are proposed using efficient distributed arithmetic structure. Approximation involves changes with respect to word length, number of lookup tables, and number of elements in the final accumulator. Three models are proposed. First model provides significant power reduction with lower MRED and NMED. Second and third models with increased area and power compared to first model provides better accuracy. In the proposed approximate structures, reductions in number of lookup tables, length of adders and accumulator size are employed for approximation. Compared to the exact sum of products unit, the proposed models have reduced circuit complexity.

Section 6.1 describes distributic arithmetic based sum of products computation. In section 6.2, three architectures are proposed. Section 6.3, approximate architectures are comparted with state of the art existing architectures. In section 6.4, one application on smoothing and one machine learning application - K-means clustering for color image compression are discussed.

[^2]
### 6.1 Sum of Products Units Based on Distributed Arithmetic

Distributed arithmetic is a popular technique for implementing sum of products computations without the use of multipliers. Sum of products units based on distributed arithmetic are frequently used in filters and other DSP applications. The main advantage of distributed arithmetic is its high computational efficiency. Distributed arithmetic distributes multiply and accumulate operations across adders, lookup tables and final accumulation in such a way that conventional multipliers are not required.

Consider unsigned $K$ elements of $N$-bits $a_{1}, a_{2}, \ldots, a_{K}$ and $b_{1}, b_{2}, \ldots, b_{K}$. To implement sum of products $a_{1} b_{1}+a_{2} b_{2}+\cdots+a_{K} b_{K}$, the result $y$ can be defined as

$$
\begin{equation*}
y=\sum_{n=0}^{N-1} x_{n} 2^{n} \tag{6.1}
\end{equation*}
$$

where $x_{n}=\sum_{k=1}^{K} a_{k} b_{k n}$ represents summation of inputs $a_{1}, a_{2}, \ldots, a_{K}$ based on the elements $b_{1 n}, b_{2 n}, \ldots, b_{K n}$ for bit position $n$. For example, for $k=1,2,3$ (three elements of inputs $a$ and $b$ ) for bit position $n$, selection of summation of $a$ inputs based on $b$ is shown in Table 6.1. In Table 6.1, $a_{i j}$ represents $a_{i}+a_{j}$. To implement this table, a lookup table can be used. All possible $2^{K}$ combinations of inputs $a$ are stored in a lookup table. For a bit width of $N$, $N$ lookup tables are required. To implement sum of products using distributed arithmetic, initially $N$-bit adders are required to perform $\sum_{k=1}^{K} a_{k} b_{k n}$. Then $N$ lookup tables are required. The contents are chosen based on $b_{k n}$ for $n=0,1,2, \ldots, N-1$. All contents are placed in final accumulator structure. The final accumulator stage has $N$ elements. Hence sum of products structure based on distributed arithmetic requires adders to perform summation of $a_{k}$, lookup tables and a final accumulator. A general lookup table and its structure of sum of products based on distributed arithmetic for $K=3$ and $N=16$ is shown in Figure 6.1. Approximation in [85] involves changing the limits of equation 6.1 from $m$ to $N-1$, where $m$ is the number of lookup tables to be truncated.


Figure 6.1: Lookup table and corresponding exact sum of products structure for $K=3$ and $N=16$


Table 6.1: Lookup table contents of sum of products for $K=3$

| $b_{1 n}$ | $b_{2 n}$ | $b_{3 n}$ | Contents |
| :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 |
| 0 | 0 | 1 | $a_{3}$ |
| 0 | 1 | 0 | $a_{2}$ |
| 0 | 1 | 1 | $a_{23}$ |
| 1 | 0 | 0 | $a_{1}$ |
| 1 | 0 | 1 | $a_{13}$ |
| 1 | 1 | 0 | $a_{12}$ |
| 1 | 1 | 1 | $a_{123}$ |

### 6.2 Proposed Approximate Sum of Products Architectures

In our work, $K$ is 3 and $N$ is 16 . For conventional implementation of sum of products unit based on parallel distributed arithmetic [84], three two-input 16 bit adders, one three-input 16 bit adder, 16 lookup tables with 8 cases, and final accumulator with 16 elements are required. In our approximation models, hardware requirements are considerably reduced. Three models of approximate sum of products (ASOP) - ASOP1, ASOP2 and ASOP3 are proposed.

### 6.2.1 Proposed Approximate Sum of Products Model ASOP1

In approximate model $1, K$ is 3 and $N$ is reduced. $m$ bits at the least significant part of $a_{k}$ and $b_{k}$ for $k=1,2,3$ are truncated. $m=8,6$, and 4 bits are implemented. For this implementation, three two-input $16-m$ bit adders, one three-input $16-m$ bit adder, $16-m$ lookup tables with 8 cases, and final accumulator with $16-m$ elements are required. This considerably reduces the hardware utilization at all the levels. The approximate model with reduced elements is


Figure 6.3: Approximate lookup table and corresponding approximate sum of products (ASOP2) structure for $K=3$ and $N=16$
shown in Figure 6.2. In [85], by implementing equation 6.1 with limits $m$ to $N-1$, the number of look up tables reduces to $16-m$ and $16-m$ elements are sent to the final accumulator (16-m $\times 18$ ). It should be noted that in ASOP1, the number of input bits to the adders is reduced, which further reduces complexity of accumulator ( $16-m \times 18-m$ ), compared to [85].

### 6.2.2 Proposed Approximate Sum of Products Model ASOP2

ASOP2 is similar to ASOP1 with the addition of $m$-bit leading one predictor. This increases the accuracy, and more suitable for DSP application which will be discussed later in this section. In our method, leading one prediction of $a_{k}$ and $b_{k}$ for $k=1,2,3$ requires $O R$


Figure 6.4: Least significant part of the approximate sum of products (ASOP3) structure
operation of most significant $m$ bits of $a_{k}$ and $b_{k}$ for $k=1,2,3$ followed by priority encoder. The function of $O R$ gates can be given as $a_{m_{o r}}=a_{1 m}\left|a_{2 m}\right| a_{3 m}$ and $b_{m_{o r}}=b_{1 m}\left|b_{2 m}\right| b_{3 m}$ where $k m$ represents first $m$ bits of $k$ th element, for $m=4,6$ or 8 . After the leading one prediction, ASOP1 structure is used for the computation of elements starting from the leading one position. Steps followed in ASOP2 can be illustrated with example as follows

- Consider the input elements as

$$
\begin{aligned}
& a_{1}=" 0011001000101110 " \\
& a_{2}=" 0001011000101011 " \\
& a_{3}=" 0010011001101000 " \\
& b_{1}=" 0001001011101001 "
\end{aligned}
$$

$$
\begin{aligned}
& b_{2}=" 0001101000101110 " \\
& b_{3}=" 0000101011101011 " .
\end{aligned}
$$

- For $m=4$, the combination of first four bits using $O R$ gate is computed.

$$
a_{m_{o r}}=0011
$$

- In this example, leading one predictor predicts zeros in first two bits of bit positions ' 15 ' and ' 14 ' of $a_{1}, a_{2}$ and $a_{3}$. From the next consecutive bit position ' 13 ', information is trimmed.
- 12 -bit ( $16-m$ ) information starting from bit position ' 13 ' to ' 2 ' of $a_{1}, a_{2}$ and $a_{3}$ (" 110010001011 ", "010110001010", "100110011010") are taken and fed to the inputs of the lookup tables.
- For $m=4, b_{m_{o r}}=0001$, leading one predictor detects zeros in first three bits of bit positions ' 15 ', ' 14 ' and ' 13 ' of $b_{1}, b_{2}$ and $b_{3}$.
- 12-bit ( $16-m$ ) information starting from bit position ' 12 ' to ' 1 ' of $b_{1}, b_{2}$ and $b_{3}$ (" 100101110100 ", "110100010111", "010101110101") are taken and fed as control signals of lookup tables.

The overall structure of ASOP2 is given in Figure 6.3, where $L Z A$ refers to leading zeros in $a_{m_{o r}}$ and $L Z B$ refers to leading zeros in $b_{m_{o r}}$. ASOP2 reduces the negative effects of truncation, especially when there is information only in least significant parts of the inputs. In DSP applications, pixel values are highly correlated and number of initial zeros of $a_{k}$ and $b_{k}$ for $k=1,2,3$ have high chances of being same. Using $O R$ gate for combining the elements and using a leading one predictor afterward reduces hardware resources to be used.

### 6.2.3 Proposed Approximate Sum of Products Model ASOP3

In ASOP1, the least significant part $m=8,6$, and 4 bits are truncated. In ASOP1, $m$ bits are truncated from the 18 bit outputs of the lookup table contents. And also, $m$ control signals $b_{1 n}, b_{2 n}, b_{3 n}$ of the lookup table for $n=0,1, . . m-1$ are truncated.

In ASOP3, instead of truncation, approximation is employed. Lookup table output contents are divided into $18-m$ bits and $m$ bits. The inputs $b$ are divided to $16-m$ group and $m$ group. ASOP1 is used for the first $16-m$ group. For the least $m$ bits group of $b_{k}$
for $k=1,2,3$, the control signals are grouped in pair. $m$ lookup tables are reduced to $m / 2$ tables. The additional hardware required for ASOP3 is given in Figure 6.4.

- Consider the input elements as

$$
\begin{aligned}
& a_{1}=" 0011001000101110 " \\
& a_{2}=" 0001011000101011 " \\
& a_{3}=" 0010011001101000 " \\
& b_{1}=" 0001001011101001 " \\
& b_{2}=" 0001101000101110 " \\
& b_{3}=" 0000101011101011 " .
\end{aligned}
$$

- For $m=4, a_{23}, a_{13}, a_{12}$ and $a_{123}$ are calculated.
- Except for least $m$ bits, other bits are given to ASOP1 structure, and 12-bit (16-m) information starting most significant bit of $b_{1}, b_{2}$ and $b_{3}$ are taken and fed as control signals of lookup tables.
- For the least significant bits calculation, least significant $m$ bits of $a_{23}, a_{13}, a_{12}$ and $a_{123}$ are used as inputs to the lookup table.
- The number of lookup tables are reduced by half, by ORing each pair of control signals. In this scenario, for lookup table of $n=1 \mid 0$, the control signals would be 111.


### 6.3 Results and Discussion

Exact and approximate sum of products units described in Verilog HDL are implemented in TSMC 65 nm library using Synopsys compiler at the typical process corner. The exact and approximate sum of products units are modeled for $N=16$. The efficiency of the proposed sum of products units is compared with existing approximate sum of products models [85, 62, 100, 54]. Approximate design model of parallel implementation of [85] is used to design truncated sum of products unit with least significant bits truncated in the lookup tables part. Two versions of truncation- with 10 bits truncated and 8 bits truncated are designed (TRUNC1 and TRUNC2). [62, 100, 54] propose approximate multipliers. These

Table 6.2: Implementation results of exact, existing and proposed approximate sum of products units

| Sum of Products <br> Type | Area ( $\mu m^{2}$ ) | Delay ( $n s$ ) | Power ( $m W$ ) |
| :---: | :---: | :---: | :---: |
| Exact unit | 11120 | 0.9 | 4.72 |
| ASOP1 (m=8) | 4030 | 0.7 | 1.44 |
| ASOP1 (m=6) | 5648 | 0.7 | 2.28 |
| ASOP1 (m=4) | 7030 | 0.8 | 2.92 |
| ASOP2 (m=8) | 7526 | 0.9 | 2.15 |
| ASOP2 (m=6) | 8960 | 1 | 3.17 |
| ASOP2 (m=4) | 10167 | 1 | 3.98 |
| ASOP3 (m=8) | 5790 | 0.7 | 1.97 |
| ASOP3 (m=6) | 6484 | 0.8 | 2.39 |
| ASOP3 (m=4) | 8812 | 0.8 | 3.56 |
| TRUNC1 [85] | 5538 | 0.7 | 2.11 |
| TRUNC2 [85] | 7110 | 0.7 | 2.72 |
| ACM-SOP [62] | 9779 | 0.6 | 2.06 |
| PROB-SOP [100] | 9784 | 0.6 | 2.94 |
| PERF-SOP [54] | 7185 | 0.7 | 2.44 |

approximate multipliers are used in construction of sum of products units. In [62], approximate compressor is used to construct 16- bit multipliers, approximate compressors based multipliers (ACM) and they are added to compute SOP (ACM-SOP). In [100], probabilistic multiplier of Chapter 4 is analyzed (PROB). For our comparison, three 16 -bit probabilistic multipliers are designed and they are added to form SOP (PROB-SOP). Partial product perforation technique discussed in [54] is used to design perforated multiplier for $j=2, k=8$ and a Dadda tree structure is used to accumulate reduced partial product structure. The 16 bit multipliers are constructed using this technique for SOP (PERF-SOP). Error analysis of the approximate sum of products models are done using MATLAB with inputs of 1 million uniform random variable combination.

Table 6.2 compares all designs in terms of area, delay and power. ASOP1 with $m=8$ offers area, delay and power savings upto $64 \%, 22 \%$ and $70 \%$ respectively over the exact sum of product unit. ASOP2 saves up to $32 \%$ in area and $54 \%$ in power. ASOP3 saves up to $48 \%, 22 \%$ and $58 \%$ in area,delay and power respectively. While ASOP1 and ASOP3 version has delay improvement ranging from $11 \%$ to $22 \%$, ASOP2 versions has increase in delay due to leading one prediction. However, they have significant reduction in area and power, and better accuracy as seen in Table 6.3.

From Table 6.3, error metrics MRED and NMED of approximate units along with their area power product (APP) and delay power product (PDP) can be seen. When compared to TRUNC1 unit, ASOP1 ( $m=8$ ) has improved APP and PDP of $50 \%$ and $30 \%$ respectively, whereas ASOP3 $(m=8)$ have slightly better APP and PDP. MRED of ASOP1 $(m=8)$ and ASOP3 ( $m=8$ ) are one order of magnitude better than TRUNC1 whereas their NMEDs are $50 \%$ and $61 \%$ lower respectively. Compared to TRUNC2, ASOP1 $(m=6)$ has a $33 \%$ better APP, $16 \%$ better PDP, $51 \%$ and $49 \%$ lower MRED and NMED, respectively. All versions of ASOP have better MRED and NMED than ACM-SOP, PROB-SOP and PERF-SOP. Compared to ACM-SOP, PROB-SOP and PERF-SOP, ASOP1 ( $m=8,6$ ), ASOP2 ( $m=8$ ), ASOP3 $(m=8,6)$ have improved APP, and ASOP1 $(m=8)$ have improved PDP. ASOP1, ASOP2 and ASOP3 of $m=4$ have the best MRED and NMED values. Considering all the cases, proposed sum of products units has better area and power savings and better accuracy compared to existing approximate designs.

ASOP1 $(m=8)$ has the least APP and PDP of all, with its MRED and NMED better than TRUNC1, ACM-SOP, PROB-SOP and PERF-SOP. ASOP1 ( $m=6$ ) and ASOP3 ( $m=6$ ) have better APP, MRED and NMED compared to TRUNC2, ACM-SOP, PROB-SOP and PERFSOP. ASOP1 $(m=8,6)$ and ASOP3 $(m=8)$ perform better than PROB-SOP and PERF-SOP in all four aspects. While other ASOPs have higher APP and PDP, compared to existing designs, they are to be used in applications demanding reduced error. However with ASOP1 of $m=8,6$, ASOP2 of $m=8$ and ASOP3 of $m=8,6$, it is proved that the proposed model has better results in design and error metrics compared to existing designs.

In Figure 6.5, APP and MRED for uniform random variables are sorted in ascending order for the proposed 9 approximate sum of products designs and five approximate models from the literature. ASOP1 $(m=8)$ has the best area power product, whereas ASOP3 $(m=4)$ has the best MRED in terms of uniform random variables.

### 6.4 Applications

### 6.4.1 Image Processing - Gaussian Filtering

Gaussian filtering [101] is a popular filtering technique used in signal processing applications such as image smoothing, edge detections and texture segmentation. Image smoothing is performed to reduce the image noise by using convolution. In this work, $3 \times 3$ gaussian filter is used to reduce noise of input image. The hardware of $3 \times 3$ filter requires 3 sum of products units.16- bit image with gaussian noise is taken for analysis. Smoothing is performed by performing 2-dimensional convolution operation over every pixel of image. $3 \times 3$ gaussian filter can be given as

$$
\left[\begin{array}{lll}
0.077847 & 0.123317 & 0.077847 \\
0.123317 & 0.195346 & 0.123317 \\
0.077847 & 0.123317 & 0.077847
\end{array}\right]
$$

Exact and approximate sum of products units are used to gaussian convolution operation on the image. Mean square error is found between the smoothed image using exact sum of

Table 6.3: Error metrics, area power product and power delay product of exact, existing and proposed approximate sum of products units

| Sum of Products <br> Type | MRED | NMED | APP | PDP |
| :---: | :---: | :---: | :---: | :---: |
| Exact unit | - | - | 52486.4 | 4.248 |
| ASOP1 (m=8) | $9.76 \times 10^{-3}$ | $1.94 \times 10^{-3}$ | 5803.2 | 1.008 |
| ASOP1 (m=6) | $2.42 \times 10^{-3}$ | $4.80 \times 10^{-4}$ | 12877.4 | 1.596 |
| ASOP1 (m=4) | $5.76 \times 10^{-4}$ | $1.14 \times 10^{-4}$ | 20527.6 | 2.336 |
| ASOP2 (m=8) | $8.37 \times 10^{-3}$ | $1.81 \times 10^{-3}$ | 16180.9 | 1.935 |
| ASOP2 (m=6) | $2.07 \times 10^{-3}$ | $4.48 \times 10^{-4}$ | 28403.2 | 3.17 |
| ASOP2 (m=4) | $4.88 \times 10^{-4}$ | $1.06 \times 10^{-4}$ | 40464.7 | 3.98 |
| ASOP3 (m=8) | $7.94 \times 10^{-3}$ | $1.54 \times 10^{-3}$ | 11406.3 | 1.379 |
| ASOP3 (m=6) | $1.97 \times 10^{-3}$ | $3.80 \times 10^{-4}$ | 15496.8 | 1.912 |
| ASOP3 (m=4) | $4.69 \times 10^{-4}$ | $9.06 \times 10^{-5}$ | 31370.7 | 2.848 |
| TRUNC1 [85] | $1.95 \times 10^{-2}$ | $3.90 \times 10^{-3}$ | 11685.2 | 1.477 |
| TRUNC2 [85] | $4.89 \times 10^{-3}$ | $9.73 \times 10^{-4}$ | 19339.2 | 1.904 |
| ACM-SOP [62] | $3.30 \times 10^{-1}$ | $3.89 \times 10^{-2}$ | 20144.7 | 1.236 |
| PROB-SOP [100] | $5.30 \times 10^{-2}$ | $1.35 \times 10^{-2}$ | 28765 | 1.764 |
| PERF-SOP [54] | $1.95 \times 10^{-2}$ | $3.89 \times 10^{-3}$ | 17531.4 | 1.708 |



Figure 6.5: Ranked (a) APP (b) MRED


Figure 6.6: Ranked PSNR of approximate sum of products units in Gaussian filtering application
products unit and approximate sum of products units. To compare the image compression quality of exact and approximate sum of products units, PSNR is used.

The original input image and resultant images after image smoothing using exact and approximate sum of product units with their PSNR values are shown in Figure 6.7. ACM-SOP has a tendency to produce non-zero results for zero inputs, and produces sum of products output value exceeding 65535, so it is not included in the figure and tables. ASOP versions have significantly higher PSNR compared to existing approximate units, and it can be noticed that ASOP2 in particular achieves the high PSNR values. ASOP2 versions perform significantly better than other designs due to the presence of leading one predictor. Also, ASOP1 and ASOP3 versions where approximation is applied to 6 bits and 4 bits ( $m=6$ and $m=4$ ), perform better than TRUNC1 and TRUNC2, where 10 bits and 8 bits are truncated respectively. Compared to sum of products units made of individual 16- bit approximate multipliers i.e., ACM-SOP, PROB-SOP and PERF-SOP, proposed ASOP units, TRUNC1 and TRUNC2 have better PSNR. ASOP2 $(m=4)$ version has the highest PSNR of all approximate designs.

In Figure 6.6, PSNR of image smoothing application are sorted in descending order for the approximate units. ASOP2 $(m=4)$ has the best PSNR in terms of Gaussian image processing application.

### 6.4.2 Color Compression- K-means Clustering

K-means clustering algorithm is a well known machine learning algorithm. It is used to group similar multi-dimensional data points based on the a distance measure. Sufficient number of initial cluster points are chosen from the input, and the distance between existing points and chosen cluster points are calculated. Based on minimum distance, each point is allocated to a cluster. In our application, K-means steps can be given as

- Colored images are stored with color information of 3 bytes in each pixel. In this work, an RGB (Red, Green, Blue) image is taken. These images are stored as compressed image after K-means clustering color compression.
- Random initialization of K-clusters from the data points in the input image is performed.
- With Euclidean distance measurement, each data point is assigned to the nearest cluster value.
- The final compressed image has pixel values from one of the cluster points where it finds its closest match.

K-means algorithm is widely used in image processing for compression of color images. Approximate sum of products units are used to perform distance measures. PSNR is based on MSE found between resulting image of exact input image before compression and the images generated from k-means algorithm after compression.

The original input image and resultant images after color compression using exact and approximate sum of product units are shown in Figure 6.8. Their NMED, MRED and PSNR values are given in Table 6.4. ASOP versions have significantly higher PSNR compared to existing approximate units, and it can be noticed that they achieve the same PSNR as achieved by the exact unit. ASOP2 versions behave better in this application, whereas ASOP3 has better results with uniforms random variables. ASOP2 ( $m=4$ ) version has lower MRED and NMED of all approximate designs.


Figure 6.7: (a) Input noisy image. Images after gaussian smoothing using (b) exact multiplier (c) ASOP1 ( $m=8$ ) (d) ASOP1 ( $m=6$ ) (e) ASOP1 ( $m=4$ ) (f) ASOP2 ( $m=8$ ) (g) ASOP2 $(m=6)(\mathrm{h})$ ASOP2 $(m=4)$ (i) ASOP3 $(m=8)(\mathrm{j})$ ASOP3 $(m=6)(\mathrm{k})$ ASOP3 ( $m=4$ ) (l) TRUNC1 (m) TRUNC2 (n) PROB-SOP (o) PERF-SOP

Table 6.4: Error metrics and PSNR of exact, existing and proposed approximate sum of products units used in K-means application

| Sum of Products Type | MRED | NMED | PSNR (dB) |
| :---: | :---: | :---: | :---: |
| Exact unit | - | - | 31.65 |
| ASOP1 $(m=8)$ | $5.52 \times 10^{-2}$ | $1.29 \times 10^{-3}$ | 31.65 |
| ASOP1 $(m=6)$ | $1.66 \times 10^{-2}$ | $3.23 \times 10^{-4}$ | 31.65 |
| ASOP1 $(m=4)$ | $5.23 \times 10^{-3}$ | $8.16 \times 10^{-5}$ | 31.65 |
| ASOP2 $(m=8)$ | $6.22 \times 10^{-3}$ | $1.10 \times 10^{-3}$ | 31.65 |
| ASOP2 $(m=6)$ | $1.41 \times 10^{-3}$ | $2.72 \times 10^{-4}$ | 31.65 |
| ASOP2 $(m=4)$ | $2.82 \times 10^{-4}$ | $6.42 \times 10^{-5}$ | 31.65 |
| ASOP3 $(m=8)$ | $4.40 \times 10^{-2}$ | $9.58 \times 10^{-4}$ | 31.65 |
| ASOP3 $(m=6)$ | $1.33 \times 10^{-2}$ | $2.38 \times 10^{-4}$ | 31.65 |
| ASOP3 $(m=4)$ | $3.40 \times 10^{-3}$ | $5.66 \times 10^{-5}$ | 31.65 |
| TRUNC1 $[85]$ | $1.15 \times 10^{-1}$ | $2.61 \times 10^{-3}$ | 31.56 |
| TRUNC2 $[85]$ | $3.41 \times 10^{-2}$ | $6.50 \times 10^{-4}$ | 31.65 |
| PROB-SOP $[100]$ | $4.83 \times 10^{-2}$ | $6.57 \times 10^{-3}$ | 31.64 |
| PERF-SOP $[54]$ | $1.14 \times 10^{-1}$ | $2.60 \times 10^{-3}$ | 31.61 |



Figure 6.8: (a) Input image. Image after K-means clustering using (b) exact multiplier (c) ASOP1 $(m=8)(\mathrm{d})$ ASOP1 $(m=6)(\mathrm{e})$ ASOP1 $(m=4)$ (f) ASOP2 $(m=8)$ (g) ASOP2 ( $m=6$ ) (h) ASOP2 $(m=4)$ (i) ASOP3 $(m=8)(\mathrm{j})$ ASOP3 $(m=6)(\mathrm{k})$ ASOP3 ( $m=4$ ) (l) TRUNC1 (m) TRUNC2 (n) PROB-SOP (o) PERF-SOP

## 7 Design of Approximate Restoring Dividers

## 1

In this work, two approximation models are proposed for restoring divider. In the first design, approximation is performed at circuit level, where approximate divider cells are utilized in place of exact ones by simplifying the logic equations. In the second model, restoring divider is analyzed strategically and number of restoring divider cells are reduced by finding the portions of divisor and dividend with significant information. Two models of hardwareefficient approximate dividers AD-M1 and AD-M2 are proposed. AD-M1 is based on replacing the exact individual restoring cell in the restoring divider, which is a combination of a subtractor and multiplexer, with an approximate cell. In AD-M2, the number of bits in the dividend and divisor are reduced based on the leading one position in divisor.

Some contributions of this work can be listed as

- Circuit based approximation is proposed in AD-M1. Restoring division is analyzed at the basic cell level, logic table of each cell is analyzed and approximation is proposed at the cell level, by altering few entries in the truth table.
- Strategy based approximation is proposed in AD-M2. Input bits are reduced by considering only the more relevant bits in divisor and dividend and the overflow error in the quotient is reduced by using an equality detector.
- An approximation factor $p$ is used. Three values of $p$ are used in each model, which enables the designer to adopt a scalable approach and comprehensive analysis. In the first model, $p$ is the number of columns where exact cells are replaced with approximate

[^3]ones. In the second model, $p$ is the number of bits reduced in dividend and divisor by using a leading-one predictor in divisor.

- The proposed and existing approximate divider structures are tested with an image division application to detect changes from one scenario to another.

In section 7.1, design of the exact restoring divider is analyzed and proposed circuit based and strategy based approximate models are discussed. Design and error metrics of proposed models are compared with existing approximate models and exact design in section 7.2. In the context of application, proposed approximate division models are utilized in motion detection application in section 7.3 and found to exhibit high quality results.

### 7.1 Proposed Models of Approximate Restoring Division

### 7.1.1 Exact Restoring Divider

Restoring division consists of series of subtraction and shifting operations. Dividend $A$ of $2 n$ bits and divisor $B$ of $n$ bits can be given as

$$
\begin{array}{r}
A=a_{2 n-1} \cdot a_{2 n-2} \cdots a_{0}  \tag{7.1}\\
B=b_{n-1} \cdot b_{n-2} \cdots b_{0}
\end{array}
$$

An 8-bit dividend/4-bit divisor version of restoring array divider is shown in Figure 7.1, where each row performs a trial subtraction. The result of trial subtraction being positive or negative determines the quotient bit and the partial remainder. Although the array divider looks similar to an array multiplier, the latency of the array divider is much higher because of ripple-borrow subtraction in each row, and each row has to wait for the execution of the previous row.

In a $2 n / n$ restoring divider with a quotient of $n$ bits, the basic rule to avoid overflow is that the most significant $n$ bits of the $2 n$ bits wide dividend should be less than $n$ bits of divisor [92]. As shown in Figure 7.1, in each row, $n$ bits of subtrahend are subtracted from

$n+1$ bits of minuend. Subtrahend is always the $n$-bit divisor $B$. In the first row, most significant $n+1$ bits of dividend $A$ are taken as minuend. The quotient bit is 1 if there is no borrow after subtraction or if the most significant bit of minuend is 1 , otherwise the quotient is 0 . Each quotient bit decides whether the partial remainder of the respective stage is the result of subtraction (when the quotient bit is 1 ) or the least $n$ bits of minuend. In the following row, the partial remainder with the consecutive dividend bit forms the minuend and steps are repeated until $n$ bits of quotient are obtained.

### 7.1.2 Approximate Restoring Divider - Model 1



Figure 7.2: Circuit diagram for exact cell EC.

In the first approximation model of the restoring divider, some of the exact restoring cells are replaced with approximate restoring cells. Each exact cell in restoring division is made of a full subtractor and a 2-1 multipliexer as shown in Figure 7.2. The two outputs of the exact cell can be given by equations 7.2 and 7.3.

$$
\begin{gather*}
b_{\text {out }}=b_{\text {in }} \overline{(a \oplus b)}+\bar{a} b  \tag{7.2}\\
r_{\text {out }}=q_{s} d i f f+\overline{q_{s}} a \tag{7.3}
\end{gather*}
$$



Table 7.1: Comparison of outputs for exact cell and approximate cell.

|  |  |  |  | Exact |  |  | Approximate |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $q_{s}$ | $a$ | $b$ | $b_{\text {in }}$ | diff | $b_{\text {out }}$ | $r_{\text {out }}$ | $b_{\text {out }}$ | $r_{\text {out }}$ |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 |
| 0 | 0 | 0 | 1 | 1 | 1 | 0 | 1 | 0 |
| 0 | 0 | 1 | 0 | 1 | 1 | 0 | 1 | 0 |
| 0 | 0 | 1 | 1 | 0 | 1 | 0 | 1 | 0 |
| 0 | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 1 |
| 0 | 1 | 0 | 1 | 0 | 0 | 1 | 0 | 1 |
| 0 | 1 | 1 | 0 | 0 | 0 | 1 | 0 | 1 |
| 0 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 1 |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 |
| 1 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 |
| 1 | 0 | 1 | 0 | 1 | 1 | 1 | 1 | 1 |
| 1 | 0 | 1 | 1 | 0 | 1 | 0 | 1 | 1 |
| 1 | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 0 |
| 1 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 |
| 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 |

where $b_{\text {out }}$ is the borrow-out of the restoring cell and $r_{\text {out }}$ is the partial remainder bit. The exact results are given in the table 7.1. As it can be seen from the table, when some values of $b_{\text {out }}$ and $r_{\text {out }}$ are modified, logic equations can be simplified as given in equations 7.4 and 7.5. Modified cells are represented in square boxes in table 7.1. For approximate divider model 1 (AD-M1) with approximation factor $p, p(p+1) / 2$ exact restoring cells are replaced with approximate restoring cells. A 8/4 AD-M1 with $p=4$ is shown in Figure 7.3.

$$
\begin{gather*}
b_{\text {out }}=\bar{a}  \tag{7.4}\\
r_{\text {out }}=q_{s} \bar{a}+\overline{q_{s}} a=q_{s} \oplus a \tag{7.5}
\end{gather*}
$$

### 7.1.3 Approximate Restoring Divider - Model 2

In approximate divider model $2(\mathrm{AD}-\mathrm{M} 2)$, a $2 n / n$ divider is reduced to a $(2 n-p) /(n-p)$ divider. $p$ number of cells are reduced in each row by reducing the number of bits in the divisor by a factor $p$. The first step is reducing the $n$-bit divisor to a $n$ - $p$-bit divisor. A leading-one detector is used in first $p$ bits of $B$ to truncate $p$ bits. After finding the leading-one starting bit-position $(s b p), B$ can be trimmed to

$$
\begin{equation*}
B_{m o d}=b_{s b p} \cdot b_{s b p-1} \cdot b_{s b p-2} \cdots \cdot b_{s b p-((n-p)-1)} \tag{7.6}
\end{equation*}
$$

Similarly, $A$ is trimmed as

$$
\begin{equation*}
A_{\text {mod }}=a_{(s b p+n)} \cdot a_{(s b p+n)-1} \cdot a_{(s b p+n)-2} \cdots a_{(s b p+n)-((2 n-p)-1)} \tag{7.7}
\end{equation*}
$$

The number of bits trimmed at the beginning and end of the divisor and dividend are the same, since the first $n$ bits of $2 n$ bits wide $A$ are less than $n$ bits wide $B$. After trimming the bits, overflow is possible if the most significant $n-p$ bits of $A$ are equal to $n-p$ bits of $B$. To compensate for overflow, an equality detector is used and, when equality is detected, quotient bits are set to 1 . The remainder is shifted left by $s b p-((n-p)-1)$ bits. A $8 / 4$ AD-M2 with $p=2$ is shown in Figure 7.4.

Figure 7.4: Circuit schematic for AD-M2 with 8-bit dividend and 4-bit divisor for $p=2$.

### 7.2 Results and Discussion

This section compares the error and design metrics of the proposed divider designs as well as the primary competitor design introduced in [94]. All designs were implemented in Verilog and verified using the ModelSim HDL simulator. Error metrics were generated using a SystemVerilog testbench and a Python script. Area and power consumption metrics were generated using Synopsys Design Compiler using the TSMC 65 nm library at typical process corner.

Table 7.2: MRED and NMED values of proposed and competing approximate 16-bit dividend and 8-bit divisor dividers

| Design | $p$ | Q-MRED <br> $\left(10^{-2}\right)$ | Q-NMED <br> $\left(10^{-2}\right)$ | R-MRED <br> $\left(10^{0}\right)$ | R-NMED <br> $\left(10^{0}\right)$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| AD-M1 | 4 | 0.226 | 0.037 | 1.662 | 0.088 |
| AD-M2 | 8 | 0.494 | 0.101 | 2.269 | 0.175 |
|  | 2 | 0.702 | 0.343 | 1.465 | 0.157 |
| AXDr1 [94] | 8 | 1.764 | 0.858 | 1.808 | 0.190 |
| AXDr2 [94] | 8 | 3.958 | 1.900 | 1.926 | 0.207 |
| AXDr3 [94] | 8 | 0.961 | 0.257 | 0.292 | 3.103 |

The error metrics calculated for all designs are summarized in Table 7.2. The models

AXDr1, AXDr2 and AXDr3 of [94] are implemented with a triangle replacement scheme and compared with proposed models. The accuracy evaluation for AD-M1 produces a competitive quotient MRED that is significantly lower than that of all competitor designs. Notably, the Q-MRED for approximation factors $p=4,6$ are an order of magnitude smaller than that of competitor designs AXDr1 and AXDr2. Quotient NMED values for $p=4,6$ are similarly competitive, and $p=4$ produces a Q-NMED an order of magnitude smaller than that of all competitor designs. All three approximation factors for AD-M1 have remainder NMED values lower than all competitor designs. R-NMED for $p=4$ is notably an order of magnitude smaller than any other design.

Although the quotient error metrics for AD-M2 are larger than AD-M1, they are still competitive for approximation factors of $p=2,3$. AD-M2 exhibits notably small error metrics for the remainder; designs for all three approximation factors produce R-MRED and R-NMED values smaller than all competitor designs.

Table 7.3 describes the area, power, area-power product and power-delay product for proposed and competitor designs, synthesized at critical path delay of each design. ADM1 exhibits APP reduction up to $83 \%$ and PDP reduction up to $71 \%$ when compared to the exact divider. Approximation factors $p=6,8$ for AD-M1 have smaller APP and PDP than all competitor designs. AD-M2 has area and power values that are competitive for approximation factors $p=3,4$. Notably, AD-M2 with $p=4$ has an area-power product of 672 , which is an $83 \%$ reduction from the exact design and a reduction of at least $56 \%$.


Figure 7.5: Two input images for change detection application

Table 7.3: Area, power, and area-power product values of proposed and competing 16 -bit dividend and 8-bit divisor approximate dividers

| Design | $p$ | Area $\left(\mu \mathrm{m}^{2}\right)$ | Delay $(n s)$ | Power $(m W)$ | APP $\left(\mu \mathrm{m}^{2} \cdot m W\right)$ | PDP $(p J)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Exact | - | 3448 | 1.8 | 1.12 | 3848 | 2.02 |
| AD-M1 | 4 | 2585 | 1.6 | 0.84 | 2178 | 1.34 |
|  | 6 | 1946 | 1.5 | 0.68 | 1326 | 1.03 |
|  | 8 | 1426 | 1.3 | 0.46 | 662 | 0.58 |
| AD-M2 | 234 | 2294 | 2.0 | 0.74 | 1688 | 1.43 |
|  |  | 2327 | 1.7 | 0.67 | 1568 | 1.13 |
|  |  | 1587 | 1.7 | 0.42 | 672 | 0.74 |
| AXDr1 [94] | 8 | 2885 | 1.7 | 0.95 | 2754 | 1.63 |
| AXDr2 [94] | 2 | 1877 | 1.9 | 0.79 | 1490 | 1.51 |
| AXDr3 [94] | 8 | 2137 | 1.7 | 0.69 | 1482 | 1.19 |



Figure 7.6: Change detection results using (a) Exact divider. Approximate divider models with the corresponding PSNR values (b) AD-M1 ( $p=4$ ) (c) AD-M1 ( $p=6$ ) (d) AD-M1 $(p=8)(\mathrm{e}) \mathrm{AD}-\mathrm{M} 2(p=2)(\mathrm{f})$ AD-M2 $(p=3)(\mathrm{g})$ AD-M2 ( $p=4$ ) (h) AXDr1 ( $p=8$ ) (i) AXDr2 $(p=8)(\mathrm{j}) \mathrm{AXDr} 3(p=8)$

### 7.3 Application- Change Detection

Change detection is to detect relative motion of an object with respect to its surroundings or vice-versa. In general, change detection is an initial pre-processing step in computer vision and is used in applications such as intrusion detection, smart environment, activity localization, tracking, medical diagnosis and remote sensing. Changes can be short-term as in intrusion detection or long-term as in rate of growth in remote sensing, and change detection helps in finding region of interest. Here, exact and approximate dividers are used to find changes in two given images. Input images are given in Figure 7.5. The first image is multiplied by 64 and divided by the second image on a pixel-by-pixel basis, which results in highlighting the region of interest. A Matlab environment is used to process the images.

Final images after division are shown in Figure 7.6 with their corresponding PSNR values. As the approximation factor increases, the quality decreases for each model. AD-M2 with $p=3,4$ has poor performance with loss of quality especially in arms and legs of the change detected armchair region. AD-M1 with $p=4$ and AD-M2 with $p=2$ exhibits better PSNR than other designs and can be used in applications demanding high quality.

## 8 Conclusions and Future Research

### 8.1 Summary and Conclusions

Motivated by the advantages of approximation in power hungry, error tolerant applications and the need of mobile energy efficient designs in today's world, designs of approximate arithmetic circuits are investigated in this thesis. The major areas covered in this thesis are investigation of approximate designs for arithmetic circuits and their real-life applications, mostly focusing on image processing applications including convolution operations and a machine learning algorithm - K-means clustering. In addition, our approximate arithmetic circuits designs also find wide range of applications in artificial intelligence, data mining, object recognition and computer vision. Investigation of approximation in deep learning is to be conducted in near future.

Previous approximate designs of arithmetic circuits and possible improvements on existing designs are studied during this research. Our ideas to further improve the performance of approximate arithmetic circuits are investigated during the research. One main challenge was to find areas of performance optimization with a better trade-off of accuracy.

In the proposed approximation in array multiplication, two variants of approximate multipliers are proposed, where approximation is applied in all $n$ bits in Multiplier1 and only in $n-1$ least significant part in Multiplier2. Multiplier1 and Multiplier2 achieve significant reduction in area and power consumption compared with exact designs. With area power product savings being $87 \%$ and $58 \%$ for Multiplier1 and Multiplier2 with respect to exact multipliers, they also outperform in area power product in comparison with existing approximate designs. They are also found to have better precision when compared to existing approximate multiplier designs. The proposed multiplier designs can be used in error tolerant applications saving significant area and power with negligible loss in output quality.

Three models of approximate Booth multipliers are proposed, differing according to the signals used in the partial product generator. An exact partial product generator requires at least three encoded signals resulting from multiplier bit groupings to generate an exact partial product matrix. Here, we investigate reducing the number of recoded signals, reduced complexity of the partial product generator, and introducing approximation in the partial product matrix. In ABM-M1, the depth of the partial product matrix is reduced to simplify the partial product accumulation. A partial product generator that uses only two signals is used in ABM-M1 and ABM-M2, and a partial product generator that uses only one signal is used in ABM-M3. An approximation factor $p$ is used to indicate the imprecision of each model of the proposed multipliers. When compared to the exact Booth multiplier, ABM-M1 exhibits power savings ranging from $9.6 \%$ to $15 \%$ with corresponding MRED values in the range of $1.6 \times 10^{-4}$ to $7.9 \times 10^{-4}$. Similarly, ABM-M2 has a reduction of power consumption in the range of $36 \%$ to $60 \%$ for MRED values of $6.6 \times 10^{-3}$ to $1.1 \times 10^{-1}$, and ABM-M3 exhibits power savings of $28 \%$ to $50 \%$ for MRED values in the range of $2.0 \times 10^{-4}$ to $3.4 \times 10^{-3}$. Furthermore, the proposed multipliers are tested using image multiplication and matrix multiplication applications. It is found that of all the proposed multipliers, ABMM1 and ABM-M3 have better accuracy and provide better results than existing approximate multipliers.

Three models of efficient approximate sum of products are proposed in this work. Model 1 (ASOP1) employs truncation, model 2 (ASOP2) employs leading one predictor for approximation, and model 3 (ASOP3) provides approximation in lower significant part. Area power trade-off with error analysis is analyzed and it is found that our proposed models have better area power product compared to exact and existing approximate designs and with lower error metrics compared to existing models. ASOP1, ASOP2 and ASOP3 models with highest accuracy achieve up to $61 \%, 23 \%$ and $40 \%$ improved area power product respectively compared to the exact sum of products unit. The proposed sum of products designs can be used in applications where some loss of precision in the computation is possible with higher improvement in area and power.

Two approximate restoring dividers AD-M1 and AD-M2 are proposed. AD-M1 introduces approximation to the $p$ least-significant columns by replacing $p(p-1) / 2$ exact cells
with approximate cells. The approximate cells have simplified circuitry which therefore allows for reduction of design metrics in the AD-M1 divider. The AD-M2 design introduces approximation by eliminating $p$ cells of each row by reducing in the divider and making use of an equality-detector circuit for the most-significant $n-p$ bits of $a$ and $b$. Reducing the number of cells in the divider design reduces energy consumption. Both dividers are used to demonstrate a change detection application.

### 8.2 Future Research

### 8.2.1 Approximation in Deep Learning Applications

Deep learning networks are machine learning models which are on the rise. They are made of cascaded structures of many processing layers, with different levels of abstraction [103]. Deep networks have been proven to be effective in a wide spectrum of computationally intensive tasks including image processing [104, 105], medical imaging [106], audio processing [107], big-data analytics [108], machine translation [109], recommender systems [111], and speech recognition [110]. They achieve excellent accuracy with their larger increased network depths. For example, in [105], when the network depth is increased from 11 layers to 19 layers, error rate significantly drops in image recognition tasks. This improvement comes with a price. Larger network results in more parameters, memory bandwidth and hardware resources. As the depth increases, training deep networks becomes a problem. Deep architecture uses millions of parameters. In a MNIST dataset experiment, deep networks such as Fitnets networks uses up to 9M (million) parameters and Highway networks uses up to 2.3M parameters [112]. Various thin networks called FitNets to reduce number of computations are analyzed in [113]. In [113], training complexity of deep networks are compared. A deep network called Teacher network with 5 layers which uses around 9M parameters with 725 M multiplications is compared with proposed FitNets. Even the thin networks consume millions of parameters and operations, for instance, FitNet 1 with 11 layers consume 250K parameters with 30 M multiplications and FitNet4 with 19 layers uses around 2.5 M parameters and 382 M multiplications.

The main operation during training and inference is matrix multiplication which consists of multiplications and additions. With massive demand of hardware resources, network bandwidth of storage and transmission, deep computing becomes an ideal candidate for approximation. Considering these limitations of deep learning, the plan is to analyze combination of approximations including

- Hardware level approximation in multiply accumulate units in matrix multiplication operations which can be efficient during training and inference.
- Huge memory requirement in deep learning causes latency when data being transferred from memory to main processor. To solve this issue, research on Processor In Memory (PIM) is going on in our current research.
- Loop perforation approximations where number of iterations are reduced with a tradeoff of negligible precision for efficiency are to be researched in different image recognition applications.
- Sparsity in deep learning is to be analyzed, which means to differentiate necessary and unnecessary forwarding of activations to succeeding layers in deep networks. Finding out sparse kernels can be used to apply relaxed approximations.

Deep learning finds various range of applications and has numerous bottlenecks. It can benefit to a large extent from approximate computing.
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