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Abstract

In this thesis, we investigate optical and electrical properties of dilute nitride semi-
conductors GaAsN in pulsed magnetic fields up to 62 T. For the most part, the
experiments are performed at the Dresden High Magnetic Field Laboratory (HLD).

In the first part of this thesis, the electron effective mass of GaAsN is determined
with a direct method for the first time. Cyclotron resonance (CR) absorption
spectroscopy is performed in Si-doped GaAsN epilayers with a nitrogen content up to
0.2%. For the CR absorption study, we use the combination of the free-electron laser
FELBE and pulsed magnetic fields at the HLD, both located at the Helmholtz-Zentrum
Dresden-Rossendorf. A slight increase of the CR electron effective mass with N content
is obtained. This result is in excellent agreement with calculations based on the band
anticrossing model and the empirical tight-binding method. We also find an increase
of the band nonparabolicity with increasing N concentration in agreement with our
calculations of the energy dependent momentum effective mass.

In the second part of this thesis, the photoluminescence (PL) characteristics of
intrinsic GaAsN and n-doped GaAsN:Si is studied. The PL of intrinsic and very dilute
GaAsN is characterized by both GaAs-related transitions and N-induced features.
These distinct peaks merge into a broad spectral band of localized excitons (LEs) when
the N content is increased. This so-called LE-band exhibits a partially delocalized
character because of overlapping exciton wave functions and an efficient interexcitonic
population transfer. Merged spectra dominate the PL of all Si-doped GaAsN samples.
They have contributions of free and localized excitons and are consequently blue-shifted
with respect to LE-bands of intrinsic GaAsN. The highly merged PL profiles of
GaAsN:Si are studied systematically for the first time with temperature-dependent
time-resolved PL. The PL decay is predominantly monoexponential and has a strong
energy dispersion. In comparison to formerly reported values of intrinsic GaAsN
epilayers, the determined decay times of GaAsN:Si are reduced by a factor of 10
because of enhanced Shockley-Read-Hall and possibly Auger recombinations.

In the third part of this thesis, intrinsic and Si-doped GaAsN are investigated with
magneto-PL in fields up to 62 T. A magneto-PL setup for pulsed magnetic fields of the
HLD was built for this purpose. The blue-shift of LE-bands is studied in high magnetic
fields in order to investigate its delocalized character. The blue-shift is diminished

in intrinsic GaAsN at higher temperatures, which indicates that the interexcitonic
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population transfer is only active below a critical temperature 20 K < 7" < 50 K.
A similar increase of the temperature has no significant impact on the partially
delocalized character of the merged spectral band of GaAsN:Si. We conclude that
the interexcitonic transfer of Si-doped GaAsN is more complex than in undoped
GaAsN. In order to determine reduced masses of undoped GaAsN and GaAs:Si, the
field-induced shift of the free exciton transition is studied in the high-field limit. We
find an excellent agreement of GaAs:Si with a formerly published value of intrinsic
GaAs which was determined with the same method. In both cases, the reduced mass
values are enhanced by 20% in comparison to the accepted reduced mass values of
GaAs. The determined GaAsN masses are 1.5 times larger than in GaAs:Si and

match the rising trend of formerly reported electron effective masses of GaAsN.



Kurzfassung

Im Rahmen dieser Dissertation werden optische und elektrische Eigenschaften von
dem verdiinnten Nitrid GaAsN in gepulsten Magnetfeldern bis zu 62 T untersucht. Die
meisten Experimente werden im Hochfeld-Magnetlabor Dresden (HLD) durchgefiihrt.

Im ersten Teil der Dissertation wird die effektive Elektronenmasse von GaAsN zum
ersten Mal mit einer direkten Methode bestimmt. Hierfiir wird Zyklotronresonanz
(ZR) Spektroskopie an GaAsN:Si Proben mit einem Stickstoffgehalt von bis zu
0.2% durchgefithrt. Fiir die Ausfithrung der Experimente werden zum Teil die
Grofigerite Freie-Elektronen Laser FELBE und HLD eingesetzt. Ein leichter Anstieg
der ZR Elektronenmasse mit dem Stickstoffgehalt lasst sich beobachten. Dieser
Anstieg stimmt hervorragend mit Berechnungen iiberein, die auf dem Modell des
Band Anticrossings oder der empirischen Tight-Binding-Methode basieren. Die
Nicht-Parabolizitat des Leitungsbandes steigt ebenfalls mit dem Stickstoffgehalt an.
Dieses Ergebnis lasst sich durch unsere energieabhangigen Berechnungen der effektiven

Masse rekonstruieren.

Im zweiten Teil der Dissertation wird die Photolumineszenz (PL) Charakteristik von
intrinsischen und Si-dotierten GaAsN Proben untersucht. Die PL von undotiertem
GaAsN mit einem extrem kleinen Stickstoffgehalt weist sowohl GaAs-verwandte
Ubergénge, als auch typische N-induzierte Beitrige auf. Wenn man den N-Gehalt
erhoht, verschmelzen diese einzelnen Peaks jedoch zu einem breiten spektralen Band
aus lokalisierten Exzitonen (LE). Dieses sogenannte LE-Band ist teilweise delokalisiert,
da die Wellenfunktionen von den betroffenen LEs iiberlappen, was wiederum einen
effizienten Transfer zwischen den einzelnen LEs im Band sicherstellt. Im Falle
von Si-dotierten GaAsN Proben wird die PL. durchgehend von breiten spektralen
Béndern dominiert. Diese beinhalten sowohl Beitrage von freien, als auch von
lokalisierten Exzitonen und sind deshalb im Vergleich zu LE-Bandern von intrinsischen
Proben blauverschoben. Die spektralen Bander von GaAsN:Si werden zum ersten
Mal systematisch mit temperaturabhangiger, zeitaufgeloster PL untersucht. Die
strahlenden Ubergénge zerfallen hauptséchlich monoexponentiell und weisen eine
hohe Energie-Dispersion auf. Die bestimmten Zerfallszeiten von GaAsN:Si sind 10-mal
kleiner als in einer Verdffentlichung von vergleichbaren undotierten GaAsN Proben,
was mit einem erhéhtem Aufkommen von Shockley-Read-Hall und moglicherweise

auch Auger- Rekombinationen erklart werden kann.
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Im dritten Teil der Dissertation werden PL Untersuchungen, die an intrinsischen
und Si-dotierten GaAsN Proben in Magnetfeldern bis zu 62 T durchgefiithrt wurden,
vorgestellt. Hierfiir wurde eine neue Experimentiervorrichtung fiir PL. Untersuchungen
in gepulsten Magnetfeldern des HLD gebaut. Mit dieser Methode wird u.a. die
Blauverschiebung von LE-Béndern in verschiedenen GaAsN Proben bei variierenden
Temperaturen untersucht, um den Urprung ihres delokalisierten Verhaltens besser zu
verstehen. Intrinsische GaAsN Proben weisen eine verringerte Blauverschiebung bei
hoheren Temperaturen auf. Dies deutet darauf hin, dass der exzitonische Transfer nur
unterhalb einer kritischen Temperatur 20 K < T" < 50 K funktioniert. Im Gegensatz
dazu weist die Blauverschiebung von der GaAsN:Si PL keine Temperaturabhangigkeit
auf. Vermutlich ist ein komplizierterer exzitonischer Transfer, als bei undotiertem
GaAsN, fiir dieses Verhalten verantwortlich. Die Magnetfeld-induzierte Verschiebung
des freien Exzitons wird im Grenzfall von sehr hohen Feldern untersucht, um die
reduzierte Masse von intrinsischen GaAsN und GaAs:Si zu bestimmen. Im Fall von
CaAs:Si findet man eine sehr gute Ubereinstimmung mit der bereits publizierten (selbe
Untersuchungsmethode) reduzierten Masse von undotiertem GaAs. Jedoch liegen
beide Ergebnisse 20% tiber dem bekannten Wert von GaAs. Die reduzierten Massen
von GaAsN sind 1.5-mal so grofl wie in der Referenzprobe. Dieses Ergebnis stimmt
gut mit dem Anstiegstrend der effektiven Elektronenmassen von bereits publizierten

Werten tiiberein.
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1. Introduction

The steep increase in digital interconnectivity during the last three decades has fun-
damentally changed our way of life. To this day, the development of communication
technology continues to grow exponentially. The challenges of making new ways of
data transfer accessible to the public have always been to make it as reliable, fast,
efficient and affordable as possible. It was realized at an early stage that fiber-optic
communication is the key to a successful implementation of these requirements. Still,
a lot of effort had to be put into the fiber technology in order to reach an adequate
propagation rate. It is obvious that semiconductor devices are the primary choice
for signal generation and transmission in terms of size, efficiency, cost and temporal
stability. The heterostructure indium gallium arsenide phosphide (InGaAsP) on
indium phosphide (InP) emits inter alia at 1.3 pm and 1.57 um [167, 65, 153], which
correspond to the telecommunication regions. These wavelengths are most suited for
information transfer with conventional optical fibers, because of their minimal damp-
ing and dispersion in comparison to other regions of the electromagnetic spectrum.
Thus, InGaAsP/InP represents the most common system for telecommunication
purposes [4]. Nevertheless, other semiconductor devices in the 1.6 um range are
highly desirable. Especially lasers grown on a gallium arsenide (GaAs) substrate
have several advantages compared with InP. The well-established growth of GaAs
based systems results in a better fabrication performance. This can be achieved with
approximately 1.5 times larger [4] substrates of GaAs in comparison to InP. Further-
more, a better electron confinement can be realized in GaAs based heterostructures,
such as InGaAs/GaAs, because of an increased band offset compared to that of InP
with quaternary alloys [81, 4]. This is particularly valid at high temperatures and
can tremendously improve the temperature stability of a GaAs-based laser system
and increase its maximum operating temperature [81]. At the same time, GaAs/AlAs
Bragg mirrors can be monolithically grown on an InGaAs based active layer, which

is only possible in InP with great difficulty [23]. All in all, the realization of a
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GaAs-based laser system would be greatly beneficial for telecommunication purposes.

Indeed, strained InGaAs quantum well lasers were established for an emission
around 1 um [86, 87]. In order to reach the telecommunication region at 1.3 pm and
beyond, a bigger indium content is required. This is accompanied by an increased
lattice mismatch, which reaches an unacceptable level for 1.3 pm [33, 104]. A different
approach had to be found. In fact, Weyers et al. showed 1992 that the band gap of
GaAs can be efficiently reduced by the incorporation of a small fraction of nitrogen
(N) [162] into the system. A decrease of about 0.2 eV per atomic percentage of N
was observed. The potential for telecommunication applications of dilute nitrides
like (In)GaAsN was rapidly recognized and led to a new active research area in
semiconductor physics. The first In,Ga;_,As;_,N,-based laser with an emission
wavelength of 1.3 um was demonstrated in 2000 by Livshits et al. [96]. Vertical cavity
surface emitting lasers [148, 132] and edge-emitting devices [8, 9] for 1.5 pm were
presented in subsequent years.

Besides their technological potential, dilute nitrides turned out to be very inter-
esting from a fundamental point of view. They are built by inserting nitrogen into
the group V sublattice of conventional III-V semiconductors such as GaAs, GaP or
InGaAs. GaAsN is the main representative of the dilute nitride material family. In
addition to the rapid band gap reduction with increasing N content, GaAsN has other
unusual properties. A reduced pressure and temperature dependence of the band gap
[122, 136, 77, 129], inhomogeneous broadening of radiative transitions [128, 129], a
large Stokes shift between absorption and emission [26, 28] and localization effects in
the carrier transport [85, 151, 129] were found in this system. A detailed overview
is provided in Refs. [25, 58, 44]. Among many interesting results, the investigation
of the electron effective mass m* of GaAsN resulted in some controversial findings.
Different experimental techniques have been applied to the system, including a variety
of indirect approaches such as magneto-photoluminescence [101], optically detected
cyclotron resonance [55], transport [169], electroreflectance [83] or Raman scattering
[64]. A slow rise of the electron effective mass with nitrogen content [142] was found
in addition to results indicating a steep increase of the mass followed by a decrease
[2], alternating mass behavior [101] or even a decrease of the mass with N content
[169]. However, no direct method to determine m* has ever been applied on GaAsN.
Nevertheless, the knowledge of the electron effective mass is essential from both the

fundamental and application-related points of view. The same applies to a profound



understanding of different luminescence peaks of GaAsN and to its recombination
dynamics. Especially n-doped GaAsN has rarely been in the focus of investigations.
Since doping is essential for potential applications, it is very interesting to analyze the
complex recombination dynamics of Si-doped material and study the impact of silicon.
The same is valid for the population transfer of localized excitons in high magnetic
fields. Especially the influence of a higher thermal energy on the interexcitonic transfer
mechanism has never been investigated before. Consequently, a clarification of the
mentioned issues in GaAsN is highly desirable.

The purpose of this thesis is a detailed magneto-optical study of GaAsN in high
magnetic fields. Before going into details on the experimental results, an overview of
the main theoretical models for GaAsN is provided in Chap. 2. A unique experimental
configuration is available in order to apply the most direct method for effective mass
determination and is presented in Chap. 3. It involves the intense, widely tunable,
quasi-continuous terahertz (THz) free-electron laser FELBE and pulsed magnetic
fields up to 62 T of the Dresden High Magnetic Field Laboratory (HLD). The com-
bination of these two large-scale facilities is unique in Europe and located in the
Helmholtz-Zentrum Dresden-Rossendorf. Another part of this work was to build an
experimental setup for magneto-photoluminescence measurements in pulsed magnetic
fields at the HLD. This task included the development of a measuring probe suitable
for HLD pulsed magnets and the establishment of an appropriate measuring technique.
Both are presented in Chap. 3 along other spectroscopic tools. Experimental results
are divided into three main chapters. Chap. 4 is dedicated to the determination of the
electron effective mass in GaAsN with terahertz cyclotron resonance absorption spec-
troscopy. The electron effective mass is studied in GaAs;_,N, samples with different
nitrogen contents at various photon energies. The experimental results are compared
with calculations based on the band anticrossing model. Furthermore, electron mo-
bilities are analyzed and compared with Hall mobilities and theoretical predictions.
Si-doped and Si-free GaAsN epilayers are also investigated with continuous-wave
photoluminescence, as shown in Chap. 5. The origin of distinct peaks is studied in
samples with different N contents using temperature and power series. The impact of
silicon is in the focus. For the first time, the recombination dynamics is systematically
analyzed in silicon n-doped GaAsN with time-resolved photoluminescence at different
temperatures. Chap. 6 contains our magneto-photoluminescence study of GaAsN

and GaAsN:Si in magnetic fields up to 62 T. Si-doped GaAsN samples are analyzed
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with magneto-photoluminescence for the first time. Another new contribution is the
investigation of the population transfer of localized excitons in magnetic fields and
their behavior at higher temperatures. In the last section, the electron effective mass
is analyzed via magneto-photoluminescence with a field-induced blue-shift of free

excitons.



2. Fundamentals

The research activity on dilute nitrides and in particular GaAs; N, has increased
significantly after the discovery of the band gap reduction of GaAs with the incorpo-
ration of a small fraction of nitrogen by Weyers et al. [162, 56]. Nitrogen introduces
an impurity level ~ 0.2 eV above the conduction band (CB) minimum of GaAs
[164, 95, 120] in the ultra-dilute regime (z < 0.01%). Higher N contents strongly
disturb the GaAs lattice because of the electronegativity difference between As and
N and consequently affect the electronic structure [120]. This chapter provides an
overview of the most important theoretical models which have been proposed to
describe this material system and presents further fundamental knowledge. The band
anticrossing model [136] is very instructive in order to explain the band gap reduction
of dilute nitrides. The interaction of the N impurity with the lowest CB of GaAs causes
it to split into two subbands E. within the context of the band anticrossing model.
The separation between these subbands can be further influenced by the nitrogen
content. The observed gap reduction of about 0.1 eV per atomic percentage of N [120]
is explained within this model. Other unusual properties such as a reduced pressure
and temperature dependence of the band gap [122, 136, 77, 129], inhomogeneous
broadening of radiative transitions [128, 129], a large Stokes shift between absorption
and emission [26, 28] and localization effects in the carrier transport [85, 151, 129]
were found in this system. These observations can be described inter alia with models
based on pseudopotential [14, 105, 74|, first-principles [69, 160, 15] and modified k- p
calculations [115, 94], some of which are presented in this chapter.

A broad introduction to semiconductor alloys is provided in the first section.
[soelectronic impurities and traps are discussed in the second section. They are
treated within the virtual crystal approximation, which fails in case of the isoelectronic
trap nitrogen. The most established models for GaAsN-like systems are introduced
subsequently. The third section addresses the band anticrossing model. The empirical

pseudopotential method is in the focus of the fourth section. Section five provides an
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overview of the linear combination of isolated nitrogen states method. The electron
effective mass is discussed in the framework of the band anticrossing model and the
linear combination of isolated nitrogen states method. The fundamentals of cyclotron

resonance spectroscopy are demonstrated in section six.

2.1. Semiconductor alloys

Semiconductor alloys are used to tune the material properties of elemental semicon-
ductors and to optimize and to widen their application as devices [1]. Compound
semiconductors are classified as binary (e.g. GaAs), ternary (e.g. InGaAs), quaternary

(e.g. InGaAsP) and pentanary (e.g. AlGalnAsSb) alloys [1] with a large variety.
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Figure 2.1.: Relationship between band gap energy and lattice parameter at 300 K
for common III-V semiconductor alloys. Solid (dashed) curves represent
direct (indirect) gaps. The values are adapted from the Landolt-Bornstein
database [88, 12].

Optical and electronic properties are determined by the band gap of the resulting
system and lattice matching is essential for band gap engineering. Fig. 2.1 illustrates
the relationship between the band gap energy and lattice constant of common III-V

alloys at 300 K.
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2.2. lIsoelectronic impurities and traps

Ternary alloys (e.g. InGaAs) emerge from binary alloys (e.g. GaAs) by replacing a
few binary atoms of one kind (e.g. Ga) with a different species (e.g. In) with similar
properties. Usually, the substituting atoms have the same number of valence electrons.
Indium, aluminum or phosphorus are the most common representatives of these
so-called isoelectronic impurities. The size of these atoms is similar to the size of the

atoms they replace [152, 90]. Fig. 2.2 (a) shows the atom arrangement of In,Ga;_,As.
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Figure 2.2.: (a) Simplified crystal structure of InGaAs. The isoelectronic impurity
In has a similar size as Ga. (b) The band gap of the ternary alloy
Ing 53Gag.47As lies between GaAs and InAs. The small band gap bowing
is symbolized with the dashed line.

Indium is the isoelectronic impurity and substitutes for gallium. In general, InGaAs
crystallizes in zinc blende structure. The oversimplified 2D-representation only
illustrates bonding partners and radii between lattice atoms. Obviously, the lattice is
not crucially distorted by indium. Still, isoelectronic impurities break the translational

symmetry of the host by introducing non-periodic impurity potentials.

2.2.1. Virtual Crystal Approximation

In most cases, the translational invariance is restored by the virtual crystal approx-
imation approach [113, 107]. The impurity potentials Vi, Vg, Vo of the new alloy

A,B;_,C can be approximated by an average potential

<V> =zVs + (1 —{L‘)VB+V0, (2.1)
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weighted by the isoelectronic impurity concentration z [12]. Within the restored
symmetry perspective, properties of endpoint materials are described as a linear

combination of the binary compound’s properties AB and AC. In particular the band

gap

ABC BC AC
B () =(1—x)-B" +o-E" —b-x-(1—1) (2.2)

can be determined via virtual crystal approximation by taking into account a small
quadratic bowing term b < 1 eV. The band gap of In,Ga;_,As decreases with
increasing indium content = from GaAs towards InAs as shown in Fig. 2.2 (b) in line

with virtual crystal approximation predictions.

2.2.2. Nitrogen in I11-V semiconductors

Structural differences between the compounds AB and AC, and in particular size
differences between B and C, can drastically increase the bowing parameter. This
applies to all ITI-N-V systems. The isoelectronic impurity nitrogen has a significantly

(b)
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Figure 2.3.: (a) Simplified crystal structure of GaAsN. The isoelectronic trap nitrogen
distorts the system. (b) The band gaps of GaAs, GaAsgg5Ngo5 and GaN
are shown. GaAsN has a smaller band gap than both GaAs and GaN.
This results in a huge band gap bowing, symbolized by the dashed curve.

smaller size than other group V elements. Especially in case of GaAsN the size
difference leads to a greater lattice distortion, as can be seen in Fig. 2.3 (a). Distortion
results in a number of unusual effects, including a huge band gap bowing b ~ 20 eV

[18], a drop in the electron mobility [110], a reduced pressure dependence [136], etc.
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Fig. 2.3 (b) illustrates the surprising band gap reduction and huge band gap bowing

of GaAsggsNgo5. Consequently, the virtual crystal approximation cannot be applied
to GaAsN.

2.3. Band anticrossing model

A simple but effective two-level band anticrossing (BAC) model was developed by
Shan and coworkers for GalnNAs in 1999 [136, 137]. According to this model,
nitrogen introduces localized states E into the system GalnAs, which interact with
extended CB states Ef(k) of the host. This interaction causes a splitting of the
CB into two subbands E. (k). Experimental evidence of this splitting was obtained
by photomodulation spectroscopy in combination with large hydrostatic pressure

[136]. These bands have an enhanced localization character because of the observed

@
20 b %
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216 |
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o (L1008 . o [L=100K .
-10 0 10 -10 0 10
k (1078 m) k (1078 m)

Figure 2.4.: Conduction bands Fi(k) of GaAsgosNooos for V' = 2.7 eV. We use
Eq. (2.7) for the BAC [136] dispersion in (a) and adapted (b) from
Ref. [166], which corresponds to Eq. (2.8) with 'y # 0. The broadening
of the line thickness denotes a smearing of the energy state, defined in

Eq. (2.9). All energies are referenced to the top of the valence band of
GaAs.

saturation of their energy blue-shift at high pressures [136]. Fig. 2.4 (a) schematically
illustrates the band splitting. The BAC model explains the N-induced red-shift of
the fundamental band gap and its pressure dependence. It can be deduced by means
of the many-impurity Anderson model, as shown in Sec. 2.3.1. The applicability of
the BAC was shown later for other III-N-V [138, 165] and II-VI [158] systems.
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2.3.1. BAC described by the many-impurity Anderson model

Using the many-impurity Anderson model, the simple two-level BAC model [136, 137]
is put on a firmer theoretical base [166]. The Anderson model was originally proposed
to describe a single impurity atom of a transition metal or rare earth element in a
nonmagnetic material [5]. The extended many-impurity Anderson model was used to
calculate the electronic structure of semiconductor alloys with deep transition-metal
impurities [79, 67]. It has been widely applied afterwards to treat interactions between
localized and extended states. In this model, the electron system is separated into
two groups. Electrons from extended host states belong to the first one and localized
electrons from randomly distributed impurity levels belong to the second one. Their

interaction leads to the Hamiltonian [166]

1 .
H=Y Eda+ > Bldd+ i > (™ I Vigeds + he.) (2.3)
k J Jk

in case of a highly mismatched alloy [79, 67]. The first term describes CB electrons
with an energy dispersion Ey. The second term represents localized electrons on the
jth impurity site with an energy Ejd. c'(c) and df(d) correspond to the conduction
electron and impurity electron creation (annihilation) operator, respectively. The
third term is an interaction term and takes care of the dynamic mixing between
band states and localized states. The hybridization strength is characterized by the
parameter [166]

Vij = Z eik1=d) /a* (r —1) Hyp(r)pq (r — j) dr, (2.4)

with Wannier functions a (r — j) and ¢4 (r — j), which belong to the band and the
impurity, respectively. Hyp(r) is the energy of a single electron in Hartree-Fock
approximation [5]. The Hamiltonian (2.3) can be solved for a single impurity [5]. The
more general case of a dilute and finite nitrogen concentration 0 < x < 1 requires a
different approach. It is impossible to directly calculate eigenvalues and eigenstates
of an imperfect crystal without translational symmetry [43]. The formalism of the
thermodynamic Green’s function gives access to important quantities without the
necessity of a complete normal model solution [43]. Wu et al. [166] used the single-site

coherent-potential approximation for configurational averaging. This approach can be
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applied because of the random distribution of localization centers and thus negligible
correlations between impurity positions [168, 43, 166]. The average Green’s function
partially restores the translational invariance, and thus k as a good quantum number
[166]. The diagonal Green’s function in the coherent-potential approximation can be
written as [79, 168, 43, 166]

V2z -
Gw(F) = |E — E; — : 2.5
i (F) { kT F—FEd_ mﬁVon(Ed)} (25)
The energy dispersion is determined by the poles of Gy (F) in Eq. (2.5)
E — E(k 1%
k (k) | VT — 0, (2.6)
Vi E?+ily — E(k)

which corresponds to the two-level BAC eigenvalue problem [136] with an additional
broadening I'y = 78V ?2po(E?) of the energy E¢ [166]. The unperturbed density of
states is symbolized by py, 8 is a prefactor and V' is the value of Vi; averaged over k

and j. Analogous to Ref. [136], the two solutions of this problem are reduced to

1
Ei(k) = 3 {(Eﬁ +EY) + \/(Elg — B9 14V (2.7)
for I'y = 0 [166]. In case of a small broadening I'y, the analytical solution of Eq. (2.6)
can be approximated using 2V \/z > 78V ?po(E?) and |Ef — E¢| > 78V ?py(E?) as
[166]

| By (k) — By

Ei(k) ~ By(k) +iTy |Ex(k) — Eg] + [Ey (k) — E]

= Bi(k) +iTa(k)  (28)

and is shown in Fig. 2.4 (b). The dispersion relation is thus equivalent to the two-
level BAC dispersion [136] with an additional imaginary part, which defines the
hybridization-induced uncertainty of the energy [166]. This imaginary part

Ly (k) = |{pal B+ (k))[* Ta (2.9)

is proportional to the admixture of localized states with restructured wave functions
in the two-state-like-perturbation picture, described by Eq. (2.6) [166].
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2.3.2. BAC momentum effective mass

The direct determination of the electron effective mass of GaAsN is a major part of
this work. The BAC electron effective mass my, is introduced in this section. In the
first part, a very general and energy dependent electron effective mass is deduced for
isotropic crystals like GaAs and GaAsN. The BAC model is used in the second part

in order to determine the impact of nitrogen on the electron effective mass in GaAsN.

Momentum effective mass

The effective mass is conventionally described by Eq. (2.21) with the second derivative
of the carrier energy E(k). However, a different expression is more relevant for
transport phenomena and can be defined in terms of the susceptibility. Following this
approach [147], the susceptibility is derived from the Boltzmann equation first. Its
solution is given by [48, 147]

, 2 e T,  0fo oF, / 20, Ofy )
/ (2m)* h ( / 1+ (wr)? Ok, ST 1+ (wr)? Ok, ; (2.10

for crystal electrons in a variable electrical field E, = Eye™?.

As usual, h and T
identify the Planck constant and the relaxation time, respectively. v, is the electron
velocity, fo is the occupation probability and d€), = dk,dk,dk, is a volume element.

Generally, the current density can be expressed in the form

jx = O-E.Z’ + iEochEm

oF,
=0F, + coXe——, 2.11
oLy + €0X ot (2.11)
with the conductivity o, the vacuum permittivity €, and the electric susceptibility y..
Eq. (2.11) is justified by the considered isotropic dispersion relation. Using Eq. (2.10)

and Eq. (2.11), one obtains a suitable expression for the susceptibility

2 €2 20, Ofy
Xe =

——— | ——————=—d). 2.12
2m)* eoh ) 1+ (wr)? Ok, * (2.12)
In the following, the high-frequency limit w7 >> 1 is discussed, which applies to

semiconductors and dielectric materials in the visible to mid-infrared range. In these
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cases, the susceptibility

2 62 8f0

" ds? 2.1
@n) eol? | ok, (2.13)

Xe =

is independent of 7 and only characterized by the structure of the energy band. Using
hw, = OE(k)/0k, and v2 = 1/3v?, Eq. (2.13) simplifies to

2 62 2 8f0

Xe = (27T)3 3600)2 v 8E(k:)

A, (2.14)

Furthermore, the volume integral can be replaced by a surface integral with

dSk(E)
ViE

dQ, = { ] dE. (2.15)
Sk(E) is a surface of constant energy in k-space. The susceptibility of an isotropic
crystal is then defined by the spherical Fermi surface Sy(Er) = 47k% of the Fermi
energy Fr with

2 e?
L= — vpSH(ER). 2.16
X = oyt deghut ) (210
Making use of the carrier concentration N = (Qi)3 -3k} and hvp = |0E/0k|g,,
Eq. (2.16) simplifies to
Ne? OFE
Xe= ——— =) (2.17)
kF80h2w2 ok Ep
The susceptibility of a free electron gas
w? Ne?
=L =" 2.18
Xe == 3= (2.18)
is defined by the plasma frequency w, = 6]:;2* in the high-frequency limit wr >> 1.

Comparing Eq. (2.17) with Eq. (2.18) gives a definition for the electron effective mass

11
m*7h2k’p

OE(k)
o, (2.19)
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of isotropic crystals like GaAs and GaAsN. In analogy to Ref. [170], T will refer to it

as momentum effective mass. In case of a parabolic energy dispersion
E(k)=— (2.20)

one gets OE(k)/0k = h*k/m*. Inserting this expression into Eq. (2.19) yields m* =

m*, and the electron effective mass is naturally defined as

1 18°E(k)
m*  h? Ok?

(2.21)

Eq. (2.21) is the most prominent definition of the effective mass and is equivalent to
Eq. (2.19) in the parabolic case. However, Eq. (2.19) is more relevant for transport
phenomena. Consequently, we will use the momentum effective mass (2.19) in the

following approach.

BAC electron effective mass

In order to describe the behavior of the electron effective mass in dependence of the
nitrogen content in the BAC model, we use the momentum effective mass (2.19) and
the energy dispersion of the lowest CB E_(k) from Eq. (2.7) for k£ = 0. In this case,

0.10

0.06 . - .
0 1 2
N content (%)

Figure 2.5.: BAC electron effective mass of GaAs; N, with varying nitrogen content
x. Equations (2.22) and (2.7) are used for the calculation.
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Eq. (2.19) transforms into [165]

-1
ES — B

(2.22)
V(Es — B 4 av2a

m*BAC(x) = 2MGans | 1 —

with the same nomenclature as in the former section. Fig. 2.5 illustrates Eq. (2.22)
for 100 K, which corresponds to the temperature of our experimental studies (see
Chap. 4). In particular, the energy of the GaAs CB is set to £5(100 K) = 1.501 eV,
according to the Varshni formula [154]. The nitrogen level and interaction strength
are B¢ = E°+0.23 eV and V = 2.7 eV, respectively [157]. A smooth increase of
the BAC electron effective mass my,- with nitrogen content x can be observed in
Fig. 2.5.

2.4. Empirical pseudopotential method

Kent and Zunger [159, 74, 75] developed a model for strongly perturbed alloys based on
large-scale atomistic supercell calculations and the empirical pseudopotential method,
as an extended alternative to the BAC model. The principle of the method is based
on the description of the micro- and nanostructure of a system by distributing cations
and anions in a large supercell. The atomic ordering and intended alloy concentration
have to be taken into account. The relaxation processes are described by a simple
“balls and springs” Hamiltonian [72, 100] and the crystal potential V'(r) is written as
a superposition of screened atomic pseudopotentials v, (r) with o = Ga,N,As [74, 75].
This allows to calculate the electrical and optical properties of large supercells. The
calculation procedure of the empirical pseudopotential method is introduced in the
first part of this section. In the second part, the electronic structure of GaAs;_,N, is
discussed in the dilute regime. The third part is dedicated to the evolution of the

electronic structure with increasing nitrogen content .

2.4.1. Calculation procedure

Adding 0 < I < 20 nitrogen atoms randomly at the anion site of GaAs into a supercell
with up to 13824 — I GaAs pairs leads to a natural evolution of the electronic structure

of GaAsN [74]. In the empirical pseudopotential method, Ga can be surrounded by
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five possible configurations of As and N atoms As,Ny_,, with 0 < n < 4 [74]. The
resulting eigenstates can be analyzed with respect to their localization degree [74].
Calculating the distance Rg-i) from the jth nitrogen site at which 20% of the eigenstate
1; is enclosed, classifies the energy levels in “localized” or “quasi-localized” [74]. Kent
and Zunger [74, 75| repeated the procedure for 15 randomly selected configurations
of GaAsN. Fig. 2.6 shows a selection.

| N localized states | Quasi-localized states |

3 Dilute (a) [Dilute (b)
N3AS ir
ol Ny NN oV _ ay'=E_  @igXL
1 L
E_

NI 1 O T |

0.1% (c)[0.1% (d)

=-<—Flj

Average inverse N localization (a.u.)

3TT% 1%
2_
E- ik EI
1t | * -11Ke
E- ¥ \
| © |0
0L . .
0.4 0.0 04 -04 0.0 0.4

Energy (eV)

Figure 2.6.: Spectral dependence of the nitrogen localization for cluster states (left)
and perturbed host states (right) of GaAsN. The nitrogen concentration
is increased from dilute to 1% in the vertical direction. The CB minimum
of the lowest band E_ is indicated by vertical arrows. Different energetic
states are shown. The figure is adapted from Ref. [75].
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2.4.2. Electronic structure in the dilute regime

Energetic states with different localization characters emerge in dilute GaAsN upon
the appearance of nitrogen as isolated or bound impurity [74]. In case of the isolated
impurity, Kent and Zunger observed a strong coupling with GaAs host states and the
evolution of four a;-like states® from the basis a;(X1.) + a1(Li.) + a1(T1e) + a1 (N)
[74]. The lowest a} level is classified as quasi-localized [74] and forms the new
CB edge, as shown in Fig. 2.6 (b). In analogy to the BAC model [136], this state
will be referred to as E_. Approximately 150 meV above the CB edge, a strongly
localized alf state is observed in Fig. 2.6 (a), which is well known from the literature
[164, 95]. The perturbed host states af' and a** appear approximately 280 meV
and 420 meV above the CB edge, respectively and show a much lower localization
character [74]. These quasi-localized states are depicted in Fig. 2.6 (b). Furthermore,
nitrogen introduces strongly localized cluster states in the band gap [60], which are
shown in Fig. 2.6 (a). These levels can be associated with NN pairs, triplets N3As and
quadruplets N, and have a relatively low concentration in the alloy [74]. Nevertheless,
they can be observed e.g. in photoluminescence measurements, caused by effective

population via tunneling from perturbed host states.

2.4.3. Evolution of electronic structure with N composition

Fig. 2.6 (c) - (f) illustrate the shift of the CB edge to lower energies with nitrogen
content. This behavior can be explained by anticrossing and repulsion with higher
energy members of the perturbed host states [74]. The position of cluster states
remains fixed in the forbidden gap, because of the high localization character and
weak interaction [74]. The downward moving CB “swallows” discrete cluster states
one-by-one, until the lowest cluster state is overtaken by perturbed host states at
a critical concentration z. [74]. This concentration can vary upon the degree of
randomness in the samples and is equal to 0.6% in the calculation of Kent and Zunger
[74]. At the same time, new virtual bound states appear in the CB of GaAsN and
form bands. These bands can be associated with the £, band, in analogy to the BAC
model [136], and a ty-like band!. E shifts to higher energies with increasing nitrogen
content, like in the BAC model [136]. The CB minimum is formed from both localized

La, and to are two of the five irreducible representations of the point group 7Ty.



18 2. Fundamentals

and delocalized states in the vicinity of the critical concentration [74]. This duality is
responsible for exciton localization, slow decay times, Stokes shift between absorption
and emission, etc. [27], which cannot be described by the two-level anticrossing model
[136]. For nitrogen concentrations  >> x., GaAsN shows a more conventional alloy

behavior. More information can be found in Refs. [74, 75].

2.5. Linear combination of isolated nitrogen states
method

The properties of dilute nitrides can be explained inter alia with two different methods,
namely the empirical BAC model [136] or detailed band structure calculations [74, 75],
which are introduced in Sec. 2.3 and Sec. 2.4, respectively. Lindsay and O’Reilly
aimed for a unification of these models for a quantitative description of Ga(In)NAs
with their approach [94, 114]. In the first part of this section, the linear combination
of isolated nitrogen states (LCINS) model is presented by describing isolated nitrogen

and cluster states. The LCINS effective mass is in the focus of the second part.

2.5.1. Isolated nitrogen and cluster states

Detailed sp3s* tight-binding calculations were performed to determine the defect-
related levels due to isolated nitrogen atoms and cluster-states in large GaAsN
supercells [115]. The CB edge state [¢.1) of a GaggsAsges N1 supercell can be written
as a linear combination of the GaAs CB edge state |t),) and the isolated nitrogen
state |tno), according to the BAC eigenstate problem (2.6). The isolated nitrogen
state is therefore defined with a = (¥1|Y0) [115, 93, 94] by

¢ _ wcl - CV¢CO
M A

In case of nitrogen pairs or clusters, the situation strongly depends on the statistical

(2.23)

distribution of the N atoms [94]. In particular the number of N pairs and of the
larger and less common clusters in the supercell is essential. In order to minimize

statistical variations between random supercells, large GayAsy_/Nys supercells must

be used (e.g. N = 10° and M = 10* for z = 1%) [94]. However, tight-binding
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calculations are not feasible with clusters of that size. To overcome this problem,
GaAsN CB edge wave functions ®; are represented as a linear combination of M
isolated nitrogen resonant states ¢ n; with ¢ = 1,..., M and the GaAs CB edge wave
function . [93, 94]. This procedure is called linear combination of isolated nitrogen
states and yields results in excellent agreement with tight-binding calculation results,
as was shown on a supercell with 2V = 1000 atoms [94, 114]. In the general case
(M +1) x (M + 1) matrix equations must be solved with H;;®; = E;;®; in order to
analyze these supercell CB states [94]. The full GaAsN Hamiltonian H is defined by

Hyj = (Uil H[vhw;) (2.24)
Hinsr = (Unil H[Yeo) (2.25)

with 1 <4,j < M [94]. The matrix S;; = (¥)n:|tn;) enables the overlap of neighboring
N states. First, it is reasonable to diagonalize the M x M matrix, which links the
individual ®y; states with the energy £ [94]. The histograms in Fig. 2.7 (a) show
the distribution of the N-cluster states energies and their interaction Vy(F) =
S VI T(E — E;) with the CB edge state |),). The interaction strength is given by
Vi = (®ni|H|e) and T'(z) is a top-hat function of width 2 meV and unit area [94].
In the superdilute regime (upper picture), most interactions arise from states close
to the isolated nitrogen level (Ey = 1.7 ¢V at 0 K) [94]. The small features around
1.5 eV and 1.6 €V can be associated with N-N pairs and second-neighbor N atoms,
respectively [94]. At higher N contents (lower picture), a considerable broadening
of Viy(E) can be observed [94]. Furthermore, large cluster states can be found at
the low-energy side. The complete LCINS spectrum is obtained by diagonalizing the
(M +1) x (M + 1) matrix [94]. Fig. 2.7 (b) shows its projection on the unperturbed
wave function 1.y for two different nitrogen concentrations. This so-called fractional

I'-character

fre = (@]t} (2.26)

of the CB grants access to the different state types |®;) [94]. The new CB edge E_ is
identified by the greatest I'-character and exhibits a red-shift with increasing N content
[94]. This observation is in agreement with the BAC model [136] and experimental

results [77]. Furthermore, E, appears at z = 0.2% and shows a significant blue-shift
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and a rising I'-character when the N content is elevated [94]. The position of the CB
edge with respect to N-related levels affects the interaction strength V; = (®n|H|%c0)
and leads to a reduction of the I'-character of £_ in the vicinity of N levels [94]. This

1
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Figure 2.7.: (a) Distribution of N cluster state energies F; weighted by the square
of their interactions |Vj|* = [(®x|H|¢w)|* with the CB edge state for
GaAsg.g9sNooo2 (upper picture) and GaAsggsNooe (lower picture). (b)
Projection of the LCINS spectrum onto the GaAs wave function v for
x = 0.2% (top) and =z = 2% (bottom). The figures are adapted from
Ref. [94].

observation differs from the two-level BAC model [136] predictions and is responsible
for the anomalous composition dependence of the LCINS electron effective mass in
GaAsN [114], which is discussed in the following.

2.5.2. LCINS electron effective mass

The BAC effective mass is discussed in Sec. 2.3.2. A smooth increase of the mass
is observed with nitrogen content x. In this section, the LCINS effective mass is
presented. It can be determined in the framework of the LCINS method by assuming
that the valence band fractional I'-character fr, varies as 1 —x [92, 94]. The electron

effective mass of GaAsN is given by

*
mGaAsE—

M g = o CaAs T 2.27
GaAsN ECBchfFv ( )
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Figure 2.8.: Electron effective mass of GaAsN in dependence of the nitrogen content z.
The full blue circles represent LCINS calculations, which are adapted from
Ref. [94] and the open red circles stand for the BAC model calculation
with Eq. (2.22), as explained in Sec. 2.3.2.

Consequently, it is proportional to the energy gap F_ and inversely proportional
to the fractional I'-character (2.26) in the k-p model [92, 94]. Fig. 2.8 shows the
highly non-monotonic behavior of the LCINS electron effective mass as a function
of nitrogen content x in comparison with much lower monotonic BAC masses. This
result demonstrates that exceptionally large mass values are possible in samples with
a particularly strong interaction between 1.9 and ®p; [93, 94]. These interactions
result in low values of fr. < 0.25. For more details on the LCINS method, please
check the references [94, 114].

2.6. Fundamentals of cyclotron resonance

Cyclotron resonance (CR) designates the resonant absorption of electromagnetic
radiation by charged carriers (typically electrons) in a static magnetic field. It was
first observed by Dresselhaus et al. [39, 40] and by Lax et al. [91] in germanium and
silicon, respectively. An absorption process only takes place if the radiation frequency
matches the so-called cyclotron frequency w, = eB/m, where e is the elementary
charge, B the magnetic field, and m the free electron mass. The cyclotron frequency

can be deduced classically, as shown in Sec. 2.6.1 or with a quantum mechanical
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approach, as presented in Sec. 2.6.2. In semiconductors, the mass is replaced by the
electron effective mass m*. The latter typically corresponds to a fraction of the free
electron mass and is closely related to the band structure of the system. Thus, CR
spectroscopy is a direct method for effective mass determination and studying the
band structure. Furthermore, it provides information on scattering times and on the
free-carrier concentration. The experimental setup for CR experiments is introduced
in Sec. 3.1.

2.6.1. Classical cyclotron resonance: Drude model

The electron motion in electric and magnetic fields E and B can be expressed by the

classical equation of motion [109],

Ldv  mtu
m —
dt T

:—eE—e(’U XB) (2'28)

with the electron effective mass m* and the electron velocity v. The second term on the
left hand side takes into account electron scattering. We consider the magnetic field
B to be parallel to the z-direction and the electric field vector E to be perpendicular
to z in the Faraday geometry. Solving the differential equations gives the conductivity
tensor [109]

—i(w—1i/T) we 0
v | THT T
o= 2| e o o | 220
0 0 w—_iZ‘/T

which is defined by the relaxation time 7, the DC conductivity oy = ne?r/m*, the
carrier density n and the cyclotron frequency
eBres
We = —=, (2.30)

m*

The real part of the conductivity

1+ (w7)? + (wer)?
11— (w?— w02)72]2 + 4(wT)?

R(opz) = 00 = goCni (2.31)

provides a classical expression for the CR absorption coefficient « [109, 35] in case of

linearly polarized radiation. Eq. (2.31) is used in Sec. 4.2 and Sec. 4.3 for data analysis.
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However, at this point it is more instructive to consider a different representation of
the conductivity [109, 35]

Oy = Oy F 104y (2.32)
1 . (WFw)T
—1
’ 1+ (WFw)’ 72 14 (wFw) 12

=0

(2.33)

in terms of the left- and right-circularly polarized radiation. The signs “ + 7 and
“ —7 denote the right and left circular polarization, respectively. For electrons, the
resonance only takes place for right-circularly polarized radiation. Thus, electrons
are called CR active for o,. On the other hand, holes are CR active for ¢_. This
distinction originates from different signs of their charges and thus of w, [109]. In
case of circularly polarized radiation, the CR absorption of electrons is determined by

the real part of o, as
1

R(oy) = o = gocnio. 2.34
( +) 01+<w—wc)27_2 0 1 ( )

Eq. (2.34) corresponds to a pure Lorentzian with a peak at w. and a half-width at
half-maximum of v = 1/7. Consequently, CR of electrons takes place for w = w, if

the cyclotron condition
wer > 1 (2.35)

is satisfied. The cyclotron condition implies that on average carriers have to complete
one full orbit before a scattering event occurs. Using the mobility u = er/m*,
Eq. (2.35) can be written as

*

wm
e

We > 1 (2.36)
and a new definition of the cyclotron condition

B-p>1 (2.37)

follows from Eq. (2.30) and Eq. (2.36). Both the sample mobility and the magnetic
field strength affect the applicability of the CR experiment.
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2.6.2. Landau level quantization

The Hamiltonian of a free (crystal) electron in a magnetic field is given by

Hy = (p+eA)?, (2.38)

2m*

where p is a canonical momentum operator and A is the vector potential of the
magnetic field B =V x A. The latter can be represented in the asymmetric Landau
gauge for simplicity. Thus, the vector potential is written as A = (0, Bx,0) with the
position operator & = (z,0,0) and |B| = [(0,0, B)| = B. In this representation, the
Hamiltonian is defined by

Hy = H, + 4,
) 5 ) (2.39)
= 1/(2m") [p2 + (py + eBx)*] + 1/(2m*) -p2.

H) describes the electron motion in the z-direction and has the eigenstate % H,

can be transformed to

2 2
Dy 1 *, 2 hky
H - 1 L 2.4
T ome N gl Ve (x ( eB (240)

with w. = eB/m* and p, = hk,. H, corresponds to the Hamiltonian of a shifted
harmonic oscillator with an orbit center coordinate = —hk,/eB in Eq. (2.40). Its
eigenvalues are consequently (N + 1/2)hw,.. The eigenstates of Hy are given by a sum
of the individual eigenstates of H) and H, as
2.2

En(k,) = <N + %) hw. + %, (2.41)
because H; commutes with H). Consequently, bulk semiconductor electrons can only
move freely in the z-direction when a magnetic field B = (0,0, B) is applied. The
xy motion is quantized in a series of one-dimensional Landau levels. Each one of
these levels is degenerated with respect to k,. Cyclotron resonance is regarded as a
transition between neighboring Landau states, if the photon energy is equal to their
spacing hw.. The absorption between Landau levels can be also calculated in the
quantum mechanical approach but is beyond the scope of this thesis. An extensive

description can be found e.g. in Ref. [109].



3. Spectroscopic methods

Cyclotron resonance and magneto-photoluminescence spectroscopy are very powerful
tools for materials research. In this thesis, different spectroscopic methods are applied
to the dilute nitride GaAsN in order to study the electron effective mass, electron
mobility, luminescence characteristics, recombination dynamics, impact of shallow
dopants, formation and evolution of cluster states and the population transfer of
localized excitons. The experimental details of these methods are discussed in this
chapter. The first section is dedicated to cyclotron resonance spectroscopy in pulsed
magnetic fields. A general introduction on high magnetic field generation is given
with a focus on pulsed magnetic fields. Afterwards, the experimental setups and
applied THz laser sources are presented. In particular, the free-electron laser FELBE
and quantum cascade lasers are introduced. The second section treats time-resolved
magneto-photoluminescence. Photoluminescence investigations are performed with a
pulsed titanium-sapphire laser. A near-infrared streak camera is used as detection
system. A new magneto-photoluminescence setup for pulsed magnetic fields is built
at the Dresden High Magnetic Field Laboratory (HLD). Details on this task are given
in section three. This includes the development of an experimental setup and an

appropriate measuring technique.

3.1. Cyclotron resonance spectroscopy

Cyclotron resonance (CR) spectroscopy is very popular for effective mass determination
and studying the band structure. The method provides direct access to electronic
states and electron interactions [109]. There are two ways to measure CR. In the first
approach, the sample is located in a constant magnetic field and illuminated with
electromagnetic radiation by either a broadband source or by a narrow and tunable
source. The radiation is absorbed resonantly when the energy of the electromagnetic

wave matches the cyclotron frequency w, = eBies/m*, which is deduced in Sec. 2.6.1.
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In the second approach, the sample is illuminated with monochromatic radiation,
while the magnetic field is swept. The resonant absorption occurs at a certain resonant

magnetic field

*

Brs = 2 (3.1)
e

As usual, e and B designate the elementary charge and the magnetic field, respectively,
and m* represents the effective mass of charged carriers. Both principles are known
as cyclotron resonance spectroscopy and can be applied successfully if the cyclotron
condition in Eq. (2.37) is satisfied. In case of e.g. GaAs with p = 8500 cm?/Vs at
300 K [149], it can be applied for B > 1.2 T.

3.1.1. High magnetic field generation

High magnetic fields provide several advantages for CR investigations. According
to Eq. (2.37), low mobility samples can only be investigated in high magnetic fields.
Furthermore, the variation of the cyclotron energy hw. gives access to interesting
effects related to phonons or plasmons, which appear in different energetic ranges. In
case of very high magnetic fields, one can obtain new phenomena which arise from

electron-electron interactions or the breakdown of the effective mass approximation
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Figure 3.1.: Different methods for high field generation [35], arranged in order of
maximum achievable field strength. DC and pulsed fields are shown in
dark and light gray, respectively.
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[109]. There are different methods to obtain high magnetic fields, as shown in Fig. 3.1.
The most common principle is based on superconducting DC coils. Commercially
available coils can be operated up to 22 T. Superconducting magnets need to be
cooled with liquid helium below the critical temperature in order to ensure a loss-free
electrical current. Fields up to ~ 37 T can be achieved with Bitter magnets. These
resistive coils are made of a conductive plate set in helical configuration and operated
with large currents. A great amount of deionized water has to be pumped through
the magnet in order to dissipate up to 20 MW of heating power. Hybrid magnets are

built as a combination of an external superconducting coil with a Bitter magnet inside.

(a) (b)
I~ 50 Type 1
Control]  |Pulsed Type
. ...l.lnit coil 60
: E 3
z 3 40
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0.00 0.05 0.10 0.15
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Figure 3.2.: (a) Scheme of the driving circuit for pulsed magnets, adapted from
Ref. [35]. (b) Magnetic field profiles of different coil types available at the
High Magnetic Field Laboratory Dresden. The inset shows a schematic
view of a 8.5 MJ/70 T coil. The main parts are: 1. coil with internal
reinforcement, 2. external reinforcement cylinder, 3. G-10 end flanges
and 4. current leads.

Magnetic fields up to 45 T can be achieved. Above that, only pulsed magnets are
available. Pulsed magnets are further distinguished into three classes: non-destructive
magnets with magnetic fields up to 100 T, destructive single turn coils with fields up
to 300 T and destructive explosive magnets with fields above 1000 T. In case of single
turn coils, only the coil explodes during the pulse, but the sample and setup survive.
However, the sample explodes together with the coil in the destructive explosive
magnet. Both destructive coils can only be operated on a microsecond time-scale [35].

Our experiments are performed in non-destructive pulsed magnets at the High
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Magnetic Field Laboratory Dresden (HLD), which are introduced in more detail in
the following. Fig. 3.2 (a) shows the schematic LC driving circuit of a HLD pulsed
magnet. The solenoid is driven by a 50 MJ/24 kV capacitor bank, which consists
of 20 modules [59]. Depending on the technical requirement, the models can be
operated in different combinations. Three main coil types are currently available for
user operation, as shown in Fig. 3.2 (b). Each coil is installed in a liquid nitrogen
bath inside of a blast-protected cave. In our experiments, a “type 1”7 coil is used with
a maximum field strength of 63 T. The fully charged capacitor (3 modules) discharges
into the coil at the time ¢ = 0. During the discharging process, the electrical current
rises as sin(t/v/LC). The maximum is reached at the time ¢ = 7v/LC/2 and decays
afterwards [35]. Parallel to the coil, a special crowbar-diode is installed, in order to
avoid negative recharging of the coil and to increase the sweep-down time. This diode
short-circuits the coil when the voltage on the capacitors becomes slightly negative
and causes an exponential decay exp (—L/R) of the current, instead of the sine-like
one [35]. R denotes the coil resistance. The surplus coil energy dissipates by Joule
heat and increases the coil temperature from 77 K to above room temperature within
milliseconds [35]. The waiting time between magnetic pulses is defined by the cooling
time of the coil and lies typically between two and four hours. The Lorentz force
exerts serious mechanical stress on the coil. To overcome the mentioned challenges,
the so-called “exploitation of distributed internal reinforcement” [20] approach is
applied at the HLD. In particular, every wire layer is individually supported by a
reinforcement layer in order to homogenize the stress distribution. This reinforcement
consists mainly of a high-strength fiber in an epoxy-resin matrix [173]. Apart from
the internal reinforcement, the coils are reinforced externally with steel cylinders,
which provide additional radial, hoop, and axial support for the coil [173]. The inset
of Fig. 3.2 (b) shows a typical HLD coil for field strengths of up to 70 T.

3.1.2. Free-electron laser

Free-electron lasers (FELs) are widely tunable light sources of high brilliance, which
can be operated inter alia in the desirable THz range. The active medium of the laser
consists of relativistic electrons in an alternating magnetic field, which makes this
laser type unique in terms of tunability. Continuous energetic states of free 