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Referat: 

Mit dem Ziel ein besseres Verständnis des Einflusses des Einfallswinkels in der physikalischen 

Gasphasenabscheidung zu erreichen, wurden experimentell realisierte und am Computer 

simulierte Dünnschichten untersucht. Als Abscheidetechniken kamen sowohl Elektronenstrahl-

Verdampfen als auch Ionenstrahl-Zerstäubung zum Einsatz. Es wurden die Materialien 

Germanium, Silicium und Molybdän verwendet, die bei verschiedenen Einfallswinkeln, 

verschiedenen Substrattemperaturen und variiertem Restgas abgeschieden wurden. Die 

beobachteten Zusammenhänge, von bspw. kolumnarer Verkippung und Einfallswinkel, konnten 

nicht mit den etablierten Modellen in Einklang gebracht werden. Um das genaue Zusammenspiel 

von Abschattung und Konkurrenz-Wachstum zu verstehen, wurde eine „on-lattice“ 

Computersimulation entwickelt, mit dem besonderen Augenmerk auf die Vermeidung von 

gitterbasierten Anisotropien. Dies wurde durch Vergleich mit einer, ebenfalls entwickelten, „off-

lattice“ Simulation sichergestellt. Ausgehend von den beobachteten Effekten konnte ein 

analytisches Modell entwickelt werden, welches die Materialeigenschaften und 

Abscheidebedingungen in einen einzigen Parameter vereint. Die Vorhersagen des Modells 

wurden an den hergestellten Schichten, den Computersimulationen und an Literaturdaten 

verifiziert. Abschließend werden Methoden aufgezeigt, die schräg abgeschiedenen 

nanostrukturierten Schichten verschiedenen Anwendungen anzupassen. Dies umfasst die in situ 

Dotierung von Siliciumnanostrukturen, die Erzeugung von Kern-Schale-Strukturen, sowie die 

biochemische Oberflächenfunktionalisierung von Silbernanostrukturen. Am Beispiel der 

letztgenannten werden verschiedene Anwendungen in der Biosensorik detaillierter vorgestellt. 

Abstract: 

With the aim to gain a deeper understanding of the role of the angle of incidence in physical vapor 

deposition, experimental, and computer-based studies were conducted. Electron beam 

evaporation and ion beam sputtering were used as deposition methods. The materials germanium, 

silicon, and molybdenum were deposited at different incidence angle, different temperatures and 

varied residual gas atmospheres. Established models could not be used to adequately explain the 

obtained relations between morphological parameters, as the tilt angle, with the incidence angle. 

To investigate the interplay of self-shadowing and competitive growth, an on-lattice simulation 

was developed. Care was taken to avoid any artificial anisotropy. Comparison with an, 

additionally developed, off-lattice simulation was used to verify this. Based on the made 

observations, an analytical model was deduced that combines the material properties and the 

deposition conditions into a single parameter. The predictions of this model were verified for the 

experimental observations, the results of the computer simulations, and on literature data. In the 

last part of the thesis, methods are shown that facilitate to modify the properties of the obliquely 

deposited thin films to fit requirements of various applications. This includes in situ doping of 

silicon nanostructures, creation of core-shell structures, as well as biochemical surface 

functionalization of silver nanostructures. On the example of the latter, various bio-sensing 

applications are presented. 
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1 Motivation 

Many technological important properties of tools and devices are determined by the 

structure and composition of their surface. Properties, such as optical behavior (e.g., color 

and reflectivity), hardness, and biocompatibility can be modified and improved by 

providing surface coatings of different materials and morphologies. Besides, coating 

technologies also allow to manufacture electronic and optic devices, such as thin film 

transistors, laser cavities, or optical sensors. Due to the large number of involved 

materials and the versatile requirements on the final morphology of the coating, a large 

variety of methods to control and design the desired surface topography precisely has 

been developed.  

These techniques are usually divided into two groups: Chemical Vapor Deposition 

(CVD) and Physical Vapor Deposition (PVD). In PVD, material is brought into gas phase 

by physical techniques. For this purpose, the atoms are removed from a material source 

(the "target"), e.g. by evaporation, sputtering or laser ablation. The free atoms travel 

through the vacuum environment to the surface (the "substrate"), where they finally 

condense and become incorporated into the growing film. 

Compared to CVD, the PVD approach allows to produce coatings with higher purity 

and a more precise and flexible control of the composition and morphology. A drawback 

is the more cost-intensive deposition equipment, since a better vacuum as well as a 

vaporization device are required. Nevertheless, PVD coatings become increasingly 

important for industrial applications due to the superior coating quality. Such PVD made 

coatings can be found in manifold tools of the everyday life such as optical storages 

devices (e.g. DVDs), tools, and lenses, to name just a few. Additionally, the production 

of high-technology devices as silicon-on-insulator transistors or X-ray mirrors is strongly 

connected to the use of PVD techniques. 

The control of the many parameters during PVD opens the opportunity to influence 

the properties of the growing films. The roles of the substrate temperature, growth rate, 

vapor composition, vapor energy, and a few more parameters are of interest for the 

scientific and industrial community and are part of various research items and projects. A 

less often considered parameter is the angle of incidence of the vaporized atoms. Previous 

research has already shown that even slightly oblique incidence angles can have an 

enormous impact on the structural film parameters, such as density and microstructure. 

Hence, important film properties as hardness, conductivity, or refractive index are 

influenced.  

Combining PVD with highly oblique particle incidence angles results in the self-

assembled growth of highly porous thin films composed of separated nanostructures. This 

technique, known as oblique angle deposition (OAD), allows to create nanostructured 

thin films with completely new structural features and properties. Due to the large surface 
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area, such films open the opportunity to fabricate sensors based on Surface Enhanced 

Raman Scattering (SERS), for example. The development of such sensors plays a key 

role for the certain, precise, and fast identification and quantification of environmental 

toxics or human blood constituents, e.g., and is therefore in the focus of considerable 

research activities nowadays.  

It is a surprising fact that oblique deposition has gained just minor attention, because 

perfectly vertical deposition is just an idealized case. True deposition more often than not 

is oblique, caused by the geometric relation between target und substrate as well as due 

to surface roughness and topography.  

The first aim of this thesis is to understand the role of the angle of incidence, as well 

as its interplay with other deposition parameters, like the substrate temperature, on the 

surface topography. For this purpose, a new model is developed based on experimental 

observations, computer simulations, and a review of commonly used theoretical models 

are used to develop a new model, which describes the morphology of obliquely grown 

films with a higher accuracy than previous models.  

The second aim is to find methods to improve OAD thin film properties for later 

device application. Therefore, methods are developed to alter surface and materials 

properties of the OAD nanostructures, to fit specific requirements. The application of 

such modified OAD thin films for bio-sensing applications is demonstrated in detail.  
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2 Basic Concepts 

2.1 Physical vapor deposition (PVD) 

The growth of thin films with PVD methods can be divided into three processes that 

each atom undergoes subsequently, as shown in Figure 2.1 a. These are (i) the generation 

of the vapor particles (atoms or molecules), (ii) the travel of the particles from the target 

to the substrate, and finally (iii) the condensation of the vapor particles on the substrates 

surface. The physics of these three processes shall be shortly elucidated in the following 

sections, with focus on the last mentioned one, as it plays the crucial role for the oblique 

angle deposition. 

 

 

Figure 2.1: Comparison of typical particle energies of the two here used vaporization techniques. 

Image adapted from [1]. 

 

2.1.1 Particle Generation 

Different techniques were developed to vaporize solid materials. One very often-used 

method is to evaporate the material. This can be done either by electric heating of a 

crucible liner, in which the material is placed ("thermal evaporation") or by treating the 

material directly with an electron beam. The last mentioned method has the advantage, 

that the energy is focused onto the material, and therefore the crucible that holds the 

material remains colder, reducing the amount of contaminations introduced from it.  

Electron beam evaporation is one of the used vaporization techniques for this thesis. As 

electron beams can reach high energy densities, nearly all materials can be evaporated by 

this method. Evaporated atoms have energies E that can be described with a Boltzmann 

distribution [2]: 

   



10 

 

 
𝑓(𝐸) =

2

√𝜋
(

1

𝑘𝑇
)

3/2

√𝐸 𝑒−𝐸/𝑘𝑇  , (2.1.1) 

   

with T denoting the temperature and k being the Boltzmann constant. Typical thermal 

energies lie in the range of < 0.2 eV (compare Figure 2.1 b). The flux of the evaporated 

material, defined as the deposited mass m onto an area A in a specific period of time dt, 

depends on the distance of the substrate to the source r and the relative angle θ of which 

the substrate is displaced from the source normal. An estimation is given by the Knudsen 

equation [3] 

   

 d𝑚

𝐴 d𝑡
=  

𝑀

4𝜋𝑡

cos 𝜃

𝑟²
 . (2.1.2) 

   

Hereby, M denotes the molar mass of the evaporated species. This equation is valid, if the 

angular flux dn from the particle source through a solid angle dω follows Knudsen’s 

cosine-law 

   

 
d𝑛 ~ 

d𝜔

𝜋
 cos𝑛 𝜃 , (2.1.3) 

   

with n = 1. Notice that this is not equivalent to the polar angular-probability distribution 

function g(θ), that can be found by integrating dn over all azimuthal angles, which finally 

yields (following [4]) 

   

 𝑔(𝜃) = 2 sin 𝜃 cos 𝜃 = sin 2𝜃 . (2.1.4) 

   

To create such a distribution in a Monte-Carlo simulation from a random number 

0 ≤ x ≤ 1, one has to choose the angle of departure as 

   

 𝜃 =  arcsin √𝑥 . [5] (2.1.5) 

   

Notice further, that n = 1 in eq. (2.1.3) is valid for effusion from a tube or a Knudsen cell, 

but not necessarily for free evaporation into a vacuum. In fact, Nishimura et al. [6] 

investigated this distribution for the electron beam evaporation of gadolinium and found 

a dependence of n from the heating power Ph or rather the evaporation rate. They found 

n values of 1.0, 2.2, and 4.6 for Ph = 3 kW, 4 kW and 12 kW, respectively. This may be 

attributed to the fact that at higher heating powers, especially in electron beam 

evaporation, strong thermal gradients exist so that thermal equilibrium is left behind. For 
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the same reason, the Boltzmann distribution also is an approximation at these conditions, 

at best.  

In a second vaporization technique, primary ions are accelerated and directed onto the 

targets surface. When the energetic ions hit the target, they transfer their momentum and 

energy to the atoms of the target. If a target atom gains an energy, larger than a threshold 

energy, it has a chance to be emitted from the target - a process called sputtering. The 

average amount of target atoms, generated per incident primary ion is called sputter yield 

and depends on a few parameters, like the mass, the energy, and the angle of incidence of 

the primary ions as well as on the atomic mass and the surface binding energy of the target 

material. The flux of the sputtered target atoms therefore depends on the sputtering yield 

and the current of ions hitting the target. Basic mathematical description of sputtering can 

be found, e.g., from Sigmund [7]. The energy of the sputtered atoms can be approximately 

estimated by the Thompson distribution [8], which is mainly characterized by a maximum 

at approximately the half of the surface binding energy (few eV, compare Figure 2.1 b) 

and an energy tail, following  f(E) ~ E -2. Therefore, the energy of sputtered particles is 

generally larger than that of evaporated species.  

Depending on the method to create the primary ions, different sputtering techniques 

are distinguished. Most common is magnetron sputtering, where the ions are extracted 

from a plasma that resides directly above the target. This technique has the disadvantage 

that the sputtered atoms have to travel through the plasma, so that their trajectories are 

likely be influenced by collisions. Another method is ion beam sputtering (IBS). In this 

method, the creation of the ions is spatially separated from the sputtering target in a 

special ion beam source. As no plasma is necessary in vicinity of the target, lower 

background pressures are possible inside the deposition system. Therefore, ion beam 

sputter deposition (IBSD) is the second method used for this thesis. A more detailed 

characterization of IBSD, regarding the sputter yield, energy distribution, and angular 

distribution can be found in [9-11]. 

 

2.1.2 Transport through the gas phase 

The vaporized particles move away from the target surface. When they hit the 

substrate or the walls of the deposition chamber, they condense. In-between there is a 

chance that the atoms collide with atoms or molecules from the residual gas in the 

deposition system. The mean-free-path 𝑙 ̅of atoms in a low pressure environment depends 

on the pressure p, the atomic or molecular diameter dm and the temperature T of the 

residual gas and can be estimated with the following equation [12]:  

   

 
𝑙 ̅ =  

𝑘𝑇

√2 𝜋 𝑝 𝑑𝑚
2

  . (2.1.6) 
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This equation is only valid if the particle velocities are Maxwell-distributed (thermal 

equilibrium) and for the approximation of an ideal gas. This is not given here, as the 

evaporated or sputtered atoms have much higher energies than the thermalized residual 

gas atoms, leading to a higher mean-free-path [2]. Nevertheless, it can be used to estimate 

the vacuum requirements, to assure ballistic transport of the material from the target to 

the substrate. For a typical target-substrate distance of 30 cm and thermal background 

gas, a vacuum better than approximately 2 ∙ 10-4 mbar is required. If the pressure is higher 

than this, the particle stream at the substrate will no longer be parallel, affecting the self-

shadowing effect, which is crucial to produce nanostructures with OAD. 

 

 
Figure 2.2: (a), (b), and (c) illustrate the different possible growth modes. (d) illustrates the 

coalescence of randomly oriented nuclei, and the evolutionary selection of specific, fast growing 

crystallite orientations (indicated by different colors). 

 

2.1.3 Film growth 

When the atoms arrive at the substrate and the growing film, different processes can 

happen. If the atoms have high enough energies, they can be reflected or induce further 

sputtering. If the substrate temperature is high enough, the atoms may shortly adsorb to 

the surface, before they are re-evaporated again. These processes shall not be taken into 

account in the following discussion, as they are not expected at the used energy and 

temperature regimes. Atoms that have reached the substrates surface may have the chance 

to diffuse over it, provided the temperature of the substrate or the atoms kinetic energy 

are large enough. This diffusion is a random-walk process over the energy landscape of 

the substrates surface. If enough diffusing atoms - called adatoms – stick together, nuclei 

are formed. Details about the thermodynamics and kinetics of the nucleation process can 

be found in [13]. 



13 

 

Three possible growth modes are typically distinguished for crystalline materials [14]. 

The thin film may grow layer-by-layer (called Frank-Van der Merwe growth, see Figure 

2.2 a) if the adatoms tend to attach primarily on surface sites. In contrast, separated 3D 

nuclei form first, which coalesce later (Volmer-Weber growth, Figure 2.2 b), if the 

interaction between the adatoms is stronger. The third growth mode is a combination of 

the both first mentioned: At first, a closed wetting layer forms on which then islands grow 

(Stranski-Krastanov mode, Figure 2.2 c).  

In this thesis, mostly a low substrate temperature was used so that typically island-

growth was observed. Moreover, epitaxy is not observed, as usually amorphous fused 

silica or natively oxidized silicon is used as substrate. Consequently, the initially forming 

nuclei are either amorphous or, if they are crystalline, they are randomly oriented. 

 

 
Figure 2.3: (a) Amorphous thin films develop a columnar structure as a consequence of the evolving 

surface roughness, which leads to horizontal density gradients. (b) Structure zone diagram, illustrating 

the influence of increasing impurity levels. At higher impurity concentrations, the columnar structure is 

lost and the crystallites do not extend from the substrate to the surface anymore. Image adapted from 

[15]. 

 

An often-observed feature in non-epitaxial films is a columnar structure [16-21]. For 

polycrystalline thin films, this fibrous structure arises due to the different orientations of 

the individual crystallites, which do not coalesce on crystallographic equivalent planes, 

and therefore remain distinguishable during growth of the thin film, as indicated in Figure 

2.2 d. Furthermore, as the crystallites show and orientation dependent growth speed, some 

orientations are selected and grow preferably, while the other orientations loose this 

competitive process and therefore stop to grow [22]. Consequently, an evolutionary 

selection of crystallites occurs, in a way that the finally surviving crystallites show a fiber 

texture. The columnar morphology found in amorphous thin films, of course, has to 

originate from another process. This process is the increasing roughness of such growing 
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films [23]. A rough surface in a collimated particle flux will always show regions, where 

the local angle of incidence θloc is larger than zero (compare Figure 2.3 a). The growth 

rate at these positions is reduced compared to the regions that are parallel to the substrate. 

Therefore, on these tilted regions, the thin film will grow slower in height and it will 

further exhibit a reduced density. The locally lower growth speed leads to an even higher 

roughness of the growing film and therefore intensifies this effect, what finally leads to 

the formation of distinguishable columns. It should be noted that the formation of such 

columns could be inhibited by contaminations that are incorporated during the growth 

process (see Figure 2.3 b). These impurities force the formation of new crystallites [15] 

or smear out the statistical roughness of the amorphous thin films.  

The three mainly in this thesis used materials (Si, Ge, Mo) show such a columnar 

structure, as displayed in Figure 2.4. 

2.2 Deposition at oblique angles 

If the substrate is tilted in a way that between the substrate normal and the direction 

of the incoming particle flux an angle θ is formed, the deposition process is called Oblique 

Angle Deposition (OAD). In normal, vertical, deposition, the columns are also oriented 

vertical, whereas in OAD, the columns are tilted into the direction of the incoming 

particles, as demonstrated in Figure 2.5 a. For highly oblique deposition conditions, the 

columns start to separate, forming a porous thin film, consisting of isolated needles. The 

obtained porosities can be as high as 90% [24, 25]. The reason for the columns to separate 

is the self-shadowing effect. It describes the fact that a highly oblique incidence combined 

with a rough surface leads to the formation of regions that are geometrically shadowed 

from the particle flux. In other words, these regions are not in direct line-of-sight with the 

particle source. Consequently, no further atoms reach the shadowed areas, which then 

remain unfilled. This is the cause for the formation of the porous structure. 

 
Figure 2.4: SEM image of Si, Ge, and Mo thin films, deposited at normal incidence by electron 

beam evaporation. Vertical features can be observed in all of these films, indicating the formation of a 

columnar morphology. The images are sharpened and contrast enhanced, to increase the visibility of the 

columns. 
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Figure 2.5: (a) Cross-sectional scanning electron microscopy images of Mo thin films, deposited at 

an increasingly oblique geometry. The actual angle of incidence is also indicated by the white arrows. A 

tilt of the columnar structure as well as the separation of individual needles at higher tilt angles can be 

observed. (b) Schematic illustration of the self-shadowing effect, which leads to the formation of the 

porous thin film morphology. All angles are measured with respect to the surface normal. 

 

Considering surface diffusion and assuming oblique deposition onto a flat substrate, 

the formation of isolated structures starts, as soon as the geometric shadowing length l 

exceeds the mean surface diffusion length. The shadowing length is simply given by 

   

 𝑙 =  ℎ ∙ tan 𝜃 , (2.2.1) 

   

where h denotes the height of the object casting the shadow. Assuming spherical nuclei, 

h would equal the half of the nuclei’s diameter. A noteworthy peculiarity of such a tilted 

columnar structure is, that the column’s tilt angle β (measured also with respect to the 

substrates normal, compare Figure 2.5 b) is not equal to the angle of incidence θ. In fact, 

β < θ is found in all conducted experiments and computer simulations. This behavior is 

under discussion for decades and shall be discussed in more detail in chapter 6. 

Historically, the deviation of the physical properties of obliquely deposited films was 

firstly discovered 1886 by Kundt [26]. It took until 1950, until König and Helwig were 

able to describe the microstructure of such films [27]. In 1966 Nieuwenhuizen and 

Haanstra performed scanning electron microscopy studies on OAD thin films, 

formulating the first hypothesis for a β-θ-relation [28]. Since then, OAD and related 

techniques have gained increasing interest as a highly versatile surface sculpturing 

technique and as a beautiful example for self-organization processes. [29] 
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2.3 Controlling the thin film morphology 

 

Figure 2.6: Silicon thin films, grown at highly oblique angles of incidence. (a) Tilted structures (no 

substrate rotation – OAD). (b) Spirals (slow rotation). (c) Screws (medium rotation speed). (d) Vertical 

columns (fast rotation). 

 

As shown above (Figure 2.5 a), the angle of material incidence influences the tilt angle 

of the columns, as well as the porosity of the whole film. In order to customize the thin 

films further, an additional degree of freedom has to be introduced. An often-used 

parameter is azimuthal substrate rotation. The process is then often conducted at highly 

oblique deposition angles and usually called Glancing Angle Deposition (GLAD) [30]. 

Since the columns grow tilted into the direction of the incoming particle flux, a slow 

substrate rotation leads to the formation of spiral-like structures. The growing 

nanostructures thereby follow the substrate rotation. At larger rotation speeds, the pitch 

of the spirals decreases, so that the structures rather resemble screws. At high rotation 

frequencies, the influence of the individual revolutions gets lost and the structures degrade 

into upright columns. The influence of increasing rotation speed is shown in Figure 2.6 

for the example of silicon.   

Another parameter is the substrate temperature, for example, which influences the 

diameter of the individual structures. (see Figure 2.7 a, and compare section 4.1).  

Combining different parameters, allows to create shapes that are more complex. A fast 

substrate rotation with a varying angle of incidence permits to vary the diameter of the 

individual nanostructures during growth (Figure 2.7 b, c). Further, a rapid change of the 

azimuthal substrate orientation allows to combine tilted needles with different 

orientations, so that zigzag structures (Figure 2.7 d) or n-fold spirals can be grown. More 

complex movement schemes, as phi-sweep [31, 32] and phase-rotation [33], can be used 

to further tune individual morphological properties of such film. 

Another possibility to control the morphology of the thin films is to link GLAD with 

pre-patterned substrates. Such substrates can be prepared by classical lithography 

methods. As the nanostructures, forced by the shadowing effect, grow on the highest 

features of a surface, the prepared pre-pattern is transferred to the growing GLAD film 

(Figure 2.7 e – g). Therefore, it becomes possible to control the number and positioning 

of the individual structures. Furthermore, as the cross-sectional shape of such 
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nanostructures is defined by the shadows from the surrounding nanostructures, pre-

patterned substrates also enable to control this property. 

Finally, different materials can be combined into the individual structure (Figure 

2.7 h), further allowing to tailor the properties of such film. 

 

 
Figure 2.7: (a) Tilted silicon nanostructures, grown at a substrate temperature of 500 °C, showing 

a larger diameter than the ones deposited at room temperature. (b) and (c) show vertical columns, where 

the structure diameter was periodically varied during growth by control of the angle of incidence. (d) 

Rapid changes of the azimuthal angle allow combining tilted needles with different orientations. (e) Pre-

patterned substrate with artificial seeds in a honeycomb pattern. (f) Top- and (g) side-view of GLAD 

structures grown on such a honeycomp template. (h) Vertical Si-Ge heterostructures. The Ge is located 

in the two brighter stripes. 

 

Due to the great variety of producible shapes and the special properties of OAD and 

GLAD thin films, a wide field of applications is thinkable or already accessed. The large 

surface area that arises due to the open pore structure facilitates use for chemical 

applications as catalysis or sensing. The controllable density allows to precisely tailor the 

optical properties, as the refractive index, of GLAD films. Anti-reflection coatings, 

distributed Bragg reflectors, as well as optical filters are prominent examples of the use 

of such films. Furthermore, the mechanical, magnetic, thermal, and electrical properties 

of OAD and GLAD thin films can be tunes in a way, to be interesting for possible 

applications. Overviews are given in [29] and [34]. 
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3 Experimental Methods 

3.1 Sample preparation 

3.1.1 Electron beam evaporation system 

The majority of the samples that lead to the results presented in this thesis were 

produced by electron beam evaporation. The electron beam evaporation chamber (e-beam 

chamber, see Figure 3.1) is pumped by a turbomolecular pump, backed by a roots pump 

and has a base pressure in the range of 1 ∙ 10-9 mbar. It is equipped with a load-lock 

chamber that permits a fast sample transfer without the need to lose the vacuum. A four-

pocket electron beam evaporator is located in the lower part of the chamber, while the 

sample holder is centered in the upper part. The entire deposition system is controlled by 

a software developed by BesTec, the company that realized the chamber as well. The 

sample holder allows a computer-controlled movement of the sample. This facilitates to 

set the angle of incidence θ and the azimuthal angle Φ (both with respect to the substrate 

normal). Complex movements can be programmed by using a ‘macro editor’. The 

substrate holder is further equipped with an electric heater, providing temperature control 

up to 850 °C. The growth speed is measured by a quartz crystal microbalance located at 

the top of the chamber. This sensor is calibrated for each material by test samples. 

Calibration is checked on a regular basis. A shutter between sample holder and evaporator 

allows an accurate control of the film thickness. The substrate holder is made of 

molybdenum and can be anchored at the substrate manipulator by a transfer rod. Samples 

are usually glued with carbon tape atop the sample holder. For higher deposition 

temperatures carbon paste is used to attach the sample, as the tape loses it adhesive force 

at around 300 °C. 

Aiming at the substrate holder, different effusion cells allow manipulation of the 

material properties. A gas cracker cell was used to provide atomic hydrogen. It consists 

of a thin tungsten tube (inner diameter: 1 mm) that can be heated up to temperatures 

around 1900 °C, providing a mix of molecular and atomic hydrogen with a thermal energy 

distribution. Hydrogen flow is regulated by a mass flow controller (MFC), specially 

calibrated by the manufacturer for hydrogen. Typically, a gas flux of 0.4 sccm and a 

temperature of 1800 °C is chosen to increase the lifetime of the tungsten capillary. 

A second effusion cell provides boron vapor, by sublimation of boron from an 

electrically heated carbon crucible liner. The cell temperature can be varied to set the 

desired boron flux. This was calibrated using test samples that were analyzed by 

secondary ion mass spectrometry (see section 3.2.3). Finally, a simple tube points to the 

sample holder, allowing the MFC regulated addition of process gases. 
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Figure 3.1: View into the e-beam chamber. The important parts are labeled. The substrate holder is 

in the transfer-position (pointing to the load-lock chamber). 

 

Evaporating materials with a high melting point (as Mo) leads to massive heat 

radiation from the evaporator (see Figure 3.2). At an evaporation voltage of 7000 kV and 

a beam current of ~ 300 mA, approximately 2 kW of energy are transferred to the 

deposition chamber. This causes a heating of the chamber itself and, consequently, after 

some time an increase of the residual gas pressure, as more gas is released by the 

chamber’s inner surfaces. Additionally, the differentially pumped rubber seals of the front 

door and the manipulator feedthrough are temperature sensitive. In order to circumvent 

this problem, a massive air cooling was added to the chamber. The ‘Active Chamber 

Cooling System’ (ACCS) consists of four large electric fans, pointing on the sidewalls of 

the chamber and two smaller fans, cooling the bottom of the chamber. The total airflow 

of the system is around 0.8 m³/s. This system is attached for long deposition times of the 

respective materials and detached for the bake-out procedure.  

A problem often encountered in thin film deposition systems is the calibration of the 

substrate temperature. The thermocouple (TC) that is used to regulate the heating power 

is located a few millimeters behind the substrate holder and can therefore not be expected 

to provide the actual substrate temperature. At lower substrate temperatures (< 300 °C), 

temperature calibration was done using a second k-type TC, clamped to the sample holder. 

At higher temperatures, the relation between the temperature measured by this TC and 

the applied heating power becomes strongly non-linear. A probable explanation can be 

found in the increasing heat transfer through the TC wires that lose more energy due to 

intensified thermal radiation. A second possible method to measure substrate temperature 

is using an infrared thermometer (pyrometer). As the emissivity of the substrate holder is 

unknown, the procedure proposed by Mizutani was used [35]. A large piece of silicon
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Figure 3.2: (a) Photo of the chamber. The front door is on the right side of the image. (b) IR image 

of the chamber before deposition. The hot spot is the vacuum gauge. Since it has a plastic housing and 

the IR camera does not consider different emissivity values, it is shown as the warmest spot in all images. 

(c) IR image of the chamber after 5 minutes evaporation of Mo. Wall temperatures above 100 °C are 

reached after long depositions without external cooling. 

 

wafer is glued onto the sample holder. Inside the vacuum chamber, 500 nm silicon, 

followed by 100 nm aluminum are deposited onto the silicon substrate. The temperature 

of the sample is increased step-wise and the temperatures of the heater TC THeater and the 

pyrometer TPyro are logged. When a specific temperature is exceeded – the eutectic point 

of the Al-Si-system – both components rapidly form an alloy, causing a massive change 

of the emissivity. As a result, a jump of TPyro as well as a change of slope is obtained. As 

the temperature of this alloy formation is well known (577 °C [36]), a fixed point of the 

temperature scale exists. The formation of the Al-Si alloy was observed at THeater ≈ 515 

°C (see Figure 3.3 a), which consequently can be identified with a real surface 

temperature of 577 °C. Between THeater = 300 °C and 515 °C the real temperatures were 

interpolated linearly and for temperatures above 515 °C extrapolated in the same way. 

For temperatures below 300 °C, the calibration obtained by the clamped TC is used. 

Figure 3.3 b shows the finally used temperature calibration. All temperatures, given in 

this thesis refer to that. 

Despite the substrate temperature, the shape of the particle beam, called beam 

divergence, is important for oblique deposition. This property is mainly influence by two 

parameters. Firstly, the scattering probability at the residual gas in the chamber and 

secondly, the geometric arrangement of the crucible and substrate to each other.  

Let the divergence Ψ be defined as the maximum deviation of the particle flux around 

the mean value θmean so that the incidence angles θi of all incoming particles follow 

θmean – Ψ/2 < θi < θmean + Ψ/2. The geometric part of Ψ is caused by the diameter of the 
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Figure 3.3: (a) Temperature measured by the pyrometer vs. temperature setting of the heater. Two 

different samples were used; the second run had smaller step width. At the beginning of the change of 

slope, the eutectic Al-Si alloy forms. (b) Final temperature calibration curve of the heater. 

 

molten spot in the crucible and can be calculated to be Ψ = 2 tan(𝑑 (2𝑎)⁄ ), with a 

denoting the distance of the substrate to the crucible and d being the diameter of the 

molten material spot in the crucible (size of the particle source). With a = 30 cm and 

d ≈ 1 cm (depending on the used material and heating power), one yields 1.9° as the 

maximum divergence angle. A general calculation of the actual distribution of the flux 

components in the divergence range is not possible. Even if the emission distribution at 

an isolated point of the surface of the molten material would be known, the total surface 

of the melt usually shows a strong curvature depending on the used material. For example, 

the surface of the molten spot is apriximately flat for Ge, convexly curved for Si, 

concavely curved for Ti and completely irregularly shaped for Cr (which sublimes, rather 

than forming a melt). 

The scattering probability can be estimated from the mean free path at the respective 

pressure. Depending on the reactivity of the material that is evaporated, the chamber’s 

working pressure is in the range from 5 ∙ 10-9 mbar (for Ti) to 2 ∙ 10-6 mbar (for Al). This 

corresponds to a mean free path of roughly 20 km to 50 m for thermalized nitrogen 

molecules at room temperature. One may argue that the pressure directly over the crucible 

is higher, since the gas above the hot and molten material is denser, but in the case of 

evaporation into a vacuum, classical equilibrium thermodynamics is not valid. All the 

emitted particles have velocity vectors pointing into the same hemisphere. Consequently, 

in the center-of-mass frame, the relative velocities of the particles are lower than in the 

thermalized equilibrium, strongly decreasing the chance of particle-particle collisions. 

Another factor, reducing the influence of possible collision events above the crucible is 

that the vapor expands into the chamber. Thus, most of the assumed collision events 

would occur directly above the crucible, where they would not lead to a strong 

enhancement of the geometric beam divergence at the position of the substrate. 



23 

 

As this included macro editor does not allow loops, periodic movements (as 

sweeping Φ) are difficult to realize. Therefore, the data format of the macro files was 

decrypted so that macros requiring periodic movements can be prepared externally. 

3.1.2 Liquid nitrogen cooled sample holder 

 

Figure 3.4: (a) Schematic illustration of the liquid nitrogen cooled sample holder (‘LNSH’). Blue 

are the nitrogen tubes, orange the two copper blocks. Two pairs of thermocouple wires and a (not used) 

pair of heater wires are provided by a feedthrough. The relative angle of incidence at the position of the 

LNSH is 60°, as shown. (b) Detailed drawing of the ‘body’ and ‘front’ copper blocks, as described in 

the text. 

 

The GLAD process is influenced significantly by surface diffusion. The normal, 

build-in, sample holder allows heating of the substrate from room temperature up to 

850 °C, which is accompanied by an increase of surface diffusion. Reducing surface 

diffusion requires a cooling system. For this purpose, a liquid nitrogen cooled sample 

holder has been developed (‘LNSH’, see Figure 3.4). As the main design-criterion was a 

reproducible, as low as possible, temperature, the ability to rotate the substrate is omitted. 

This allows a construction that maximizes the heat transfer. The LNSH is composed of 

two parts (see Figure 3.4 b). The first one (‘body’) is a copper block, to which holes have 

been drilled so that a continuous path for flowing liquid nitrogen through it is created. 

The penetrations to the outside are closed by soldering. Two copper tubes are soldered 

onto the block to connect the inner flow path to a CF feedthrough via Swagelok 

connectors. On the out-(air-)side of the feedthrough a reservoir is connected to the inlet 

and a bended tube is connected to the outlet. The outlet tube allows the escaping liquid 

nitrogen to evaporate. Additionally, gaseous room temperature nitrogen can be applied 

backwards to the system to reduce the warm-up time. The body-block has five holes 

(Figure 3.5 b), equipped with steel threads to enable a strong mechanical (and thereby 

also thermal) connection to the actual sample holder. This sample holder (‘front’) is a 
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second copper block with holes according to the one in the body-block, enabling to 

connect both with usual steel screws. Into this front-block, five steps are face milled. This 

is done so that differently tilted ground-planes are achieved, which finally hold the 

samples (see Figure 3.4 a and Figure 3.5 a). The tilted ground-planes realize vapor 

incidence angles of 86°, 82°, 78°, 74° and 0°. Furthermore, an angle of 60° can be 

achieved by gluing a sample onto a flat part of the front-block. The samples are glued 

using a carbon paste, which is allowed to dry at air for at least two hours and then 

hardened during chamber bake-out at approx. 93°C. A drawback is that the deposition 

chamber has to be vented to attach the front-block with the sample to the body-block. 

 

Figure 3.5: (a) Image of the front-block, with samples attached. (b) Image of the body-block, with 

both thermocouples attached to the contact plane to the front-block (from the first cooling experiment). 

(c) Image of the custom temperature measurement system. Right without and left with electronic 

components soldered. The left images also shows the unit attached to an Arduino Uno. (d) Screenshot 

of the temperature display on the PC, programmed in C++ with Qt. 

 

To ensure that the front and the body copper blocks have the same temperature, two 

k-type thermocouples (TCs) were attached to the LNSH. The first one is permanently 

glued by a high-performance silver paste onto the backside of the body-block. The second 

one if pressed to the front-block by a screw. The direct contact of both TCs ensures a good 

thermal conductance and hence a reliable temperature read. As both TCs now are 

electrically connected, a special read-out device is required (see Appendix A for circuit 

diagram and PCB layout, for a photo see Figure 3.5 c). This was realized by utilizing a 

MAX31855 IC that allows temperature measurements of a k-type TC with a resolution 

of 0.25 K. This chip includes a cold-junction compensation (what in this case is rather a 
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hot-junction compensation) and is stated to provide an accuracy better than 1 K. The IC 

communicates with an Atmel AVR ATmega328 microcontroller (“uC”), located on an 

Arduino Uno board, via a Serial Peripheral Interface (SPI) protocol. Between the TC 

wires and the MAX31855, reed-relays are placed allowing to disconnect each TC wire 

completely. If both contacts of one TC are disconnected, the only way the thermo-electric 

current of the other TC to flow for is through the MAX31855, where it can be measured. 

Three distinct channels – using six reed-relays – are realized. The relays are also 

controlled individually by the uC. Two of the channels are connected via a TC 

feedthrough with the TCs at the body- and the front-block inside the vacuum chamber. 

The third channel can be connected to any other TC and was used for calibration (e.g., by 

dipping into liquid nitrogen) or it was clamped to the nitrogen outlet. The measured 

temperatures were transferred from the uC to the controlling PC via a serial connection 

over USB.  

It should be mentioned that the thermo-electric voltage of k-type thermocouples is not 

linear to the temperature difference at such low temperatures. The MAX31855 does not 

take this into account. To compensate this, the outputted temperatures are conversed 

reversely to yield the thermo-electric voltage by the conversion constant 41.276 µV/K, 

given in the datasheet of the MAX31855 [37]. Then, the voltage is conversed back to the 

temperature by the relation provided by the NIST [38]. As this is a polynomial of eighth 

degree, this is done at the PC (as the uC runs at 16 MHz and has no built-in floating-

point-math-unit). All of the components were placed on a 2-layer printed circuit board 

(PCB) that was designed to fit on an Arduino Uno board. A low pass filter was added into 

each TC channel to reduce the measurement noise during operation of the high-voltage 

power supply for the electron beam evaporator. During operation, some noise is still 

present, probably due to bombardment of die LNSH with stray electrons or ionized 

material atoms, leading to an underlying current, which is not correlated to the 

temperature measurement. The conversed temperatures are displayed on the PC by a 

simple C++/Qt software that allows logging of the temperature during the process (Figure 

3.5 d). Calibration of the temperatures, given by the TCs, is done by dipping the third TC 

into liquid nitrogen and a water-ice-mixture. A calibration factor of around 1.0087 was 

necessary to obtain the expected temperatures and is considered directly in the software. 

Additionally, the software provides access to the above mentioned macro-editor 

expansion that allows realization of macros with periodic process steps.  

The LNSH is cooled down by filling the reservoir with liquid nitrogen. Due to the 

geometry of the construction, the liquid nitrogen flows into the body-block, cooling it 

down to nearly 77 K in approximately 20 minutes. Temperature difference between body- 

and front-block typically stayed below 2 K. This difference vanished within seconds, after 

the minimum is reached, indicating a very good thermal contact of both blocks. 
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Figure 3.6: (a) Temperature over time for a typical sample deposition. TC3 was dipped directly into 

liquid nitrogen as a validation. During the warm-up, gaseous nitrogen was allowed to flow backwards to 

the system, speeding up the temperature rise. The times with the lower slope show the slow natural 

temperature rate of rise. (b) Detail of the low-temperature period. After the evaporator was activated at 

around 08:14, neither a temperature rise, nor a considerable difference between both TCs is detectible.  

 

The continuously evaporating nitrogen escapes to the other tube to the environment. 

When the base temperature is reached on both copper blocks (indicated by both TCs), the 

system is allowed to equilibrate for around 10 minutes. Then, the deposition is started. 

After deposition, gaseous nitrogen is allowed to flow through the LNSH in the reversed 

direction to speed up the heating process (that would otherwise take around 6 hours). The 

chamber is opened when the temperature has risen surely over the dew-point of the 

environment (typically 15 °C is assumed as a save value) and then the samples are 

removed. 

Notice, that before cooling down, an adequate vacuum should be achieved to avoid 

condensation of water vapor on the LNSH and the attached samples. Thus, a bake-out 

step is usually required, which is also used to harden the carbon glue. The presented 

LNSH is used in this thesis mainly for the deposition of Si and Ge, but also applied for 

the growth of metal nanostructures by Liedtke et al. [39] as well. 

3.1.3 Ion beam sputter chamber 

Especially for industrial applications, electron beam evaporation is of minor 

relevance, due to the high vacuum requirements and limitations in the coverable area. 

Typically, sputtering techniques are the method of choice for non-scientific usage. Various 

sputtering techniques exist, such as magnetron or DC sputtering. In these methods, the 

plasma that provides the ions, exists directly above the target. Therefore, the sputtered 

particles have to pass through a zone with an increased pressure and density. This leads 

to an increased collision rate of the sputtered particles with the plasma species and 

molecules from the residual gas. Consequently, a fraction of the particles becomes 
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scattered and loses the initial trajectory. The arising randomly arriving particles are 

disturbing for a controllable GLAD growth [40, 41]. 

A sputtering technique that circumvents this is direct ion beam sputtering (IBS). 

Hereby, the plasma exists in a spatially separated plasma chamber. A grid system extracts 

the ions from the plasma and accelerates them towards the target. The plasma chamber 

and the extraction system form an ion beam source and the technique is known as ion 

beam sputter deposition (IBSD). In the used vacuum chamber, a RF coupled ion source 

working at 13.56 MHz is utilized. An argon flow of 3.5 sccm and a RF power of 95 W 

are used to create the plasma. With an acceleration voltage of 900 V, a beam current of 

typically 32 mA is achieved. Further technical details of the ion beam source can be found 

in reference [42]. 

 
Figure 3.7: (a) Simulation of the beam path in the IBS chamber. If the substrate holder, the ion beam 

source, and the target are in the same horizontal plane, a part of the ion beam is blocked by the substrate 

manipulator, as can be seen in the lower right corner of the target. (b) Photography into the re-designed 

system. In the front, the target holder (without attached targets) can be seen. On the right side resides the 

ion beam source. The substrate manipulator is located 5 cm below the ion-source-target-plane to give 

the beam free path to the target. 

 

In the deposition system, the argon ions hit an earthed 6-inch target at an angle of 45°, 

located approximately 17 cm away from the extraction grid system. Two targets are 

mounted in the system and can be chosen by a rotation feedthrough. The substrate is 

located at a distance of approximately 18 cm to the target. Care has to be taken that the 

substrate manipulator does not interact with the primary ion beam (compare Figure 3.7 a), 

what would cause increased substrate heating and increased contaminations due to 

parasitic sputtering as well. This occurred in the initially used deposition system, what 

finally lead to the decision to recreate the whole vacuum chamber. To overcome this 

problem, the target and the ion beam source are raised by 5 cm above the sample holder 

plane in the newly brought chamber. This avoids hitting the manipulator with the primary 

ion beam (see Figure 3.7 b). Moreover, the distance between the ion beam source and the 

target can be changed, allowing to optimize the size of the sputter beam at the target. 
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Comparable to the e-beam chamber, the system is equipped with a load-lock chamber 

for a fast sample transfer. Both chambers of the IBS system utilize turbomolecular pumps, 

backed by a roots-pump (deposition chamber) and a scroll pump (load-lock chamber). A 

base pressure of around 10-7 mbar and a working pressure of approx. 2 ∙ 10-4 mbar can be 

obtained. 

The original software for controlling the substrate rotation required Windows NT and 

could not be adopted to run under more recent Windows versions (due to a direct 

processor interrupt call to load the commands into the motor control PCI-card). To enable 

an extensive computer control, a few hardware additions were necessary. This includes 

the replacement of the old stepper-motor control PCI-card with an Arduino Uno equipped 

with a commercial motor shield. This Arduino (‘motor-Arduino’) also controls a newly 

installed electro-pneumatic valve in the primary argon supply of the ion beam source. A 

second Arduino Uno (‘ion-Arduino’) is connected to the analog outputs of the ion beam 

power supply and the high voltage generators. It allows to measure the actual values of 

the provided (‘forward’) and reflected RF power, the acceleration voltage and the 

resulting current as well as the voltage and the current of the extraction grid. Furthermore, 

the ion-Arduino has the ability to switch the power supplies on and off and additionally 

can control the acceleration voltage by passing a low-pass filtered pulse-width-

modulation (PWM) to the beam voltage supply. Finally, a custom designed readout unit 

evaluates the vacuum gauges of the system. Despite being from different companies, both 

full-range gauges of the deposition and load-lock chamber require a supply voltage of 

24 V and deliver the pressure logarithmic on a 0 – 10 V analog output. The developed 

device provides four channels with 24 V power supply and the ability to measure 0 – 10 V 

with a resolution of 16 bit (based on a TI ADS1115 IC). Data from the ADS1115 are 

transferred to an Arduino Nano (‘vacuum-Arduino’) via an I²C bus. The Arduino 

converses the voltages to pressures, utilizing the conversion constants provided by the 

respective data sheets. The pressures are shown directly on a LCD, and send to the PC 

via RS232, which provides a more stable connection than USB (as used by the other 

devices). The circuit diagram and PCB layout are presented in Appendix B. A self-written 

C++ firmware runs on all three Arduino’s to allow them to fulfill their respective 

purposes. Furthermore, a proprietary communication protocol is used to send data to the 

PC and to receive commands. Due to the existence of the Arduino bootloader, the 

firmware of all Arduino’s can directly be changed from the PC.  

The entire information of the system is gathered and displayed by a self-written 

C++/Qt software (shown in Figure 3.8). The software checks the status of the plasma and 

the ion beam from the acquired data and has the ability to stop the deposition, if a problem 

occurs. If the plasma vanishes from non-critical failures, the system attempts to restart  
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Figure 3.8: Screenshot of the self-written control software. On the left side, the status of the system 

and the actual process is displayed. On the right side, the substrate rotation can be controlled. The bottom 

part shows some connection diagnostics that are going to be moved to a second window later. The same 

applies for the calibration data of the stepper motor and the alarm values of the system (yet hard-coded).  

 

the plasma and the ion beam, by shortly closing the argon supply. After a pre-set time, the 

valve is opened again, and the rapidly increasing pressure enables the plasma to re-ignite. 

This procedure is repeated three times with increasing interrupt times. If this procedure 

fails or another critical error appears, an acoustic warning starts. The software allows to 

control the substrate rotation (including stepped rotation and phi-sweep techniques) as 

well. All information of the actual system and process status are displayed graphically. 

The state of the plasma and the beam is indicated by color changes of the respective parts 

in the schematic, to ensure a fast detection of possible errors. 

Still, the substrate tilt angle has to be controlled manually, so that automation of the 

system is not finished yet. 

The IBSD system was mainly used to deposit silver for plasmonic sensing 

applications, but also provided the possibility to compare the morphology of evolving 

silicon nanostructures with the e-beam deposition. 

3.1.4 Nanosphere lithography 

In order to create pre-patterned substrates on large scales, different lithography 

methods were developed in the past. Photo lithography [43], de-wetting [44] or patterning 

with block copolymers [45] are just a few examples of techniques that have been used to 

produce templates for GLAD. However, due to its experimental simplicity, the 
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nanosphere lithography (NSL) technique is used in this thesis. With this method [46-48], 

templates can be produced on silicon and glass substrates. For this purpose, a hexagonally 

close packed (hcp) monolayer of polystyrene spheres (PSS) is immobilized atop the 

respective substrate. Onto the monolayer material is deposited by an evaporation 

technique. Part of the material passes through the gaps between the spheres, forming 

hillock-like seed points. These hillocks form a honeycomb arrangement, following the 

gaps between the PSS. If a second layer of PSS is deposited atop the first layer, the half 

of the previously open gaps is blocked, so that the final arrangement of the hillocks will 

be hcp, too. After deposition of the material, the substrates are immersed in tetra-hydro-

furan (THF), dissolving the PSS. Subsequently, the substrates are cleaned in DI-water in 

an ultra-sonic cleaner. This cleaning procedure (THF, ultra-sonification) is repeated three 

times, to eliminate all remnants of the PSS and the material sticking to them. Finally, only 

the hillocks remain on the substrate, which can then be used for the GLAD process. 

 

 
Figure 3.9: (a) Schematic illustration of the monolayer creation process and the subsequent transfer 

to the substrate. (b) Diffraction patterns of a NSL substrate (shown in the center) created by a green laser 

pointer. The distinct diffraction pattern of the top right image indicates a high quality of the monolayer 

at this position. The top left image shows two different orientations at this position, while the lower 

images indicate the existence of only very small ordered PSS domains. 

 

Although various methods are proposed to achieve a highly ordered PSS monolayer, 

this crucial step is still challenging. For example, spin-coating is a fast and simple 

approach to obtain hcp arranged PSS on small domains. Large domains can be prepared 

by blade coating techniques with in situ control of the monolayer quality (density and 

order) [49]. As this kind of technique requires higher experimental effort, a compromise 

between achievable film area and experimental workload is provided by the following 

approach (adopted from [50], compare Figure 3.9 a). A commercially available PSS 

solution (10 %wt. PSS dispersed in water) is mixed 1:1 with ethanol. Using an injection 

needle, a small amount of this mixture is applied slowly and carefully to the surface of 

DI-water in a petri-dish. The PSS spread out on the water surface, forming small ordered 

domains, which can visually be seen due to colorful interference effects. In contrast, 
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diffuse white areas indicate that the spheres are not ordered on the entire interface. PSS 

are added to the water until approximately 80% of the water in the petri-dish are covered. 

If too many PSS are added, or if this is done too fast, the spheres penetrate into the sub-

phase of the water, contaminating the substrate in the last process step. After applying the 

PSS, the monolayer can by crystallized further by creating gentle waves on the surface 

(by tilting the whole vessel). As a result, the domains grow, and the amorphous areas 

shrink. Subsequently, a very small amount of surfactant (e.g. Triton-X or sodium-

dodecyl-sulfate (SDS)) is added to the water surface, by dipping a thin silver wire first 

into the surfactant and then touching the water surface. The molecules of the surfactant 

spread out on the water surface, thereby compressing the PSS, which then form hcp 

domains in the cm range. Compression of the monolayer leads to a reduction of coverage 

to approximately 50% of the area of the petri-dish. If too much surfactant is added, PSS 

might again penetrate into the sub-phase. After successful compression of the monolayer, 

substrate pieces are placed into the water (through the part of the petri-dish that is not 

covered by the PSS monolayer anymore). These substrates have been stored previously 

for at least 24 hours in a 10% solution of SDS, which makes their surface highly 

hydrophilic. The substrates are pushed beneath the monolayer and then the water is slowly 

drained out of the petri-dish using a pipette. When the water surface starts to bend at the 

edges of the substrates, draining is stopped. Finally, the last amount of water is allowed 

to evaporate slowly at room temperature, which takes around 12 hours until the substrates 

are dry. The hydrophilicity of the substrates avoids the formation of drops during the 

drying process so that the PSS monolayer can smoothly approach the substrate surface. 

After complete drying, the substrates are ready for the evaporation of the honeycomb 

hillock pattern. 

The quality of the created monolayer can be assessed fast by using a green laser 

pointer and a paper screen (as illustrated in Figure 3.9 b). The diffraction patterns indicate 

the quality, orientation and domain-size of the PSS monolayer. Domain sizes of 

approximately 1 cm² can be obtained for large PSS (diameter = 1.59 µm), while with 

smaller spheres only smaller domains could be achieved. Further quality control is 

examined by scanning electron microscopy (SEM). Typical errors are too small or too 

large spheres, voids and sphere-triplets that are pushed out of the monolayer during drying 

[51] (see Figure 3.10). Dislocation lines appear as well. 

A more detailed investigation of the deposition process, which follows the creation of 

the PSS monolayer on the substrates, can be found in section 5.4.2. 
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Figure 3.10: (a) SEM overview image, showing a large, highly ordered PSS domain with some 

defects. These defects can be point defects, as too small spheres (b), to large spheres (c), double-voids 

(d) and pushed out triplets (e). Moreover, line-defects such as dislocations can be observed.  

3.2 Characterization techniques 

3.2.1 Scanning electron microscopy 

As the primary tool to investigate the morphology of the grown thin films served the 

scanning electron microscope (SEM). In a SEM, free electrons are typically produced by 

thermionic emission or field emission, subsequently accelerated to energies in the lower 

keV range, and finally focused by electro-magnetic lenses onto a sample surface. To avoid 

collisions of the electrons with gas atoms, high-vacuum conditions are required. The 

electrons that hit the sample interact with its surface, thereby leading to the emission of 

secondary electrons (SE), back-scattered electrons (BSE), and characteristic X-ray 

radiation. 

SE are generated in a large interaction volume at the beam incidence point. However, 

as they have low kinetic energies (typically < 50 eV), only SE generated near the surface 

can escape out of the sample volume. This makes the SE to the primary choice if high 

magnifications shall be reached, providing a resolution in the range of 2 nm. The emitted 

SE are detected by an Everhart-Thornley detector. In this kind of detector, the SE are 

collected by a positively biased (and hence attracting) grid and afterwards accelerated 

onto a scintillator material. The created photons are transported via a glass fiber to a 

photo-multiplier located outside of the vacuum system. The signal is amplified further 

and then digitized by an analog-to-digital converter. This is the most often used mode in 

this thesis. 

BSE have energies in the range of the primary electron beam and originate from a 

quite large sample volume. Compared to the SE, this leads to a low spatial resolution. 

This mode therefore is interesting only to provide contrast between different elements, as 

the back-scattering probability (and therewith the signal intensity) increases strongly with 

the atomic number. The BSE are measured by repelling the low-energy SE with a 

negatively charged grid in front of the detector. 
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The incident electron beam generates X-ray radiation as well. While the 

bremsstrahlung cannot be used for analysis, the characteristic radiation can be utilized to 

distinguish between different materials. As this characteristic X-rays radiation has its 

origin in the distinct energy levels of the valence electrons of the respective material, each 

material emits a unique energy spectrum. Thus, measuring this spectrum permits to 

determine the originating material. This technique is known as energy dispersive X-ray 

spectroscopy (EDX). 

Other possible effects that could be used to analyze the sample further are, for 

example, Auger electron emission, electron beam induced current, cathodoluminescence, 

or electron-backscatter diffraction. 

Finally, an image is created by scanning the electron beam over the surface and 

transferring the measured intensities into an x-y-array, correlating to the position of the 

electron beam. 

An electron acceleration voltage of 8 kV was typically used. Cross-sectional images 

were taken by cleaving the substrates with the thin films on it. Images desired to measure 

thicknesses or angles were captured with a high scanning speed to avoid the influence of 

possible drift movements. Images for presentation were taken with higher integration 

times, to reduce signal noise. Image processing and measurements are done with the 

software ImageJ [52, 53]. 

3.2.2 X-ray reflectivity measurements 

As a technique to determine the density of the deposited thin films, X-ray reflectivity 

measurements (XRR) were utilized. In this technique, the intensity of the specular 

reflectivity of X-rays is measured for small incidence angles. The measured reflectivity 

might be treated with the classical Fresnel theory. For this, the refractive index of the 

respective material in the wavelength region of X-rays is given by (following [54]) 

   

 �̃� = 1 −  𝛿 + 𝑖𝛽 , (3.2.1) 

   

where δ denotes the dispersive part and β the absorption. Further  

   

 
𝛿 =  

𝑒²𝑛𝑒

2휀0𝑚(2𝜋𝑐)²
 𝜆2 =  

𝑟0𝜆²

2𝜋
 𝑛𝑒 (3.2.2) 

   

gives an expression for the dispersion. Hereby, 𝑟0 denotes the atomic radius and λ the X-

ray wavelength. 𝑛𝑒 denotes the electron density and can be expressed with the product of 

atomic number Z and the atom density 𝑛𝐴𝑡𝑜𝑚. For a better approximation, Z is often 

substituted by a complex atom form factor 𝑓 = 𝑍 + 𝑓′ + 𝑖𝑓′′. Together one yields: 
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𝛿 =  

𝑟0𝜆²

2𝜋
 (𝑍 + 𝑓′) 𝑛𝐴𝑡𝑜𝑚 (3.2.3) 

   

and 

   

 
𝛽 =  

𝑟0𝜆²

2𝜋
 𝑓′′𝑛𝐴𝑡𝑜𝑚 . (3.2.4) 

   

Together with 

   

 
𝑛𝐴𝑡𝑜𝑚 =  

𝑁𝐴

𝐴
 𝜌 (3.2.5) 

   

the density of the material can be determined from β and δ. (𝑁𝐴denotes Avogadro’s 

number and A the atomic weight.) Assuming the surface of a sample (so 𝑛𝐴𝑖𝑟 = 1) and a 

small incidence angle θ (yielding only a small interaction depth and therefore eliminating 

the absorption), one can find the critical angle of total reflection by 

   

 
1 − 𝛿 =  cos θ𝐶 ≈ 1 −

θ𝐶
2

2
  , (3.2.6) 

   

yielding further 

   

 

θ𝐶 ≈  √2𝛿 =  √
𝑟0𝜆2

𝜋
𝑁𝐴

𝑍 + 𝑓′

𝐴
𝜌  . (3.2.7) 

   

This equation can be used to estimate the film density from the total reflection shoulder 

of the reflected intensity diagram. Anyway, a more accurate estimation of the density can 

be obtained, if the angle dependent reflectivity R(Q) is fitted by a computer algorithm. 

With 𝑅𝐹(𝑄) denoting Fresnel’s reflectivity, 𝑄 = 4𝜋 sin 𝜃 /𝜆 and 𝜌𝑒 = 𝜌𝑒(𝑧) denoting the 

depth dependent electron density distribution, the reflectivity is given by: 

   

 

𝑅(𝑄) =  |
1

𝜌∞

∫ 𝑒𝑖𝑄𝑧
d𝜌𝑒

d𝑧

∞

−∞

d𝑧|

2

𝑅𝐹(𝑄) (3.2.8) 

   

The parameters of this formula are varied by a suitable algorithm to fit the measured 

intensities, yielding an estimation of the surface near density of the sample. This is done 

here by the software MicronovaXRR [55].  



35 

 

The measurements were obtained by using Cu-𝐾𝛼 radiation with λ = 0.154056 nm. 

XRR allows also estimation of the film thickness and roughness, which was not used in 

this thesis. 

 

3.2.3 Other Techniques 

X-ray diffraction (XRD) 

XRD was used to ensure a phase separation of gold and nickel in the electroplating 

experiments (section 7.3). In XRD, X-rays are directed onto the sample, where they 

interact with the crystalline material. Specific reflections appear if the Bragg condition is 

fulfilled. Varying the incidence angle of the X-rays results in diffraction on different 

crystal planes, allowing to determine the spacing of these planes. This permits the 

identification of different materials, phases, crystal orientations, strain, etc.   

Cu-𝐾𝛼 radiation again was used for the measurements. Details of this technique can 

be found in [56, 57] 

 

Resistivity measurements 

Resistivity of doped amorphous silicon thin films was measured in an in-plane geometry 

utilizing evaporated metal contacts. These contacts were produced by shadow 

lithography, using polyimide masks that were cut out by a laser. The masks were pre-

baked in air at 150 °C for at least one hour to remove any ad- and absorbed water. Then 

the masks are screwed to the normal sample holder of the e-beam chamber, where then 

the contacts are deposited by evaporation. The exact sample geometry is discussed later 

in section 7.1. 

These metal areas are contacted by using spring loaded gold tips (“pogo pins”). A 

Keithley 2602A Source-Measure-Unit (SMU) was utilized to measure U-I-curves. This 

device provides an accuracy and resolution for sourcing and measurement of 5 µV and 

1 pA. The measurements were performed in a dark environment on a temperature-

controlled heat plate at (28 ± 1) °C. The sample currents never exceeded 1 mA. 

 

Raman spectroscopy 

To determine the crystallinity of the obliquely deposited silicon thin films, Raman 

spectroscopy was utilized. Raman scattering describes the inelastic scattering of photons 

on molecules or solids. When photons interact with such materials, there is a probability 

that a molecular oscillation is excited or, respectively, a phonon is created, consuming a 

part of the energy of the initial photon. As the energy of such oscillations / phonons is 

specific for the respective material, measuring the wavelength of the scattered photons 

allows to determine the bindings of the scattering material. In the experiments described 

in this thesis, phonons are created in silicon. In crystalline silicon, the energy of such 
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phonons is defined very sharply by the nearly perfect atomic ordering of the silicon 

crystal. In amorphous silicon, no long-range order exists, so that phonons exhibit a 

broader energy distribution. This reflects in the measured spectrogram of the scattered 

light, where crystalline silicon shows sharp intensity peaks, whereas amorphous silicon 

shows a rather broad maximum. 

Measurements were done using a 473 nm laser and an Olympus MPlan N 100x/0.90 

objective in a commercial Raman spectrometer. To avoid crystallization of the amorphous 

material due to radiative laser heating, measurements were performed at different 

positions with the lowest possible laser intensity. Details of this technique may be found, 

e. g., in [58]. 

 

Secondary ion mass spectroscopy (SIMS) 

Calibrating the boron flux of the high temperature effusion cell was performed by SIMS. 

Hereby, a primary gallium ion beam sputters the surface of the sample. The sputtered 

secondary ions are collected and analyzed by a mass spectrometer (a time-of-flight mass 

spectrometer in this case). A direct quantification of the observed sample composition is 

difficult, because the sputter yield depends on the chemical composition and various other 

parameters, as do the ionization probabilities of the sputtered atoms. 

To ensure a reliable control and quantification of the boron concentration, the 

following procedure was used: A silicon film was deposited onto a commercial silicon 

wafer, with a known boron concentration. During deposition, growth speed was fixed at 

0.1 nm/s. A boron profile was realized in this film by setting the boron effusion cell to 

four distinct temperatures for a fixed period of time (1000 s  → 100 nm film thickness) 

each. Then the sample is analyzed by SIMS and the boron concentrations in the film are 

compared to the known concentration of the substrate, allowing to estimate the boron flux 

during growth.  

Measurements were carried out with gallium ions for analysis and oxygen ions for 

depth sputtering. The fundamentals of this technique are presented, e. g., in [59]. 
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4 Experimental results 

In this chapter, the experimental observations that serve as the basis for later 

modelling and simulation are presented. Experimental processing aimed to alter specific 

properties, is summarized in chapter 7. Unless otherwise noted, all shown thin films were 

grown by electron beam evaporation without any substrate movement during growth. 

4.1 Columnar structure and evolutionary selection 

As already indicated in section 2.2, the columnar thin film morphology that is usually 

found for vertical deposition, is  transformed to isolated, tilted nanostructures during 

oblique growth. This is caused by the self-shadowing effect. A difference between 

amorphous and crystalline material can be observed. Amorphous nanocolumns show a 

nearly constant diameter during growth and only a few of the columns stop to grow during 

the film evolution. After an initial nucleation or roughening step, the nuclei are either 

shadowed or they are not. As all the columns evolving from the non-shadowed nuclei 

show the same growth speed, no intrinsic competition mechanism exists. Changes in the 

shadowing condition can only appear due to statistical noise of the incoming particle flux. 

In Figure 4.1 a a SEM image of tilted Si columns is shown and in b the static shadowing 

conditions are illustrated. 

 
Figure 4.1: (a) and (c) respectively show SEM images of obliquely deposited Si and Mo films. 

Some structures that stop to grow are indicated with red arrows. (b) Schematic illustration of the film 

evolution of amorphous films. Columns that are not shadowed initially will continue to grow with the 

same speed and therefore will never become shadowed. (d) The growth speed of crystalline materials 

depends on the orientation of the crystallites (indicated by different colors) so that columns can also later 

become shadowed and therefore stop to grow. 
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In contrast, crystalline materials often exhibit a strong column broadening during 

growth and many of the columns stop to grow during the deposition process (e.g. [60, 

61]). A possible explanation can be found in the randomness of the crystal orientation of 

the initially formed nuclei. Differently oriented crystallites show different growth 

directions and growth speeds. Thus, slower growing columns eventually become 

shadowed and consequently stop their growth. Because there are fewer developing 

nanostructures per unit area as the growth process proceeds, the shadows of the 

‘surviving’ structures become longer and material can penetrate deeper into the evolving 

film, leading to a broadening of the remaining columns. Figure 4.1 c depicts a SEM image 

of tilted Mo columns and in d the selection of fastest growing crystallites is illustrated. 

Liedtke et al. have found that the tilted Mo columns are single crystalline and show an 

evolution from randomly oriented to highly biaxial textured during growth [39, 62]. This 

confirms the evolutionary crystallite selection, predicted by van der Drift [22]. 

 
Figure 4.2: Side- and top-view SEM images of obliquely (θ = 84°) deposited Si films. Deposition 

temperatures were (a) RT, (b) 300 °C, (c) 500 °C, (d) 700 °C, and (e) 750 °C. 



39 

 

Besides the kind of deposited material, the deposition conditions play an important 

role in the morphology evolution. Figure 4.2 shows Si films, deposited at θ = 84° at 

varying temperatures from room temperature (RT) up to 750 °C. Three main observations 

can be made: With increasing temperature (i) the growth speed (and by this the final film 

thickness) decreases, (ii) the tilt angle increases, and (iii) the structure diameter increases. 

Isolated nanostructures could not be observed on samples deposited at 750 °C, but a 

significant porosity is still obvious. The increased diameter can be explained by the 

dynamics of the first nucleation step of column growth. For the column formation to start, 

it can be expected that the shadow lengths have to be larger than the surface diffusion 

lengths. This is the case, when the height of the nuclei becomes large enough. As higher 

temperature leads to larger diffusion lengths, the nuclei are larger at the time point when 

shadowing starts to dominate the growth process so that the diameter of the evolving 

structures is also increased. 

 
Figure 4.3: (a) Magnified SEM images of the substrate-structure interface for deposition at different 

temperatures. (b) Raman spectrum of Si on sapphire substrates, obliquely deposited at different 

temperatures, proving that the Si nanostructures are crystalline, when deposited at 500 °C and above. 

 

In Figure 4.3 a high magnification SEM images of the initial growth step are shown. 

For the higher temperatures, the nuclei are indicated. It should be pointed out that the 

structure diameters of the 500 °C samples remain approximately constant during the 

complete growth process, in contrast to the previously shown Mo samples. This is not 

expected, as the Si structures are also crystalline at this temperature, which is confirmed 

by Raman spectroscopy (Figure 4.3 b).  

The dynamics of the growth process can be observed in the shadows of dust particles 

on the sample. The particles have diameters above 1 µm and can be found on nearly all 

samples. These particles cast long shadows on the sample surface. Since the diameter of 

the particles increases during the growth process, the column evolution can be observed 

at the edge of the therefore as well growing shadows. Figure 4.4 shows top-view SEM 

images of this zone as well as 2D Fourier transformations (FFT) of the indicated areas in 

the nucleation zone. For the room temperature sample (a) shadowing acts right from the 
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beginning, as the non-circular FFT pattern indicates. Before the nuclei develop into the 

actual columnar nanostructures, an orientation of the distribution of the nuclei 

perpendicular to the incident flux can be observed. This can be explained by the fact that 

shadowing does not impede the nucleation on the sides (with respect to the incoming 

particle beam) of the shadow casting grain. The described effect can be used to tune the 

direction of the magnetic easy-axis, if a very thin film (~ 2 nm) of a magnetic material (as 

Fe, NiFe or CoFeB) is deposited obliquely at room temperature [63, 64]. In this case, the 

magnetic easy-axis lies perpendicular to the incident flux. At higher temperatures, all 

FFTs show a full circular pattern, indicating a randomly distributed nucleation that is not 

influenced by shadowing. The transition from this random nucleation to the shadowing 

dominated growth occurs more abrupt as the temperature increases. At the highest 

temperature (750 °C), nucleation shows clear signs of beginning epitaxy on the natively 

oxidized Si(100) substrate. But still at this temperature, shadowing acts as soon as the 

film roughness becomes high enough. In this case, at first a nearly closed film grows 

(compare Figure 4.2 e), but then large voids appear. It can be assumed that, if film 

thickness is chosen large enough, isolated structures could be observed. 
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Figure 4.4: Top-view SEM images of regions that became continuously shadowed by a large dust 

particle during oblique deposition. Right of it, 2D FFTs from the indicated areas are presented. 

Deposition temperatures were (a) RT, (b) 300 °C, (c) 500 °C, (d) 700 °C, and (e) 750 °C. 
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Figure 4.5: SEM images of Mo thin films, obliquely deposited at the indicated angles of incidence. 

 

4.2 Tilt angles and density 

It is known that the tilt angle β of the obliquely grown nanostructures depends on the 

angle of incidence θ, both measured with respect to the substrate normal. As can be seen 

in Figure 4.5, a more oblique incidence angle leads to a larger tilt angle. The relation 

between tilt angle β and the angle of incidence θ is under discussion since decades. As 

mentioned in chapter 2, the most commonly used mathematical expressions for this are 

the semi-empirical tangent rule [28] and the cosine rule [18] (also called Tait’s Rule). 

Both give a purely geometrical relation, evading to include the influence that different 

materials or process conditions have. Furthermore, none of those gives an adequate 

estimation over the complete range of incidence angle 0 < θ < 90°. To study the validity 

of these phenomenological rules, Si, Ge and Mo thin films were deposited by e-beam 

evaporation at different angles of incidence at room temperature. In Figure 4.6 a, the 

measured tilt angles of this films are presented. It can be seen, that for all three materials 

different tilt angles can be observed and further that the cos- and tan-rules do not describe 

the found behavior sufficiently. 
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Figure 4.6: (a) Tilt angle vs. angle of incidence for Si, Ge, and Mo thin films at RT. Linear fits and 

the cos- and tan-rules are indicated. (b) Film thickness vs. angle of incidence for Si and Ge thin films. 

 

The observed relation between β and θ can be estimated by a linear dependency over 

the complete angle of incidence range. This nearly liner behavior cannot be denied also 

for the experimental data, e.g., found by Tait et al. [18], Messier et al. [65], and the 

simulations from Krug [66], to name a few. Linear fitting provides the following slopes: 

mSi = 0.70, mGe = 0.74, and mMo = 0.57. 

All films were deposited with a vertical thickness equivalent (VTE) of 1000 nm. 

Consequently, the finally observed film thickness is a measure for the growth speed of 

the obliquely deposited films. Figure 4.6 b shows the measured thicknesses for Si and 

Ge. Only small differences between Si and Ge can be found, correlating with the small 

differences at the tilt angle measurements. Due to the high density of Mo and the 

enormous radiated thermal energy during evaporation, the used quartz microbalance 

showed strong deviations during the Mo deposition. Hence, no reliably thickness data are 

available for Mo. 

Another parameter of interest is the density or porosity of the thin film. Direct 

measurement of the density of thin films is not a trivial task, as the total mass of these 

films is quite small. Porosimetry is only capable of determining the volume of open pores, 

but neglects inner voids [67]. Two different approaches were chosen to access this 

property. The first one uses the measured film thickness. Poxson et al. [68] have shown 

that porosity P and growth speed h/H are connected by  

   

 
𝑃 =  1 −  

𝐻

ℎ
 cos 𝜃. (4.2.1) 

   

The derivation of this formula is given later in chapter 6.3. The second approach utilizes 

X-Ray reflectometry (XRR) [69] to determine the density. As mentioned earlier, valid 

information  about  the  growth  speed of  Mo is  not  available. On the other hand, the  low 
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Figure 4.7: Porosity vs. angle of incidence for Ge (a) films, measured by XRR and calculated from 

the film thickness with Poxson’s method [68]; as well as for Mo (b) films, measured by XRR. 

 

density of the porous Si films makes it difficult to obtain reasonable XRR measurements. 

Thus, both methods can only be compared for Ge. 

This comparison is presented in Figure 4.7 a. As can be seen, the porosities achieved 

from both methods show the same trend. In general, the porosities determined by XRR 

are smaller than the values obtained by Poxson’s method. As Poxson verified his method 

by optical measurements, later the values obtained by his method are used. Figure 4.7 b 

shows the porosities obtained by XRR for the Mo thin films. In general, the expected 

trends could be observed. The more oblique the angle of incidence becomes, the more are 

the columns tilted, the slower grow the films and the higher becomes the porosity.  

As a side note should be mentioned that the XRR measurements of the Mo films 

showed an interesting behavior when the azimuthal X-Ray incidence direction was close 

to the particle incidence direction during growth. For most of the azimuthal incidence 

angle range, a typical XRR measurement curve can be obtained, with a pronounced total-

reflection ‘shoulder’ that indicates the actual density. However, when the sample is 

illuminated by the X-rays from the original material incidence direction, the curves loose 

this property. Smallest changes in the orientation then have a strong influence on the 

reflected intensity (see Figure 4.8). These curves, of course, were not used for density 

calculation. This effect may be caused by a reflection of the incident X-rays on the 

facetted surfaces of the highly oriented Mo structures or by a guiding effect in the porous 

thin film.  
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Figure 4.8: (a) Measured XRR curves for an obliquely deposited Mo sample. When the azimuthal 

angle of the X-Rays equals the azimuthal angle of incidence during deposition (so, when the X-Rays hit 

the ‘tips’ of the nanostructures), the curve deviates strongly from the expected results. (b) SEM image 

of a Ge ‘fan structure’, deposited vertically onto an isolated seed point. The fan angle φ as well as the 

point with the highest curvature is highlighted. 

 

4.3 Fan angles 

The main weakness of the tan- and cos-rules is the neglect of the influence of material 

parameters and deposition conditions. A promising approach to overcome this is the so-

called ‘fan model’ from Tanto et al. [70]. In this model, oblique deposition is connected 

to overhang structures. Overhangs can be found, when material is deposited onto an edge 

or protrusion, forming a laterally broadening aggregation. Figure 4.8 b shows such an 

overhang structure that was formed by depositing Ge at normal incidence onto a 

lithographically prepared isolated seed point. Due to the characteristic shape, such 

aggregates are called ‘fan structures’. The opening angle of such structures is called ‘fan 

angle’ and shall here be denoted as φ. 

In an advanced model, based on Tanto’s idea, it will later (chapter 6.3) be shown that 

the slope m of the nearly linear relationship between the tilt angle β and the angle of 

incidence θ can be identified with 

   

 𝑚 = (1 −
𝜑

90°
) , for 𝜑 in [°].  (4.3.1) 

   

Therefore, either the fan angle can be extracted from the β-θ-relation or it can be 

directly measured. Fan angles for various materials, deposited a different temperatures 

are presented in Figure 4.9. For Si, Ge and Mo, both methods give coherent results. To 

make the observations of different materials at different temperatures comparable, the 
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homologous temperature T/Tmelt is introduced. For this, the actual deposition temperature 

T is scaled to the melting point Tmelt of the respective material. In general, the fan angle 

decreases with increasing temperature. Si and Ge show very similar results, what may be 

attributed to their nearly similar crystallographic characteristics.  

 

 
Figure 4.9: Fan angles of various materials, extracted from oblique deposition experiment (a) and 

direct measurements (b). Cr and Ti were investigated to have an example for other metals. Tmelt for Si:H 

was assumed to be the same as for Si. The lines are a guide to the eye. 

 

While Zhu et al. [71] already found a correlation between melting point and fan angle, 

to the best of the author’s knowledge, no temperature dependent measurements are done 

before. The here obtained dependency of the fan angle from the deposition temperature 

implies a strong influence of surface diffusion. This assumption is supported by 

experiments that were performed with hydrogenated silicon, as described in the 

following. For this purpose, thermally dissociated atomic hydrogen was directed onto the 

substrate during silicon deposition. This leads to the formation of dihydrates on the silicon 

surface, increasing the adatom diffusion barrier [72-75]. Films obliquely deposited in the 

presence of atomic hydrogen were found to have a higher porosity and a smaller tilt angle, 

compared to the sample without hydrogen. Measuring the fan angle yields values as high 

as obtained for pure Si, deposited at 77 K. As neither the substrate temperature, nor the 

structural properties of the silicon are assumed to change strongly due to the incorporation 

of hydrogen, the found higher fan angles in this case could only be explained by the 

suppressed surface diffusion. A possible mechanism for the reduction can be found in the 

fact that surface diffusion is strongest, where curvature is largest (an estimation of exact 

relations can be found in [76]). The largest curvature on fan structures is found on the rim 

of the cone-like section, at the transition to the near-spherical growth front (highlighted 

red in Figure 4.8 b). If surface diffusion becomes stronger, adatoms tend to move away 

from these regions with high curvature, thereby reducing the lateral diameter of the fan 

structure and consequently also the fan angle.  
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4.4 Relevance of beam divergence 

All of the previously in this chapter discussed samples were grown by electron beam 

evaporation. Another technique, sputter deposition, is more relevant for industrial 

applications for a variety of reasons (see section 2.1.1). One of the key differences 

between sputter deposition and evaporative deposition is the geometric divergence of the 

particle beam. A short overview of the morphological changes resulting from a larger 

beam divergence shall be given in this section. This is carried out for silicon, exemplarily. 

 

 

Figure 4.10: Relative growth speed of evaporated and sputter deposited silicon for varying angles 

of incidence. 

 

Comparing the relative growth speeds for evaporated and sputtered silicon shows 

large differences (see Figure 4.10). The relative growth speed of the sputter deposited 

films drops faster, but extends into a range beyond θ = 90°, which was not observed for 

evaporated films. This can be explained by the deposition geometry. The large (d ≈ 15 cm) 

sputter target leads to a different behavior of the particle beam, when the substrate is tilted 

to oblique angles. When the substrate is tilted beyond a specific angle, a part of the target 

disappears below the horizon of the substrate plane. This angle can be calculated by 

θ𝑑𝑖𝑣 =  arctan 𝑑
2𝑠⁄  , where d (= 15 cm) denotes the diameter of the target and 

s (= 15 cm) the distance from the target to the substrate. So, here θdiv ≈ 27°, which is also 

the maximum geometric divergence of the particle beam, if viewed from the position of 

the substrate. For θ > θdiv, the deposition geometry deviates remarkably from the 

evaporation case.  

As a part of the target is not in direct line of sight to the substrate anymore, the amount 

of incoming material is reduced more and more. Furthermore, the medium angle of
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Figure 4.11: Schematic illustration of the relevant geometry of the sputter deposition experiments. 

(a) Normal deposition. (b) Oblique deposition, with the complete target visible. (c) Tilting further leads 

to a reduction of the visible area of the target and a shift in the medium flux direction (green arrow). 

Geometric and local angle of incidences are not the same anymore. (d) Even at θ = 90°, the half of the 

total particle flux hits the target in an oblique manner. 

 

incidence of the particles does not equal the geometric tilt of the substrate anymore. Both 

effects are illustrated in Figure 4.11. The exact dependency of the particle flux (amount 

and direction) at the position of the substrate is influence by a variety of parameters, 

especially if ion beam sputtering is used. These parameters are the primary ion beam 

shape and its energy, the angle with witch the ion beam hits the target, the position of the 

substrate relative to the target (distance and position relative to the target normal and the 

primary beam axis) as well as the atomic species of the primary ion beam and the target. 

Modelling this correctly would require tremendous numerical work and extensive use of 

empirical data for ion beam sputtering (e.g. from [9-11, 77]). 

As a consequence, the relative growth speed of the sputter deposited films decreases 

faster with increasing deposition angle, compared to the evaporation case. The larger 

kinetic energy of the sputtered particles could also play a role, as it could reduce the 

porosity of the deposited film due to enhanced surface diffusion or a sticking coefficient 

less than one. A lower porosity would also lead to a lower growth speed (compare 

Equation (4.2.1)). Another consequence of the large beam divergence is that even at 

θ = 90° a significant amount of material reaches the substrate surface, leading to 

nanostructure growth in an angle range, that would be forbidden with an absolutely 

parallel flux. 

Finally, the morphology of the sputter deposited films shall be compared to the 

evaporation deposited structures. Figure 4.12 a and b show columnar Si films, obliquely 
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deposited by evaporation and sputter deposition, respectively. While the evaporated film 

consists of very thin needles with no visible broadening, the sputter deposited film shows 

an evolution from many thin nanostructures to much fewer broadened structures. The two 

main differences between the both utilized deposition techniques are the particle energy 

and the particle beam divergence, whose are both larger for sputter deposition. A larger 

particle energy would primary lead to enhanced adatom diffusion. This condition can also 

be realized by an increased substrate temperature during growth. As shown earlier, and 

once again presented in Figure 4.12 c, the morphology of films grown with enhanced 

surface diffusion deviates considerably from the one, observed for sputter deposition. The 

other possible consequences of an enlarged particle energy (as secondary sputtering, or 

defect formation) are not likely to cause the found structure broadening. Thus, the answer 

has to be searched in the enlarged beam divergence. To verify this, beam divergence was 

emulated artificially in the e-beam chamber. For this purpose, a sample was deposited 

with an angle of incidence periodically and rapidly varying between 90° and 60°. The 

result is shown in Figure 4.12 d and remarkably resembles the morphology of the sputter 

deposited Si film. 

 

 
Figure 4.12: Obliquely deposited Si thin films. (a) E-beam evaporation. (b) Sputter deposition. 

(c) E-Beam evaporation at elevated temperature (500 °C). (d) E-beam evaporation with artificial beam 

divergence. 

 

In an absolutely parallel particle beam, there are just two options. Either a dedicated 

point is shadowed or it is not. In a divergent beam, however, some structures can be 

partially shadowed. Structures that are not completely shadowed, but nevertheless do not 

have a direct line of sight to the complete target, only gather a fraction of the maximum 
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possible flux. Therefore, these structures grow slower. Consequently, these structures 

become shadowed more and more, and finally stop to grow. This concept is illustrated in 

Figure 4.13. When growth of individual nanostructures stops, more material can reach the 

behind-standing columns, which then consequently grow broader. 

The described influence of a distributed particle beam is also the cause for the well-

known broadening of upright structures, grown by GLAD [78-80]. The substrate rotation 

distributes the incoming particles over the complete azimuthal angle range (compared to 

the polar divergence discussed above). Therefore, some structures may be shadowed at 

different rotation phases, leading to different growth rates and consequently to a 

broadening of the surviving nanostructures. 

 

 

 

Figure 4.13: Schematic illustration of oblique deposition with a parallel, and a divergent beam. 

Green structures are not shadowed and proceed to grow. Red structures are fully shadowed and have 

stopped growth. Orange structures just see a fraction of the incoming particle flux and therefore grow 

slower, consequently becoming shadowed more and more with increasing deposition time. 

 

4.5 Summary 

In this chapter, experimental observations are presented, forming the base for the 

subsequent simulation and modelling chapters.  

• It was demonstrated that films grown by electron beam evaporation show a 

columnar morphology for vertical and oblique deposition conditions. This is 

caused by the self-shadowing effect. For crystalline materials, an evolutionary 

selection of specific favored crystallite directions appears. This is the main 

reason for the different morphologies observed for amorphous (Si, Ge) and 

crystalline (Mo) thin films. 

• Besides an enhanced crystallinity at elevated substrate temperatures, the main 

impact of an increased substrate temperature can be found in the enlarged 

diameter of the growing nanostructures. An explanation is the increased 

surface diffusion length, which permits the growth of larger nuclei before self-

shadowing starts to dominate. 
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• Comparing the observed tilt angles with established models (cos- and tan-

rules) shows a clear mismatch. The β-θ-relationship can be better 

approximated by a linear fit. 

• The opening angles of fan structures (the 'fan angle') were measured for 

different materials and deposition conditions. It was observed that higher 

homologous temperatures lead to smaller fan angles. This indicates that 

surface diffusion plays a major role during the growth of fan structures and 

thereby also for the evolution of columnar thin films. 

• This is supported by the fact that Si:H, where surface diffusion is reduced 

compared to pure Si, shows an significantly enlarged fan angle. 

• The broadening of tilted nanostructures was attributed to beam divergence. 

Connected to this topic, some peculiarities of deposition processes that utilize 

a large particle source (e.g. sputtering from a large target) were illustrated. An 

important consequence is the fact that, at high incidence angles, the physical 

angle of particle incidence is not equal to the geometrical tilt angle of the 

substrate anymore. 
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5 Simulation 

5.1 Introduction 

The finally realized morphology of a grown thin film is the result of the interplay of 

a variety of different phenomena such as self-shadowing, surface diffusion, and the 

formation of a specific close-range order. Some of these effects can be studied 

theoretically (as the self-shadowing effect, see chapter 6), others may be the subject of 

computer simulations. While energy barriers are accessible from density functional theory 

(DFT), small-scale effects in thin film deposition on time scales up to microseconds can 

be investigated with molecular dynamics [81, 82] and Monte Carlo [83, 84] simulations. 

However, combining short-range effects (as diffusion) and long-range processes (as self-

shadowing) into a single simulation is challenging. As an example, MD simulations work 

with amounts of ~107 particles on length scales in the range of a few tens of nanometers, 

at best. On the other hand, the self-shadowing effect may act over micrometers, thereby 

influencing the growth of billions or tens of billions of particles. To handle these 

dimensions, typically ballistic Monte Carlo simulations are utilized. The main task in such 

a simulation is to calculate which parts of the growing film are shadowed for the actual 

direction of the incoming particle flux. Other aspects, as surface diffusion, are afterwards 

modelled into such a simulation to fit experimental observations. 

Due to the fractal nature of growing thin film surfaces, the surface area that is actually 

available for deposition processes may exceed the substrate area by orders of magnitude. 

Moreover, if the particle flux is not absolutely parallel (i.e. for substrate rotation or if 

particle divergence is taken into account), shadowing is not an absolute condition, as it 

may change as the deposition proceeds. Consequently, in order to model the shadowing 

effect correctly, the trajectory of each individual particle has to be calculated. Then the 

particle sticks at the collision position with the shortest path of the trajectory. Figure 5.1 a 

illustrates this concept, which is frequently called ‘collision detection’. 

For both realized simulation approaches the language C++ was chosen, because it 

promises fast code execution. The complete code follows an object-oriented paradigm. 

Parallelization of ballistic algorithms is difficult due to the highly serial nature of this 

process. Where parallelization could be applied, it was done on loop-level, using the 

OpenMP [85] directives. All random numbers were created by a Xorshift pseudo random 

number generator [86]. For visualization an own code had to be developed, too (see 

section 5.5.1). The simulations were executed on a 6-core Intel® CPU in a Fedora Linux 

environment. 
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Figure 5.1: (a) Illustration of the ‘collision detection’ concept. On the trajectory of an incoming 

particle k, collisions could appear with the previously deposited particles i and j, for example. For the 

given trajectory, particle j is shadowed by particle i, so that the collision is realized with particle i. (b) 

Corresponding to the example in (a), a linear search in a list of all previously deposited particles would 

not necessarily find the closest collision candidate first. Thus, all particles must be checked. 

 

5.2 Off-lattice approach 

The mathematically correct way of modelling shadowing necessitates the use of 

spherical particles, which can reside at freely selectable floating-point coordinates, as 

already depicted in Figure 5.1 a. In such a case, the brute-force method would be a linear 

search in the list of all previously deposited particles. For each of these particles, the 

distance of the trajectory to the particles center has to be calculated. If this distance is 

smaller than the particles radius, it is a candidate for collision. In a final step, the candidate 

leading to the shortest trajectory is chosen, and the particle is stored at the corresponding 

collision position. Obviously, this approach is only suitable for very small 2-dimensional 

problems (see i.e. [87-89]). The necessary time for a single collision calculation grows 

linearly with the number of previously deposited particles. Consequently, the total 

number of necessary calculations scales with the square of the total number of particles 

to be deposited. This makes this approach unusable slow for larger systems, what is 

sometime metaphorically called ‘combinatorial explosion’. 

Common approaches to simplify many-particle simulations, like the division of the 

simulation volume into octrees, fail due to the fractal space filling behavior of the growing 

films. A simplification could only be found for the special case of an absolutely parallel 

particle beam. Even though the simulations are carried out in 3D, assume a 2-dimensional 

simulation cell for illustration as presented in Figure 5.1 c. Without loss of generality, let 

the coordinates in this cell be given in units of particle diameters and let the particle 

trajectories be aligned with the negative z-direction. At the beginning of the deposition of 

particle i, a random starting coordinate xi is chosen (xi and yi in 3D). Due to the alignment 

of the trajectories, this initially chosen xi-value cannot change during the flight of the 
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particle. Then, collisions can only appear with particles having an x-coordinate that 

fulfills (xi - 1) < x < (xi + 1). This fact is utilized to introduce a space partition. The 

simulation cell is divided into corridors with a width of one particle diameter, aligned to 

the negative z-direction. Each of these corridors is represented by a list of particle slots. 

The particles are assigned to the corridors by taking the integer part of their coordinates. 

For example, a particle with x = 5.2 is assigned to corridor 5. Inside these corridors, the 

particles are ordered by their z-position. So, the topmost particle with the largest z-value 

sits on slot 1, the next particle on slot 2 and so on. It is obvious that collisions can only 

appear with particles that are stored in adjacent corridors, significantly reducing the 

number of necessary calculations to find the candidates for collision. Moreover, the 

calculation itself is transferred to a lower dimension, because the z-coordinate is not 

needed for it. Finally, the collision candidate with the highest z-position is chosen and the 

corresponding zi-value for the incoming particle is calculated. 

 

 
Figure 5.2: (a) For perfectly vertical deposition, collisions are only possible with particles within a 

small selection of coordinates. Illustrated is an example deposition in 2D, with N = 2 stored particles in 

each corridor. A new particle impinges with x = 5.2. Collisions can only appear with particles stored in 

the corridors 4, 5, and 6. After all six possible collisions (2 particles x 3 corridors) were checked, the 

particle is positioned at the highest found z-position. It is then assigned with the cluster number of the 

particle it has hit (here: 42). Finally, the particle with the lowest z-coordinate in corridor 5 is removed 

(crossed red). (b) Distribution of particle collisions for oblique deposition in 3D. The entry number 

describes the particle order inside a corridor. The probability of an impinging particle to collide with a 

particle of the given slot number is shown. Around 89 % of all collisions appear with the topmost particle 

of the deposition corridors. 

 

The deciding improvement follows from the z-ordering inside of the corridors. If only 

the top N particles of each corridor are tested as collision candidates, the total number of 

necessary collision tests becomes a fixed value. In the 2D example, only 3 corridors can 
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hold particles relevant for the collision calculation so that only 3 ∙ N calculations have to 

be performed. In the 3D simulations, 8 corridors are adjacent to a selected one (in the x-

y-plane). Consequently, 9 ∙ N particles have to be checked. Figure 5.2 a illustrates a single 

2D deposition event, with N = 2. 

A statistical examination reveals that – in 3D – 89% of all particles collide with a 

particle stored in slot 1. The probability of colliding with deeper buried particles decreases 

nearly exponentially, as shown in Figure 5.2 b. Roughly, only 1 out of 109 particles 

collides with a particle stored in slot 14. Hence, if N = 20 slots would be used, 

1010 particles could be deposited, without any deviation from the brute-force result, with 

near certainty. In all performed simulation runs, N = 25 was used. This means that for 

each deposited particle, the fixed number of 225 collision tests was carried out. 

OAD was realized by introducing a tilted substrate into such a simulation cell. An 

additional parameter was assigned to each particle, allowing to identify connected clusters 

(compare Figure 5.2 b). 

 

 
Figure 5.3: (a) Image of a simulated film and a side-view SEM image of an obliquely deposited Si 

film. The columnar morphology of OAD thin films can be reproduced with this simulation approach 

quite well. (b) Tilt angle depending on the angle of incidence for simulation and experimental results. 

The tilt angles observed from the simulation show the same trend as the observed ones for evaporated 

silicon. The nearly perfect match of the results is a coincidence. 

 

With this simulation approach, the columnar morphology of the OAD films can be 

modelled. Figure 5.3 a shows a cut through a 3D simulation cell compared to an obliquely 

deposited silicon film. Different colors are assigned to different clusters for visual clarity. 

The tilt angles of the simulated nanostructures show a nearly linear dependency from the 

angle of incidence, fitting to the experimentally observed results for silicon, as presented 

in Figure 5.3 b. The exact match of the observed values with evaporated silicon films is 
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a coincidence. The overall morphology of the simulated OAD films is in good agreement 

with the experimental observations. 

Due to the restriction to an absolutely parallel particle flux, the presented simulation 

cannot be used to investigate GLAD or the influence of beam divergence. Nevertheless, 

it can be used to investigate some fundamental growth processes. As pointed out in 

section 4.3 overhang and fan structures play an important role in the understanding of 

OAD and GLAD. Such structures can be simulated with the off-lattice simulation by 

introducing special substrates into the simulation cell. The simplest substrate is a single, 

isolated particle at a fixed position. Figure 5.4 a shows the result of the deposition onto 

such a particle. The two different colors imply that two particles collided with the seed 

particle, leading to the formation of two clusters, as illustrated in b. Because point-like 

substrates are not achievable in real depositions, in a second simulation a large sphere 

was assumed as substrate. This approximates the case of a free-standing seed point, 

produced by lithography, exemplarily. In Figure 5.4 c and d a comparison of a simulated 

and a germanium fan structure is shown. Thin fibers can be observed on the sidewalls of 

both structures. The growth of an overhang structure on a sharp edge can also be 

modelled, as demonstrated in e and f. Two significant observations can be made from the 

simulated fan structures: 1. The simulated fan angle is always φ = 24°. This is 

coincidentally the same value as found for evaporated silicon, deposited at room 

temperature, explaining the above-mentioned match of the tilt angles. 2. The growth front 

(the cap of the fan) can be approximated as a half-sphere for all seed geometries. 

Examining the inner structure of a simulated overhang gives insight into the density 

distribution. For normally deposited films on a flat substrate, an equilibrium density of 

0.28 particles / diameter³ was found, in good agreement with the observations of other 

groups [90]. On the edge of the overhang, the density gradually drops to zero (see Figure 

5.5 a), which can be attributed to the locally oblique incidence on the outer part of the 

growth front.  

Growth dynamics are available by the off-lattice simulation, too. In Figure 5.5 b, the 

tilt angles of all nanostructures in an OAD simulation are analyzed. Many structures stop 

to grow at the early stages of growth and that the tilt angle variation is large at the 

beginning. A height of around 100 particle diameters is necessary to achieve stable 

shadowing conditions, and thereby nearly constant tilt angles. 

 



58 

 

 
Figure 5.4: (a) Simulated fan structure on an isolated seed particle. (b) Sketch of the early-deposited 

particles, illustrating how two different clusters could arise. (c) and (e) show simulated fan structures on 

a large spherical seed and a plateau, respectively. (d) shows a Ge fan structure on a NSL seed and (f) 

illustrates a Si overhang structure deposited onto an edge. Concentric circles are added to the images of 

the simulations, to highlight the nearly spherical growth front. 

 

 
Figure 5.5: (a) Density distribution inside a simulated overhang structure. At the edge of the 

overhangs, the density continuously drops to zero. (b) Tilt angle distribution of nanostructures during 

the growth. With the increase of the height (film thickness), the average tilt angle increases up to a stable 

angle. This indicates the competitive character of the growth process under oblique incidence conditions. 

Many nanostructures stop growth during deposition. 
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5.3 On-lattice approach 

The unavoidable restriction to an absolutely parallel particle flux limits the usability 

of the off-lattice simulation. In order to allow the usage of rotation or beam divergence, 

the calculation of the collision detection has to be simplified extremely. This can be done 

by restricting the particle positions to integer coordinates, meaning that the complete 

simulation cell is divided into a regular cubic lattice. Therefore, simulations using this 

approach are called ‘on-lattice’ simulations. All particles reside on this lattice and all 

possible interactions have to be modelled onto the lattice. Figure 5.6 a illustrates this 

concept. In such a simulation, the particles are moved stepwise through the simulation 

grid on their trajectory. After each step, the neighboring lattice points are checked. An 

occupation of one of those indicates that a collision has occurred. Since complex 

calculations are not required (just read-operations on memory), the process is quite fast. 

Moreover, only the lattice points adjacent to the particles trajectory have to be checked. 

With the increased speed-up of collision calculation, large amounts of particles can be 

simulated in reasonable time, so that this kind of simulation is used frequently to model 

GLAD [89, 91-93].  

 
Figure 5.6: (a) Illustration of the on-lattice approach. All particles are tied to lattice points. In 

addition, the ballistic traversal of the particle through the simulation cell as well as surface diffusion has 

to be carried out on the simulation lattice. (Image taken from Karabacak et al. [61], colored by author.) 

(b) Different algorithms can be used to calculate the lattice points that are located on the trajectory of a 

particle. For the presented simulation, a super-cover algorithm was chosen. 

The fact that this model is also used for demonstrating purposes of graphic libraries 

[94] reveals that it is used on a regular basis. Before showing major results of such 

simulations, the calculation of the particle trajectories through the simulation lattice shall 

be discussed. To the best knowledge of the author, in none of the existing publications the 

motion of the particles through the lattice is discussed. While this is a trivial question for 

movements aligned to the cell axes, it becomes more complex for random directions. 

Rasterization of line segments is a fundamental problem in computer graphics and the 

automation of machine tools (CNC), too. The probably most favorite rasterization 

algorithm was described by Bresenham [95] for the control of digital plotters. The 

Bresenham algorithm returns most lattice points, which are intersected by a line segment 
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relatively fast (green points in Figure 5.6 b), but misses some lattice points whenever a 

jump into the next integer row takes place. A possible way to receive more points would 

be to divide the trajectory into small sub-segments and to sample each of the end points. 

If smaller segment lengths are chosen, the accuracy of this approach increases, as does 

the calculation time (orange points in Figure 5.6 b). Methods that return all intersected 

grid points directly are called ‘super-cover’ algorithms, and should be preferred for such 

simulations (purple points in Figure 5.6 b). For the simulations here, a 3D version of a 

“Digital Differential Analyzer” (DDA) algorithm was implemented [96], representing a 

fast realization of the super-cover approach.  

For the simulations presented in the following, neither surface diffusion was included, 

nor were any other interactions of the incoming particles considered. Therefore, the 

resulting films show a pure amorphous structure, without any short- or long-range order. 

 

Figure 5.7: (a), (b), and (c) show SEM cross-section images of Si films grown obliquely without, 

with slow, and with fast rotation, respectively. (d), (e), and (f) illustrate the corresponding computer 

simulations. For all three cases, the angle of incidence was fixed to θ = 85° and the simulation cells had 

the dimensions 1000 x 1000 x 1000 lattice points. (g), (h), and (i) show the corresponding density 

profiles. The oscillations that are observed in the spiral case (h) can be attributed clearly to the actual 

direction of the incoming particle beam.  
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The off-lattice simulation can be applied to model most of the structure shapes, 

accessible by GLAD. Exemplarily, structure growth is simulated with increasing substrate 

rotation speed, leading to the growth of tilted, spiral, and upright columns. Figure 5.7 a - f 

show a comparison of SEM and simulation images for these cases. The overall 

morphology is reproduced well, the structures are separated, and the growth competition 

can be observed as well.  

However, for optical applications, the height resolved density profile of GLAD films 

is an important parameter. In Figure 5.7 g - i this density profile is depicted for the three 

cases. For the OAD case (g) the density close to the substrate is large. This can be 

explained by the fact that the initial substrate is totally flat so that shadowing does not 

appear. The density drops until it remains nearly constant after a film thickness of 

approximately 100 lattice points is deposited. This correlates with the observation that the 

tilt angles also become stable after a thickness of around 100 particle diameters. For the 

case of fast rotation leading to upright structures (i), shadowing needs longer to become 

stable and larger variations of the density can be observed, which can probably be 

attributed to the higher roughness of this film compared to the OAD film. 

For the film grown with slow substrate rotation, a monotonic behavior is expected 

similar to the other two cases. Instead, an oscillation of the density is found. A more 

detailed view reveals that the maxima of the oscillations appear, whenever the particle 

flux was aligned to the simulation cell axes. This observation contradicts the physical 

expectation completely, as in the experimental realization, absolute isotropy for the in-

plane rotation is evident. Consequently, this artificial anisotropy is an artefact of the 

simulation lattice. As the density varies more than 15% in the observed film, it can clearly 

not be neglected. 
 

 
Figure 5.8: Density (a) and tilt angle (b) dependency for obliquely deposited silicon films, off-

lattice simulations and on-lattice simulations, with the incidence direction aligned to the lattice x-axis 

(Φ = 0°) and in-plane-rotated to Φ = 45°. While the off-lattice simulation fits well to the experimental 

observations, both on-lattice cases show a different behavior. Moreover, there is a deviation between 

both on-lattice runs, which influences all on-lattice simulations that include a substrate rotation.  

(c) Schematic illustration of the “grid effect” found by Tanto et al. [93]. The angle of incidence θ is the 

same in both cases, but different tilt angles β are observed.  
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To quantify this effect, nanostructure growth was simulated without rotation, but in a 

first run with the particle trajectories aligned to the lattice x-axis (Φ = 0°) and in a second 

run in-plane-rotated to Φ = 45°. This was carried out for various incidence angles θ and 

the results were compared to the off-lattice simulation and the experimental values of Si 

OAD films. In Figure 5.8 a and b the results for the observed densities and tilt angles, 

respectively, are presented. Obviously, the observations from the on-lattice simulations 

deviate strongly from the values obtained by the other methods. The difference between 

the Φ = 0° and the Φ = 45° runs is smaller, yet clearly visible, thus explaining the density 

oscillations found in the spiral nanostructures. Indeed this effect influences all simulations 

including substrate rotation. 

Tanto et al. [93] found a similar anisotropy. As illustrated in Figure 5.8 c, the tilt angle 

of nanostructures does not only depend on the angle of incidence in on-lattice simulations, 

but rather on the orientation of the entire assembly with respect to the simulation lattice, 

as well. Tanto et al. named the influence of the simulation lattice “grid effect”. 

As a consequence of this observation, it has to be stated that all on-lattice simulations 

using substrate rotation are influenced by the grid effect, as well as are all observed 

β-θ-relations based on this approach. In other words, due to the lack of spatial isotropy, 

simple on-lattice simulations neither can be used to investigate realistic deposition cases 

nor describe the idealized mathematical ballistic deposition process (represented by the 

off-lattice simulation). A strong influence of the grid effect can be found on the growth of 

fan structures, too. As illustrated in Figure 5.9 and also found previously by Tanto et al. 

[93], the value of the fan angle φ depends strongly on the direction of the incoming 

particles and is largest when the particles arrive along a grid axis and smallest when the 

trajectories are tilted by 45°. Since the fan angle is an important parameter to describe 

oblique deposition, its stability can serve as a measure for the strength of the grid effect. 

Within their investigation, Tanto et al. noticed that the grid effect can be reduced by 

the usage of 7-cube cluster particle [93]. Compared to the ‘normal’ particles of on-

lattice simulations, which can be interpreted as cubes (see Figure 5.10 a), such a cluster 

particle is a combination of seven cubes, as illustrated in Figure 5.10 b.  

In Figure 5.9 b, the reduction of the grid effect by using such cluster particles 

(“R = 1” curve) can be seen. The variance of the fan angle φ with the angle of incidence 

θ is already significantly reduced, but still observable. Furthermore, the fan angles in 

the on-lattice simulations with the cluster particles are larger than the value of 24°, 

which is found in off-lattice simulations. To reduce the grid effect further, the obvious 

approach would be to use even larger cluster particles. These particles can be defined 

as all lattice points that have a distance not larger than a radius R from the center of the 

cluster. Figure 5.10 c, d and e illustrate particles constructed like this with radii of two, 

three, and four lattice points, respectively. Thus, the cluster particle constructed 
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Figure 5.9: (a) Two fan structures, deposited onto an isolated seed point, with different angles of 

incidence. Both show different fan angles φ. (b) Dependence of the fan angle φ from the angle of 

incidence θ for different particle sizes. With increasing cluster particle radius, the influence of the angle 

of incidence vanishes increasingly. The fan angle found in off-lattice simulations is φ = 24°. 

 
Figure 5.10: (a) A cubic particle, with six indicated sticking points on its faces. (b) The R = 1 cluster 

particle provides 18 sticking points. (c), (d) and (e) show cluster particles with R = 2, R = 3, and R = 4, 

respectively. (f) The centers of two spheres, touching each other have always a distance of 2R. 

Consequently, around each particle exists a ‘forbidden’ volume that cannot be penetrated by the center 

of other spheres. (g) shows this concept transferred to a simulation lattice. Instead of the actual volume 

of the deposited spheres (dark red), the ‘forbidden’ volume is marked (bright red). Then, collision 

detection can be performed by checking if the center of the incoming particle has entered this zone.  

(h) and (i) show, respectively, the dependencies of the tilt angles and the densities on the angle of 

incidence for R = 3 cluster particles. 
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with seven cubes would correspond to R = 1. To test this approach, the fan angles are 

determined for cluster particles with radii of two and three. In these both cases, the fan 

angle remains nearly constant, independent of the angle of incidence, and with increasing 

R seems to trend toward the off-lattice value. To verify that the use of cluster particles 

improves the simulation of GLAD films, the tilt angle and density dependencies were 

evaluated again, using R = 3 cluster particles. As shown in Figure 5.10 h, the simulated 

tilt angles with the cluster particles show nearly no dependence on the azimuthal 

deposition angle Φ and approach the off-lattice values. For the densities, the dependence 

from Φ is reduced and the dependence on the angle of incidence θ converges to the off-

lattice case too, as depicted in Figure 5.10 i.   

The reason for the cluster particles to reduce the grid effect is the enlarged number of 

possible sticking points with an increasing radius, so that the clusters act as particles that 

are more spherical. However, this is a drawback of this approach as well. Obviously, to 

store the same amount of particles, the required volume of the simulation cell scales with 

R³. Furthermore, not only that the number of sticking points to be checked after each 

particle movement step scales with the surface area of the particle (~R²), but also more 

steps are necessary for the particle to travel the distance of its own diameter (~R). Thus, 

the total time needed for collision detection calculation scales with R³, too. 

An approach to overcome this drawback is to utilize the fact that with increasing R 

the particles resemble more and more spheres. The centers of two spheres with radius R 

that touch each other have a distance of 2R, as depicted in Figure 5.10 f. Consequently, 

around each sphere a ‘forbidden volume’ exists that cannot be entered by the center of 

other spheres. This allows a remarkable simplification of the collision detection. Instead 

of saving a deposited particle directly inside the simulation cell, its ‘forbidden volume’ is 

marked. So, all lattice points within a radius of 2R are set to true, as indicated in Figure 

5.10 g. For collision detection of an arriving particle, it has to be checked if its center 

point has moved onto an already marked lattice point. That means that checking a single 

lattice point of the simulation cell after each movement step is sufficient. With this 

approach, the time for collision detection just scales with R (due to the still longer 

trajectory of the particles), facilitating the use of larger cluster particles. 

 

5.4 Further applications of the on-lattice simulation 

The ability to give insights into complex deposition problems is the strength of the 

presented on-lattice simulation. A selection of example cases is presented in this section 

to demonstrate this. All the shown simulations utilize cluster particles with R = 3. 
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5.4.1 Shape evolution of ordered structures 

On flat, non-patterned substrates, OAD and GLAD lead to the growth of randomly 

arranged nanostructures, which show varying shapes and diameters. This is caused by the 

fact that each individual nanostructure is influenced by different shadowing conditions, 

arising from the random nucleation at the early stages of growth In contrast, the 

arrangement of the initial highest seed points and consequently the position of the 

growing nanostructures becomes controllable with lithography techniques [48, 97-103]. 

Especially the honeycomb pattern that can be prepared by nanosphere lithography (NSL, 

see section 3.1.4) shows some interesting features.  

As illustrated in the top image of Figure 5.11 a, three characteristic lengths exist, 

which are relevant for shadowing. These different lengths originate from the 

manufacturing process of this kind of template, which utilizes a close packed layer of 

polystyrene spheres with a diameter D. Consequently, the distances to the neighboring 

seeds are D/√3, D, 2D/√3, as illustrated in Figure 5.11 a in the colors green, red, and blue, 

respectively. Bauer et al. have investigated, how these different lengths influence the 

cross-sectional shape evolution during growth [103]. Growing vertical nanostructures  

 

 
Figure 5.11: (a) Schematic illustration of the shape evolution during GLAD on a honeycomb seed 

array. The in-plane shape evolves from round over hexagonal to triangular. Long free allays allow 

material to be transported into deeper zones of the growing film. (b) Corresponding comparison of top-

view images of experimentally deposited and simulated nanostructures. (c) Comparison of the inner 

structures of Si/Ge heterostructures (taken from [103]) and a corresponding simulation. At the beginning, 

the inner interfaces mimic the geometric shape of the seed point. Later, the interface is quite flat in the 

center axes of the structures, but strongly bends at the edges, which is caused by material that penetrates 

deeply into the porous film.  
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onto such a pattern leads to a characteristic shape evolution. At the beginning shadowing 

between the seeds does not occur so that the nanostructures show a circular in-plane 

shape. When the diameter of the structures has raised far enough, shadowing starts to act 

in various directions at different points in time. Therefore, the in-plane cross-sectional 

shape of the nanostructures alters from circular, over hexagonal, to reach a triangular 

shape, finally. As indicated in the middle image of Figure 5.11 a, long free alleys exist, 

allowing material to be transported deeper into the growing film, condensing on lower 

parts of the nanostructures surfaces. Figure 5.11 b shows selected examples of upright 

nanostructures in different growth stages, compared to on-lattice computer simulations. 

For these simulations, cone-shaped seed points are arranged in a honeycomb pattern and 

subsequently GLAD was carried out. As can be seen, the simulated time evolution of the 

nanostructures cross-sectional in-plane shape reproduces the observed shapes quite well. 

The inner structures of such deposited upright nanostructures might be an important 

property for some applications. An example is the deposition of semiconductor pn- or 

pin-junctions. Direct observation of this inner structure is difficult. One way to reach this 

is to produce, e.g., Si/Ge heterostructures, which are subsequently cut by a focused ion 

beam (FIB), to be finally imaged by SEM. This challenging approach, carried out by 

Bauer et al. [103], allows to observe the shape of interfaces inside the structure. The 

simulation makes the investigation of this property more easily accessible. In Figure 5.11 

c the experimental and the simulation result are compared with each other. The simulation 

reveals that at the beginning of growth, the interface shape mimics the shape of the seed 

point. At later growth stages, it is quite flat in the middle, but shows a large curvature at 

the edge, which can be explained by particles traveling in the mentioned alleys onto 

deeper located nanostructure sidewalls. As a consequence of this observation, defining 

well-defined and flat interfaces inside of honeycomb structures might be a challenging 

task. 

5.4.2 Influence of beam divergence on shadow nanosphere lithography 

As demonstrated in the previous section, NSL is a practical tool to produce periodical 

patterns on substrates. Evaporation techniques are usually used for this method, whereas 

typically a honeycomb pattern consisting of triangular pyramids is formed. Figure 5.12 a 

shows a tilted SEM view of such a pattern. To gain access to more and to compound 

materials for the seed formation, one NSL sample was deposited by ion-beam sputtering. 

Instead of the expected seed pattern, a smooth thin film with hexagonal holes was 

obtained. In Figure 5.12 b a SEM image of this film is presented. As not all PS spheres 

were removed after the deposition process, it can be seen that the hexagonal holes are 

located at the positions, which were shielded by the spheres during deposition. The 

question arises, why pronounced seed points fail to appear. With the on-lattice deposition,  
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Figure 5.12: Tilted SEM view of (a) e-beam deposited and (b) ion beam sputtered Si seeds. In (b) 

not all of the PS spheres (PSS) were removed after deposition. (c), (d) simulated deposition with beam 

divergence Ψ = 0° and Ψ = 90°, respectively. The simulation cell is shown doubled for better orientation. 

 

it becomes possible to prove that the larger beam divergence in the sputtering case inhibits 

the formation of isolated, exalted seed points. 

Beam divergence was introduced to the on-lattice simulation by randomly choosing 

the angle of incidence θ in the interval [0°; θmax] and the azimuthal angle Φ in the interval 

[0°, 360°], after each deposition event. Then, the beam divergence Ψ can be defined to be 

equal to 2θmax, as this is the maximum angle between the incoming particles. Notice that 

in real deposition applications, the material flux would not be equally distributed, but 

rather would show a method dependent distribution. To mimic the monolayer of PS 

spheres on the substrate, large spherical volumes with a diameter of dPSS atop a flat 

substrate layer were declared as additional substrate so that material can stick on it. After 

the simulated deposition, the particles sticking on these spherical volumes were removed, 

yielding only the particles that are attached to the flat substrate. Figure 5.12 c and d 

demonstrate the results of this approach for a beam divergence of 0° and 90°, respectively. 

The morphology of the simulated films fits quite well to the experimental findings. 

An important value of pre-patterned substrates is the seed height h, as it defines  

– together with the seed spacing – the minimum angle of incidence θGLAD to avoid inter- 
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Figure 5.13: (a) Dependency of the relative seed heights on the beam divergence. The corresponding 

minimum deposition angle for GLAD on such seeds is given by θGLAD = arctan(2dPSS/√3h). (b) Schematic 

illustration of the influence of beam divergence on the seed height and width. (c) High-magnification 

SEM image of e-beam deposited Si seeds. The sharp tips on the seeds imply a relatively small beam 

divergence. 

 

seed growth. In Figure 5.13 a, the maximum reachable seed height h for different beam 

divergence values Ψ, as well as the minimum GLAD deposition angle θGLAD are 

presented. These values are obtained from the on-lattice simulation, where the fan angle 

φ was 27°. For an absolutely parallel particle beam (Ψ = 0°), the maximum reachable seed 

height is 0.219 times the diameter of the used spheres. It drops rapidly with increasing 

beam divergence, reaching values lower than 0.1 ∙ dPSS at Ψ ≈ 23°, thereby ruling out the 

possibility to use many sputtering techniques for NSL. This is not only caused by the 

decreasing seed height with respect to the substrate level, but also by the broadening of 

the seed structures, leading to the loss of the pronounced point-like hillocks that are 

necessary for controllable GLAD growth. Figure 5.13 b illustrates the influence of a 

broader incidence angle distribution on the evolution of the seeds during growth. Figure 

5.13 c depicts a higher magnification of e-beam evaporated Si seeds. The measured height  
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of the seed points is h ≈ 324 nm and the used sphere diameter was dPSS = 1.59 µm, 

corresponding to a ratio of 0.204. 

To verify the simulation results, the maximum reachable seed height h for Ψ = 0° is 

calculated. The growth of the seeds stops, when the space between the spheres is filled, 

so that no further material can pass. Using the notation from Figure 5.14, this happens 

when the in-plane radius of the spheres dPSS /2 is enlarged by an amount s. With 

s = m – dPSS /2 and the evident relation 

   

 
𝑚 =  

𝑑𝑃𝑆𝑆

2 cos 30°
 , (5.4.1) 

   

one finds 

   

 
𝑠 =  

𝑑𝑃𝑆𝑆

2
( 

1

cos 30°
− 1) . (5.4.2) 

   

From the earlier made observation, that the growth front of the fan structures can be 

approximated by a half sphere, the following relation for its height h and its lateral 

extension s (see Figure 5.14 b) is given: 

   

 
ℎ =  𝑠 ( 

1

tan 𝜑
+ 1) , (5.4.3) 

   

 
Figure 5.14: Schematic top-view (a) and side-view (b) on the geometry of the close-packed sphere 

layer. As soon as the in-plane radius of the sphere has risen by a certain value of s, the growth of the 

seed stops. 
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where φ denotes the fan angle. That means that if a thickness of h is deposited onto a 

sphere, the in-plane radius of it is increased by s. Finally, combining both equations yields 

the searched relation: 

   

 ℎ

𝑑𝑃𝑆𝑆
=  

1

2
( 

1

cos 30°
− 1) ( 

1

tan 𝜑
+ 1) (5.4.4) 

   

Taking the fan angle from the on-lattice simulation φ = 27°, the maximum seed height 

would be h / dPSS = 0.229, which is close to the value of 0.219, as found in the simulation 

(see Figure 5.13 a). Taking φ = 24° – the fan angle of Si – the maximum seed height 

would be 0.251, which becomes 399 nm for dPSS = 1.59 µm. The fact that the actual value 

is just 324 nm demonstrates the impact of even small beam divergences. Moreover, an 

additional conclusion is that the increased particle energy in sputter deposition seems to 

have only minor influence, since the observed results can be explained completely as a 

consequence of beam divergence.  

 

5.4.3 Influence of beam divergence on oblique deposition 

The previous observations point out the importance of taking the effects caused by 

beam divergence into account. To do this for OAD, at first the influence on fan structures 

shall be investigated. For this purpose, fan structures were deposited at various beam 

divergences and the corresponding fan angles were measured. With larger divergences, 

this becomes increasingly inaccurate, since defining a straight perimeter of the fan 

structures becomes difficult. Whereas for small divergences, the sidewalls of the fan 

structures are shadowed by the higher parts of the fan, at enlarged divergence values, 

material can reach these areas and cause a significant roughening. This leads to an 

enlarged measurement error. 

The change of the obtained fan angles is presented in Figure 5.15 a. As long as the 

beam divergence is smaller than two times the fan angle (Ψ < 2φ), exclusively the top 

growth front is hit by the incident particles, leading to a minor increase of the fan angle. 

For larger divergences, broadening of the fan structures is caused by direct deposition of 

material onto the sidewall, hence leading to a strong increase of the fan angle.  

As indicated in section 4.4, beam divergence has also a strong impact on the OAD 

thin film morphology. To study this, two simulations were carried out. One with a beam 

divergence of Ψ = 40° (so 50° < θ < 90°) and a second one without beam divergence and 

θ = 80° (to yield a comparable structure tilt angle). Figure 5.15 represents the complete 
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Figure 5.15: (a) Dependency of the fan angle from the beam divergence. (b, c) Simulations of OAD 

without and with beam divergence, respectively. The simulation cell had the dimensions 3000 × 3000 × 

4000 lattice points, and R = 3 cluster particles were used. After the simulation, the boundary conditions 

were removed mathematically. 

 

simulations cells for both cases. Each nanostructure is associated with a certain color. The 

effects of the periodic boundary conditions are removed, to observe the structures as in 

the real deposition. With beam divergence, the surface consists of fewer structures than 

in the parallel flux case. For a more detailed investigation thin slices of the simulation 

cell are compared to experimentally observed SEM images in Figure 5.16. Both films 

mimic their real counterparts. Without beam divergence, thin nanostructures grow that 

show little broadening. With beam divergence, most of the structures stop growing, so 

that only a few structures survive the competition process. The mechanism causing this 

is already discussed in section 4.4 and can be observed in the simulation as well. 

 

 
Figure 5.16: (a) and (c) show side-view SEM images of obliquely deposited thin films, without and 

with beam divergence, respectively. (Same images as in Figure 4.12.) (b) and (d) depict slices of the 

corresponding simulations, revealing a comparable morphology. 
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5.5 Other aspects 

Many of the code details of the simulation shall not be discussed here, as they are 

mainly of technical nature. This includes trivial tasks, like the extraction of densities, the 

insertion of different substrate geometries, writing, and reading of data- and info-files and 

so on. More complex mechanisms in the simulation code, like the utilization of a wrapper 

class to allow parallel write access to the simulation cell (which is not possible for the 

standard container std::vector<bool>, for example) are not novel. Nevertheless, two 

aspects are worth to be discussed. These are the algorithms of visualization and diffusion. 

5.5.1 Visualization 

Investigating the morphology of the simulated GLAD films requires a way to create 

a visual impression of the particles in the simulation cell. Usual render software (as the 

ray tracer POV-Ray [104]) is often more focused on realistic image generation and lacks 

of the ability to work with more than ~106 objects in a single scene [105]. The probably 

most popular visualization tool for simulation data, Ovito [106], is limited to render ~109 

objects in a single scene and allows working with larger amounts of particles just as 

recently as May 1st 2018 (development version). As it is the aim of the developed 

simulations to work with 1010 particles and more, visualization had to be implemented in 

an extra software module. 

Rendering, and especially shading, in computer graphics is done typically by iterating 

over all pixels of an image. That means that for each individual pixel (or ray in ray tracing) 

all objects are queried. If an object lies on that specific pixel (or is intersected by the ray), 

the distance to the screen (or camera) is calculated. Finally, for the object that is closest 

to the screen, the illumination is calculated, and it is then assigned to that pixel. 

This procedure is unnecessary slow for large amounts of particles. As the file with the 

particle coordinates is typically exceeding the capacity of the available fast RAM, it has 

to be stored on the much slower HDD. Consequently, with the usual approach the 

complete file has to be slowly read millions of times (= number of pixels), to create the 

complete image. To avoid this, the used visualization module reverses this process. The 

large file that contains the particles is accessed only once here. For each extracted particle 

coordinate, the position on the screen is calculated – which is trivial for spherical particles 

and an orthographic perspective. Then, on the found positions, the distance to the screen 

is calculated, and if this distance is smaller than the already saved one, the particle is 

inserted at this pixel similar to a classic z-buffer approach. To provide a more ‘realistic’ 

image, for each pixel the surface normal (as two angles) of the spherical particle at the 

position of the pixel is saved. After this is done for all particles, each pixel of the image 

contains three values: the distance to the screen and two angles. Utilizing the Phong 

reflection model [105], the brightness of each pixel is calculated from these two angles. 
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This process allows the creation of images in quite a short time on the one hand, but also 

shows realistic spheres, if the image is magnified strongly. 

The color of each sphere can be assigned by selected properties, e.g. the distance to a 

specific point or plane, the corresponding cluster or simply represent the time evolution 

(as usually done in this work). To create the illusion of depth, particles that have a larger 

distance to the screen can be drawn darker, as for example in Figure 5.7 d - f. The abilities 

to create image sequences (Figure 5.17 a - c), cut out defined slices (d), and to magnify 

specific regions (e) completes the palette of visualization tools. 

Another advantage of that approach is that many images (views, slices…) can be 

generated in parallel during one iteration run over the data file. Furthermore, this permits 

the simple realization of animations. The disadvantage – and the reason why this way is 

not chosen in normal image rendering – is that global illumination (e.g. shadows) cannot 

be computed in a single run, as the spatial relation between all objects – also the not drawn 

ones - had to be known. 

5.5.2 Surface diffusion  

As it influences the fan angles, tilt angles, densities and the local crystallinity, surface 

diffusion plays an outstanding role for the formation of GLAD and OAD films. A realistic 

reproduction of surface diffusion requires complex mechanisms and is usually handled 

with molecular dynamics or monte-carlo methods. Imitating surface diffusion in a 

ballistic simulation requires a simplification. In on-lattice simulations, for instance, 

diffusion is often mimicked by the following procedure: after a particle has reached the 

surface of the growing film, other particles in the vicinity of the collision point are 

allowed to jump into other positions, if this increases their coordination number (used, 

e.g., by Tanto et al. [93]). While this procedure leads to a massive compactification of the 

simulated film and is easy to implement, it has two major disadvantages. The first one is 

that, depending on the exact realization of this algorithm, opposite results can be obtained. 

Tanto et al. observed a reduction of the fan angle with increasing diffusion, whereas Saito 

et al. [107] found the fan angle to increase with stronger diffusion. The second 

disadvantage of this algorithm is that the positions of the previously deposited particles 

have to be known, which is not the case in the presented simulation (as only the forbidden 

volume is saved). 

Consequently, it is only possible to let the actually incoming particle move to a more 

favorable position. To realize that, the simplest approach would be to move the particle 

to the position with the highest coordination number in the neighborhood of the collision 

point. This position can be found by counting the number of forbidden grid points in a 
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Figure 5.17: Illustration of temporal and spatial selection during visualization. (a), (b), and (c) 

demonstrate the growth of upright nanostructures on a honeycomb pattern at different times. (d) Thin 

slice, cut out of image (b). (e) Magnification of the two areas, marked in (d). 

 

defined volume around the position. Parameters to adjust the strength and character of the 

diffusion are the maximum allowed jump distance, the jump probability, the size of the 

volume used for coordination calculation and the maximum number of subsequent jumps 

for each particle.  

This procedure was implemented and studied for some selected examples. It was 

found that the fan angle decreases with increasing strength of the diffusion, which is the 

same behavior as observed in the experiments. For OAD with diffusion, the following 

film morphology was found: At the beginning, a closed layer forms on top of the substrate.  

The roughness of this layer increases until shadowing becomes strong enough to 

separate individual structures. Comparable to the experimental observations, the  
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structures are well separated along the incidence direction, but are interconnected 

perpendicular to this (compare Figure 5.18). 

 

 

 
Figure 5.19: (a) Hexagonally close packed particle assemblies can be found in simulated films, 

deposited with strong surface diffusion. (b) The symmetry axes of these assemblies are always oriented 

along the cell axes, representing another kind of the ‘grid effect’. 

 
Figure 5.18: SEM cross-section (a) and top view (b) image of Germanium, obliquely deposited onto 

a Si substrate at 300 °C. The structures are well separated along the incidence direction of the particles, 

but merge in perpendicular direction. A cut through a simulated OAD film, deposited with surface 

diffusion, along the incidence direction (c) and perpendicular to this (d), shows a similar morphology. 
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For strong diffusion settings, highly ordered, hexagonally close packed, crystal-like 

regions can be found in the deposited material, as illustrated in Figure 5.19 a. However, 

a closer inspection of these ordered regions reveals a major problem, which led to the 

decision to discard this approach. As demonstrated in Figure 5.19 b, the particles organize 

themselves in a way that the crystal axes are aligned with the cell axes. Due to the 

selection of the positions with the highest coordination, the discrete nature of the 

simulation cell favors certain spatial particle-particle relations. This can be interpreted as 

another kind of ‘grid effect’. No parameter set that avoids this behavior was found. 

Finding and characterizing a completely isotropic surface diffusion algorithm appears 

to be quite challenging and lies beyond the scope of this thesis. As starting point for future 

research, the following approach could serve: Instead of finding the position with the 

maximum number of neighboring forbidden points, one could try to classify the local 

surrounding of a selected point, to decide if it is in the vicinity of one, two, three, or more 

other particles. This classification has to be independent from the exact angular relation 

with respect to the cell axes. A robust testing scheme to characterize the resulting films 

should also be established, as the grid effect may not be as obvious as in the presented 

example. 

5.6 Summary 

In this chapter, modelling of OAD and GLAD growth by computer simulations was 

investigated.  

• An off-lattice simulation was used to investigate the growth of fan structures 

and oblique deposition. The general morphology of the experimental findings 

can be reproduced. This type of simulation is limited to deposition cases with 

a fixed incidence direction. 

• On-lattice simulations allow to change the direction of the incoming particles 

during deposition, enabling the simulation of GLAD and beam divergence. 

For simple cubic particles, an artificial anisotropy – the grid effect – exists, 

influencing the simulated tilt angles and densities. The use of cluster particles 

reduces this effect and makes the simulations nearly isotropic. Using a 

geometric optimization, utilizing the forbidden volume approach, allows 

simulating quite large systems. 

• The growth of upright nanostructures on a honeycomb pattern, as well as the 

influence of beam divergence in different deposition cases was studied. 

• If surface diffusion is to be implemented, care has to be taken to avoid the 

introduction of a new grid effect. 

The results, presented in this chapter, were previously published in [108].  
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6 Oblique Angle Deposition Model 

6.1 Semi-Empirical models 

The observation that the columns are tilted into the direction of the incoming particle 

flux is not surprising, but the fact that this column tilt angle β is always smaller than the 

vapor incidence angle θ lead to the development of numerous models in the past decades. 

In early models, a fixed relation for the angles β and θ is assumed. This means that neither 

material properties nor deposition parameters are taken into account. The most popular 

models are the tangent rule [28] and the cosine rule [18] (also known as Tait’s Rule). The 

tangent rule 

   

 
tan 𝛽 =  

1

2
 tan 𝜃 (6.1.1) 

   

estimates the tilt angles more appropriate for small vapor incidence angles, whereas the 

cosine rule 

 
𝛽 =  𝜃 − arcsin  

1 − cos 𝜃

2
 (6.1.2) 

   

gives better estimations for the highly oblique deposition regime. In Figure 6.1 the 

predictions of the tangent and the cosine rules are illustrated, together with the results 

measured for the oblique deposition of silicon. As shown earlier (chapter 4), material, 

substrate temperature, and particle flux divergence, for instance, influence the actual tilt 

angle. Hence, at least one mathematical parameter has to be included into the β-θ-relation. 

For this purpose, Hodgkinson et al. [109] used a parametric version of the tangent rule: 

   

 tan 𝛽 =  𝐸 tan 𝜃 (6.1.3) 

   

In this equation, E is a fitting parameter that cannot be connected to physical properties 

directly. In a continuum approach Lichter and Chen [110] found the following relation: 

   

 
𝛽 =  

2

3
 

tan 𝜃

1 + χ tan 𝜃 sin 𝜃
 (6.1.4) 

   

Hereby, the parameter χ depends on the deposition rate J, the adatom diffusion coefficient 

D and the height of the initial shadowing features hi in the following manner: 

   

 
χ =  

4

27
 
ℎ𝑖𝐽

𝐷
 (6.1.5) 
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A drawback of this approach is that the surface diffusion coefficient is difficult to 

determine and that it depends on various other parameters, as the actual crystal plane or 

the surrounding gas pressure. A similar ansatz is used by Alvarez et al. [111]. In their 

model, the particle beam divergence and a sticking coefficient are considered. Especially 

this sticking coefficient is a quite uncertain parameter, as it cannot be measured directly. 

Similar approaches exist for other film properties. Poxson et al. [68] derived a model for 

the film porosity P using a fitting parameter c that cannot be linked with observable 

quantities: 

   

 
𝑃 =  

𝜃 tan 𝜃

𝑐 +  𝜃 tan 𝜃
  (6.1.6) 

   

In summary, the mentioned models introduce at least one parameter that has to be 

obtained by fitting the model on measured properties of obliquely deposited films over a 

wide range of vapor incidence angles. The obtained parameters are difficult to correlate 

with material properties or deposition conditions. 

 
Figure 6.1: Tilt angle β vs. angle of incidence θ. The tangent and the cosine rules as well as the 

prediction of Tanto’s fan model are shown. For comparison the here experimentally observed values for 

silicon are displayed, too.  

 

6.2 Tanto’s fan model 

The growth mechanics in oblique angle deposition can be separated into two different 

processes. The first process is the long range self-shadowing effect that determines the 

overall morphology of the growing thin film, e.g. the formation of columns. The second 

process is more localized at the vicinity of the point where the particles hit the substrate 
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and determines the microstructure. It is essentially similar to normal deposition. The idea 

of separating these two processes serves as starting point for the development of the fan 

model. In such a fan model, the ballistic shadowing effect is seen as a purely geometrical, 

material independent process, whereas the properties of the material and the influence of 

the deposition conditions are combined into a single parameter: the fan angle. 

 

 

Figure 6.2: Sketch of Tanto’s fan model. The substrate is idealized as a row of seed points in an 

oblique, parallel particle flux (blue arrows). (a) First growth stage, before shadowing starts. (b) Fully 

developed nanostructures, whose tilt angles are defined by the upper edges of each fan. 

 

If material is deposited onto sharp edges, overhang structures grow (see section 4.3). 

Due to the visual similarity to a fan, overhang structures grown on isolated seed points 

are called fan structures. The reason for this overhang growth is the non-central sticking 

of the particles. The center axis of a fan structure points always against the direction of 

the incoming particle flux. The angle by which the edge of such a freestanding overhang 

structure grows away from the direction of the incoming particle flux is called fan angle 

φ. Notice, that Tanto defines the ‘fan-out angle’ Φ, as the opening angle of the compete 

fan [70], whereas here the half of this value φ = ½Φ is used for simplicity. Van der Drift 

[22] was the first to point out the significance of the competitive selection of such fan 

structures for the morphology evolution of growing thin films. Ramanlal and Sander [88] 

investigated the growth of isolated fan structures by a 2D computer simulation and a 

continuum model, concluding, that the shape of the growth front of fan structures does 

not change if the distance to the starting point has become large enough. However, linking 

fan structures to the growth of OAD nanostructures was done as recently as 2010 by Tanto 

et al. [70] – more than 40 years after the tangent rule was proposed. Tanto’s original fan 

model should shortly be presented in the following. 

In this model (see Figure 6.2), the substrate is defined as a row of isolated seed points 

in a parallel flux of material. If material is deposited onto this substrate from a non-

perpendicular direction, individual fan structures start to form on each seed point, 

growing against the direction of the incoming material. After a specific point in time, the 
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upper edges of the fan structures start to cast shadows on the lower edges of the behind 

standing fans. Therefore, no further material can reach the lower parts of the fan 

structures, which consequently stop to grow. The shadow casted by the upper, non-

shadowed edge of the fan structures forces the lower edges to grow parallel with the upper 

edges. Because the angle by which this upper edge grows away from the direction of the 

incident particle flux is the fan angle φ, the tilt angle β of the finally arising nanostructure 

is defined by the following simple equation: 

   

 𝛽 =  𝜃 − 𝜑  , (6.2.1) 

   

which is stated to be valid for θ > 2φ. For smaller incidence angles the obliquely growing 

fans are assumed to merge (for the detailed calculation see ref. [70]), leading to the 

relation: 

   

 
𝛽 =  𝜃 − arctan

sin(2𝜑) − sin(2𝜑 − 2𝜃)

cos(2𝜑 − 2𝜃) + cos(2𝜑) + 2
 (6.2.2) 

   

Comparing the results from this equation with the experimental observations shows 

that the calculated tilt angles are in the correct order of magnitude, but that the exact 

dependency does not fit the experimental findings (see Figure 6.1). Another unsatisfying 

result of this model is the occurrence of an odd kink in the β-θ-relation at θ = 2φ. 

 

6.3 Development of the Competition Model 

A closer look on the interaction of neighboring fan structures reveals that some of 

Tanto’s assumptions are too simple. Such a fan structure is not only defined by the fan 

angle, but also by the curved shape of its growth front. From section 4.3 and 5.2, it is 

known that the growth front can be approximated spherically in good agreement with the 

findings from experiment and simulation. The shape of the growth front defines an 

'isochrone' surface for each point in time of the fan growth. If surface diffusion is limited, 

shadowed parts of the fan structures will stop to grow, while the non-shadowed parts 

further follow the near spherical behavior. Taking a more detailed view on the time 

evolution of interacting fan structures shows that the shadowing of a fan’s lower part does 

not force its lower edge to grow parallel with the upper edge that casts the shadow. 

Therefore, after some time, the shadowed lower edge of each fan encounters the shadow-

casting upper corner of the front-standing fan. The growth competition between these 

both edges defines the long-time behavior of the growing film. Consequently, the growth 

process on a tilted row of isolated seed points can be divided into three stages, as depicted 

in Figure 6.3. 
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As in the original fan model, in the initial stage (I) fan growth starts on each seed 

point, whereas the fans are tilted into the direction of the incoming material flux. The 

local tilt angle of the nanostructures is therefore βI = θ. This stage lasts, until the upper 

edges of the fan structures start to cast shadows onto the structures located behind them. 

When this happens, the shadowed lower parts of the fan structures become shadowed 

continuously and consequently stop to grow. The upper part is not shadowed during this 

transition stage (II) and thus grows away from the direction of the material flux with the 

fan angle. Hence, taking this angle as the local tilt angle during this stage, Tanto’s relation 

βII = θ – φ is found. As the growth continues, and accordingly the shadowing progresses, 

the evolving shape of the lower parts of the fans depends tightly on the shape of the 

growth front. From the assumption of a spherical growth front, it can be concluded that 

for all possible incidence angles, the fan structures eventually will start to merge. That 

means that the shadowed, lower part of each structure approaches the upper corner of the 

front standing fan. This behavior can also commonly be found in experiments for thin 

films that were obliquely deposited onto a periodic pre-pattern. 

 

 

 
Figure 6.3: Scheme of the three growth stages in the competition model. The yellow arrows 

represent the local growth direction of each stage. In the initial stage (I) the fan structures start to grow 

into the direction of the incoming particle flux on each individual seed. When shadowing starts to inhibit 

the growth of the lower parts of the fan structures, a transition stage (II) begins. During this stage, the 

shadowed lower corner grows progressively into the direction of the corner that casts the shadow. At the 

end of this stage, shadowing is reversed so that the rear-standing column starts to partly shadow the top 

edge of the front standing one: the competition stage (III) has begun. Both corners of each structure 

therefore grow parallel then, and therewith define the final growth direction of the whole nanostructure. 

As only the point with the highest distance to the substrate never becomes shadowed, it can be used to 

calculate the tilt angle of the complete structure. 
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When both, the upper and the lower, corners have merged, they start to compete with 

each other. As a consequence, the behind standing fan can start to shadow a part of the 

front standing one, in this competition stage (III). This seems unlikely but can be 

explained by the oblique arrangement of the seed points, and by this of the fan structures. 

Due to the fact that the more central parts of the fan structures grow faster than their outer 

parts (which is evident for the assumed fan shape), the initial separation between the seed 

points is bridged eventually. That both corners touch each other now is equivalent to the 

statement that they grow parallel in this stage. The direction of these corners defines the 

growth direction of the entire column. Instead of calculating the tilt angle of these corners 

from the dynamics of the interacting growth fronts, a simpler approach is chosen. 

Obviously, the point of the fan structure that has the largest distance to the substrate can 

never be shadowed by other structures. Therefore, the connection of this point and of the 

fan’s starting point must be parallel to the corners and therefore shows the same tilt angle 

as the whole column. 

 

 
Figure 6.4: (a) Sketch of the angles and lengths used in the calculations. For the shown orientation 

of the fan structure, the incoming particles arrive from the top side. The substrate is tilted by an angle θ 

and all of the red line segments have the same length r. The green line represents the connection of the 

fan’s origin with its highest point, and thereby the tilt angle β of the final nanostructure. (b) and (c) 

illustrate the influence of the parameter φ on the calculated tilt angle β and on the porosity P, respectively. 

 

In order to calculate the morphological properties of the oblique fan structures, the 

angles and lengths as shown in Figure 6.4 a are used. Note that all red lines have the same 

length, due to the approximation of the spherical growth front. The green line connects 

the origin of the fan with the point that has the largest distance to the substrate, which is 

equal to the tilt angle of the whole developing column as derived above. With the given 

notation, the fan angle φ is given by 

   

 tan 𝜑 =  
𝑟

𝑎
  (6.3.1) 

   

and the tilt angle follows from the sine law to 
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 sin 𝛽

𝑎
=  

sin(𝜃 − 𝛽)

𝑟
  . (6.3.2) 

   

Combining both equations yields 

   

 
tan 𝛽 =  

sin 𝜃

cos 𝜃 + tan 𝜑
  ,  (6.3.3) 

   

which can approximately be linearized to 

   

 𝛽 = (1 −
𝜑

90°
) 𝜃    for 𝜑 in [°].  (6.3.4) 

   

The equations (6.3.3) and (6.3.4) describe the column tilt angle for the complete range of 

vapor incidence angles 0° ≤ θ ≤ 90°. The influence of the parameter φ on the tilt angles β 

is illustrated in Figure 6.4 b. 

In order to describe the growth rate of the obliquely deposited film (with respect to 

the growth rate of a film normally deposited under the same conditions), the thickness of 

the film for an arbitrarily chosen time is calculated. The OAD film thickness here is 

denoted as h, whereas the thickness of the corresponding normally deposited film is 

expressed as H (equal to the VTE). This is obvious, as the normally deposited film would 

be a superposition of vertically standing fan structures so that h = H. From Figure 6.4 a 

one finds 

   

 ℎ = ℎ𝑀 + 𝑟 = 𝑎 cos 𝜃 + 𝑟 (6.3.5) 

   

and 

   

 𝐻 =  𝑎 + 𝑟 (6.3.6) 

   

easily. Using equation (6.3.1), the relative growth rate h/H then is given by 

   

 ℎ

𝐻
=  

𝑎 cos 𝜃 + 𝑟

𝑎 + 𝑟
=

cos 𝜃 + tan 𝜑

1 + tan 𝜑
  . (6.3.7) 

   

Finally, the porosity and therewith the density of an obliquely deposited film shall be 

calculated. Poxson et al. [68] have derived that the porosity and the growth rate of such 

an obliquely deposited film are linked with each other, under the assumption that the 

sticking coefficient of the arriving material is equal to one. At least for evaporation onto 

a non-heated substrate neither sputtering nor reflection nor desorption are expected so 
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that this assumption is sound. Following Poxson, the porosity of the film can be expressed 

as 

   

 
𝑃 ≡ 1 −  

𝜌𝑓𝑖𝑙𝑚

𝜌𝑏𝑢𝑙𝑘
 = 1 −  

𝑉𝑚𝑎𝑡

𝑉𝑓𝑖𝑙𝑚
   . (6.3.8) 

   

Hereby, Vfilm denotes the total volume of the porous film (film thickness ∙ substrate area) 

and Vmat represents the fraction of the film actually filled with material. The amount of 

material reaching a tilted substrate is reduced geometrically by a factor of cos θ, compared 

to normal deposition onto a substrate with the same surface area. Thus, with 

Vmat = Vnorm ∙ cos θ, one finds 

   

 
𝑃 =  1 −  

𝑉𝑛𝑜𝑟𝑚

𝑉𝑓𝑖𝑙𝑚
 cos 𝜃  . (6.3.9) 

   

As for both volumes the same substrate area was assumed, this can be reduced to the film 

thicknesses. Therefore, the porosity of the film is given by the growth rate h/H and 

   

 
𝑃 =  1 −  

𝐻

ℎ
 cos 𝜃  . (6.3.10) 

   

The influence of the parameter φ on the porosity P is illustrated in Figure 6.4 c. Bringing 

equations (6.3.7) and (6.3.10) together results in the film density 

   

 
𝜌𝑓𝑖𝑙𝑚 = 𝜌𝑏𝑢𝑙𝑘  

cos 𝜃 + tan 𝜑 cos 𝜃

cos 𝜃 + tan 𝜑
   . (6.3.11) 

   

To conclude, relations for the column tilt angle β (eq. (6.3.4)), the growth rate h/H (eq. 

(6.3.7)) and the film density ρ (eq. (6.3.11)) are derived. In each of these expressions only 

one parameter, the fan angle φ is used. In addition, a ‘backward shadowing’ is proposed 

that has fundamental impact on the growth competition of the nanostructures. 

 

6.4 Verification of the model 

The presented model divides the evolution of the nanostructures into three growth 

stages. It is not surprising that these stages were not observed by experiments of other 

researchers before, as they can only be distinguished at the used, idealized substrate 

geometry of isolated seed points. It is obvious that in the initial stage (I) the lower edge 

of the non-shadowed fan would grow into the substrate when θ + φ > 90°. Furthermore, 
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on a flat and solid substrate nucleation appears equally distributed, so that shadowing acts 

directly from the start of growth. For the same reason, the transition stage (II) cannot be 

observed on flat substrates, because also the proposed ‘backward shadowing’ acts directly 

from the beginning of growth. Therefore, on flat substrates the tilted columns start directly 

to compete so that consequently stages (I) and (II) are not observed. However, the 

transition stage (II) can be observed on pre-patterned substrates. Figure 6.5 a shows 

silicon, deposited obliquely onto a NSL substrate. It can be seen that the structures 

broaden with increasing height, thereby reducing the space in-between them. This 

behavior is usually found for the oblique deposition on pre-patterned substrates, see for 

example also Tanto et al. [93]. 

 

 
Figure 6.5: (a) SEM image of silicon nanostructures, obliquely deposited (θ = 80°) onto a patterned 

substrate. The dotted orange indicators highlight the converging corners of the nanostructures observed 

in the transition stage (II). (b) SEM images of the rear edge of a substrate at different positions with an 

obliquely deposited Si film (θ = 50°, φSi = 24°). The films slightly peel off from the substrate. Away 

from the edge, the tilt angle is close to the value predicted by the proposed model for the competition 

stage (III) (βIII = 35.1°). Directly at the edge, there is no behind-standing partner for the backward 

shadowing, consequently the outmost structure remains at the transition stage (II) and therefore shows 

an angle close to βII = θ – φ = 26.0°. 

 

Another counterintuitive prediction of the model is the ‘backward shadowing’ – the 

fact that a behind-standing column can influence a front-standing one. That this really 

happens can be proven on the rear-edge of a substrate, by investigating the ‘last’ tilted 

nanostructure on the substrate. As there is no behind-standing partner, this structure 

should always remain in the transition stage (II). Hence, it should show the tilt angle βII 

predicted for this stage, what is exactly what is found in experiment, as shown in Figure 

6.5 b. 

As has already been pointed out above, the three proposed growth stages can hardly 

be obtained and hence distinguished experimentally. However, a suitable substrate can 
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easily be created in a computer simulation. Figure 6.6 shows an off-lattice simulation of 

OAD onto four seed points, as they were assumed for the model development.  

 

The depth of the simulation cell was chosen to be small so that a nearly 2D result was 

obtained. In a full 3D simulation, the in-plane broadening impedes the creation of a clear 

image of the stages. Notice that the 2D fan angle is smaller than the 3D fan angle. In fact, 

the simulations indicate that the fan angle approaches continuously the 3D value as the 

depth of the simulation cell is increased. This observation could bring deeper insights into 

the growth of ballistic fan structures but was not investigated in detail here. 

In the shown simulation, the three growth stages can clearly be distinguished. The 

above made observations for real depositions can be noticed here, too. In the transition 

stage (II), the space between the nanostructures decreases. Furthermore, the right-most 

structure has no partner behind it so that it encounters no ‘backward shadowing’. 

Consequently, it remains in growth stage (II) and therefore continues to grow with βII. 

Another possibly upcoming question can be answered from the simulation. In the model, 

the fan structures coalesce so that in the simple model drawing, the OAD film seems to 

be dense and closed in the competition stage (III), which contradicts the experimental 

observations. From the image of the simulation, it can be concluded that the porosity in 

the final growth stage arises from the inner porosity of the outer parts of the fan structures. 

So even after the initial spacing – defined by the arrangement of the seeds – has vanished, 

the film still is highly porous. 

 
Figure 6.6: Ballistic off-lattice simulation of OAD onto a row of four seed points (located at the top 

of the blue triangles). The growth stages are indicated. The leftmost seed remains un-shadowed, resulting 

in the development of a full fan structure. The indicated dotted lines depict the position of the top corners 

of non-shadowed fans. In the competition stage (III), rear-standing columns overgrow this line. Because 

the rightmost structure has no partner for backward shadowing, it continues to grow along the 

hypothetical fan perimeter with βII. Furthermore, it can be seen that the porosity of the outer parts of the 

fan structure is the origin of the porosity of the final film, after the initially defined space between the 

structures has vanished. 
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In addition, numerical predictions for the column tilt angle β (eq. (6.3.4)), the growth 

rate h/H (eq. (6.3.7)) and the film density ρ (eq. (6.3.11)) can be deduced from the 

presented model. For this only a single parameter, the fan angle φ is used. To verify the 

model, these predictions are tested for Si, Ge and Mo, which were obliquely deposited by 

e-beam evaporation onto substrates held at room temperature. These materials were 

chosen to cover a wide range of melting points: Ge (TM ≈ 940 °C), Si (TM ≈ 1410 °C), 

and Mo (TM ≈ 2620 °C). The melting point is assumed to be connected to the value of the 

fan angle [71]. Furthermore, Si and Ge grow amorphous at room temperature, while Mo 

shows the formation of single crystalline nanostructures, which form a biaxially textured 

film [39, 62]. Additionally, the model predictions are tested for the results of the off-lattice 

simulation. 

The results of these depositions, as well as the fitted model curves are presented in 

Figure 6.7. Shown are the individually fitted values (black and blue) and the model 

predictions, where the measured fan angles were used as input (red). The overall 

dependency of the tilt angles as well as the film thicknesses (derived from the growth 

rate) and the film densities is described very well by the model. The difference of the 

fitted and the predicted fan angles is rather small and can easily be attributed to 

measurement uncertainties. The predicted densities fit quite well, too. A small deviation 

can be found for the predicted growth speeds at highly oblique incidence angles. An 

explanation could be that in this incidence angle region, the nanostructures are formed by 

the outer parts of the fan structures. As these structures carry an inherent porosity at their 

perimeter (see above), the nanostructures inherit this property. The structures (especially 

for the amorphous Si and Ge) therefore are expected to show this internal porosity as 

well. If this were the case, the same amount of material would need more space to be 

stored. Consequently, the realized film thickness is slightly higher than predicted by the 

model.  

Finally, the model is tested for various compound materials, taken from literature. For 

example, tilt angles of MgF2 nanostructures for the complete angle of incidence range 

have been reported by Tait et al. [18] and Messier et al. [65], as shown in Figure 6.8 a. 

The values of these two groups fit quite well and confirm the predicted quasi-linear 

behavior. Alvarez et al. [111] provide tilt angles for Ta2O5, SiO2 and indium-tin-oxide 

(ITO) at highly oblique incidence angles. These values do also follow the linear behavior 

quite well (Figure 6.8 b). Porosity data were, e.g., measured by Poxson et al. [68] for 

SiO2 and ITO with optical methods. These data can be described properly with the model 

(see Figure 6.8 c and d). As none of these authors has measured the fan angle directly it  

 



88 

 

 
Figure 6.7: Measured and fitted tilt angles for varying angles of incidence for Si, Ge, Mo and an 

off-lattice simulation. The prediction of a linear behavior can be confirmed in all cases. Further, the fitted 

fan angles φ are close to the measured fan angles φmes. Therefore, the model with φmes as input describes 

the observed values quite well (red dotted plots). The same applies for the film thicknesses and the 

densities. The small deviation at very oblique incidence angles is discussed in the text. 

 

had to be used as fitting parameter. Nevertheless, comparing the fitted fan angles for SiO2 

obtained by the tilt angle and the porosity measurements shows a good match. The same 

applies for the ITO films. Taking the fan angle, obtained from the tilt angle fit, as input 

for the porosity prediction emphasizes the model applicability (also illustrated in Figure 

6.8 c and d). 
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6.5 Summary 

In this chapter a model to describe various morphological parameters of OAD thin 

films was developed.  

• It was shown that the established semi-empirical models allow only a rough 

estimation of the influence of the incidence angle on the properties of 

obliquely grown films. 

• Based on the observation that Tanto’s fan model does not consider the 

important mechanism of growth competition, a new model was developed. 

This new model is able to describe the dependency of the tilt angle for the 

complete incidence angle range and for a variety of materials, and thereby 

solves a problem that is under discussion since the 1960’s. Furthermore, the 

density and the growth rate are predicted quite well, too. 

 

Figure 6.8: (a) Column tilt angles for MgF2 taken from Tait et al. [18] and Messier et al. [65]. 

(b) Column tilt angles for selected materials from Alvarez et al. [111]. The linear behavior of the tilt 

angles is found for these materials, too. (c) and (d) show porosity data for SiO2 and ITO, respectively 

(obtained by Poxson et al. [68]). The curves can be fitted with the model quite well. Furthermore, taking 

the fan angles obtained from fitting the tilt angles from Alvarez (b), allows a good prediction of the 

porosities over the complete angle of incidence range.  
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• The model was checked for various data from literature and own 

measurements. A good agreement with the experimental observations could be 

found. The fitted fan angles give a consistent image and can be confirmed by 

direct measurements. 

The results, presented in this chapter, were previously published in [112]. 

 

 

  



91 

 

7 Film optimization for applications 

7.1 Boron doped Si nanostructures 

Nanostructured thin films are a promising candidate for various electrical 

applications. The high optical absorbance of such films makes them useful as solar 

absorbers [113-118]. Furthermore, due to phonon confinement and scattering effects, 

nanostructures exhibit a low thermal conductivity [119-122] and are therefore interesting 

for thermo-electric energy harvesting applications as well. Finally, electro-mechanic 

devices, as pressure sensors [123] are under discussion, utilizing the possibility of OAD 

and GLAD to control the morphology of the grown nanostructures. 

A way to control the electrical properties of the material itself is required for these 

applications. Doping of crystalline silicon is a well-known standard in nowadays 

technology. As shown in section 4.1, silicon nanostructures are crystalline if grown at 

substrate temperatures above ~ 500 °C. While tilted nanostructures just exhibit an 

enlarged diameter at this growth temperature, realization of other structures shapes 

(upright, spirals) may be impeded due to the intensified surface diffusion [124, 125]. 

Deposition at lower temperatures allows more control over the structure shape, but leads 

to the formation of amorphous material. 

Usually, amorphous silicon (a-Si) is grown with chemical techniques (e.g. CVD [126-

129]) from the precursor silane (SiH4), and often used for solar cells. CVD-grown a-Si 

can be doped by addition of boranes (as B2H6) or stibanes (as SbH5) during the 

synthetization process. In contrast, PVD-grown a-Si cannot be directly doped with boron 

or antimony. This is caused by unsaturated silicon bonds (called ‘dangling bonds’), 

existing in the amorphous material [130-132]. These dangling bonds force the dopants 

into inactive atomic configurations, and therewith inhibit the creation of shallow defect 

states in the band gap [133]. A method to overcome this is to passivate the dangling bonds 

by hydrogen [129, 132, 134, 135]. If prepared by PVD, hydrogenated amorphous silicon 

(a-Si:H) is deposited commonly by sputtering techniques, where the molecular hydrogen 

is dissociated in a plasma source and brought to its reactive atomic state. As the best 

structural control for GLAD growth is obtained when the energy input stays low 

(minimizing surface diffusion), molecular hydrogen is dissociated thermally in a hot 

tungsten capillary for the here shown results. Since this technique is, to the best of the 

author’s knowledge, not used in literature for doping purposes, it has to be investigated 

deeper. The aim is to find a parameter window, in which the material remains amorphous, 

but exhibits a controllable conductivity. 

In order to measure the conductivity of the deposited material, silicon was deposited 

at normal incidence onto fused silica slides with dimensions 10 mm x 20 mm. On top of 

the obtained films, three metal stripes were deposited using a polyimide shadowing mask. 
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The spacing between the stripes was 4 mm and 8 mm. Measurements were conducted by 

pressing a pair of two gold needles on each adjacent stripes and performing a 4-point 

measurement. A schematic illustration of the measurement geometry can be found in 

Figure 7.1 a. 

The use of a 4-point technique eliminates the resistive influence of wires and the 

contact from the gold tips to the evaporated metal electrodes. The contact resistance 

between the semiconductor and the metal electrode can be estimated by comparing the 

measurement results from the areas marked with (I) and (II) in Figure 7.1 a. For none of 

the investigated films, a serious influence of the contact resistance could be found, as the 

resistances from (I) were always nearly exactly twice as large as from area (II) and the I-

U-curves were linear. This may be attributed to the high defect density in the amorphous 

material (despite the hydrogen passivation) that suppresses the formation of wide 

depletion zones in the a-Si [136-139], therefore allowing tunneling currents to appear. In 

addition, the Poole-Frenkel effect may play a role, as the strong field close to the contacts 

may drastically increase the conductivity of the a-Si. Al and Ti contacts were tested, both 

working well without any notable difference. 

As the shadowing masks were applied manually onto the glass slides, a slight twist of 

the mask against the film cannot be ruled out. To test if this could be a problem a finite-

element simulation (FEM), using the software package QuickField [140], was conducted. 

For an assumed film thickness of 1 µm with a resistivity ρ of 105 Ωcm, a voltage of 1V 

was applied on test field (II). This would lead to a current flow of 2.5 nA. The simulation 

gives the same result. To test the influence of a twist, the geometry was tilted by 4.5° (see 

Figure 7.1 b). While the current density shows some differences, the total current flowing 

through the semiconductor film was simulated to be 2.5133 nA. Thus, the error is less 

than 0.5 %. As larger tilts are easily visible, the influence of mask tilting can be ruled out. 

 
Figure 7.1: (a) Schematic illustration of the measurement geometry. The fused silica substrate 

(grey) is coated with the doped a-Si film (blue), on which metal contacts (yellow) are evaporated by 

shadowing lithography. The 4-point geometry eliminates the wire and tip resistances, while the two 

differently spaced test areas (l = 8 mm and 4 mm) allow to estimate the contact resistance. (b) Current 

density distribution, obtained by a FEM simulation of test area (II) and a 4.5° twisted contact. Less than 

0.5 % difference to the non-twisted case can be measured. 
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All tested films had a thickness of 1 µm and were deposited with the maximum 

achievable hydrogen flux of 0.4 sccm and a gas cracker temperature of 1800 °C. In a first 

experimental series, thin films with a boron concentration of 3 × 1020 cm-3 were prepared 

at different deposition temperatures TS, to find the parameters of best defect passivation. 

It is expected that with less active defects, the doping should become more efficient, 

thereby lowering the film resistivity. Indeed, a drop of the resistivity with increasing 

temperature to a minimum of 780 Ωcm at a deposition temperature of 300 °C could be 

found, while the resistivity rises again above a temperature of 350 °C, as shown in Figure 

7.2 a.  
 

 
Figure 7.2: (a) Influence of the substrate temperature on the resistivity for a fixed boron 

concentration. The inset shows a photo of a sample. (b) Influence of the boron concentration on the 

resistivity for various substrate temperatures. 

 

An explanation of this minimum can be found in the strength of the B-H and Si-H 

bonds, which are stated to dissociate at around 300 °C and 500 °C, respectively [135, 141, 

142]. This means that at low temperatures, the boron itself is passivated by hydrogen and 

hence not electrically active (e.g. [143-146]). At temperatures higher than 300 °C, the Si-

H bonds start to break, leading to a less effective defect passivation and therewith an 

increased resistivity. Varying the boron concentration in the films influences the 

resistivity. For films deposited at 300 °C, the resistivity can be reduced down to around 

100 Ωcm, if the boron concentration is increased to 1.5 × 1021 cm-3, as illustrated in Figure 

7.2 b. Notice that the equilibrium solubility limit of boron in silicon lies around 

2 × 1020 cm-3 [147-149]. While no boron inclusions were seen by SEM, and all selected 

films were tested to be semiconducting (e.g. by measuring the resistivity vs. the 

temperature), at higher concentrations this may become important. 

These experiments prove that it is possible to vary the electrical properties of silicon 

in a temperature range, in which a good structure control by GLAD is still possible. 

Electrical measurements directly on OAD and GLAD nanostructures are challenging, due 

to the difficulty to create a reliable top contact. This top contact is needed, because an in-
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plane measurement obviously cannot be used to investigate films consisting upstanding 

nanostructures. Different problems can occur during contact deposition: 

I. If the bottom surface is non-flat (e.g. at the rim of a bottom electrode), the 

nanostructures could have a strongly reduced thickness at this point, so that 

the deposition of a metal onto this region may give a short-circuit to the 

bottom electrode (see Figure 7.3 a).  

II. Another source of error may arise due to the presence of dust particles (or 

particle ejected from the evaporation source) that produce large shadows 

during OAD and therefore leave the bottom contact uncoated. Therefore, 

subsequent top-contact deposition would produce a large-area electrical 

bypass (Figure 7.3 b).  

III. Finally, bundling effects can locally reduce the distance between top and 

bottom contact (Figure 7.3 c).  

In all of these cases, an electrical measurement would rather measure the morphological 

defect density instead of nanostructure properties, as the test current would follow the 

electrical favorable defects.  

To overcome this, a plane back-contact, a very clean substrate surface as well as 

precisely controlled deposition parameters are necessary. Another approach could be 

found in testing individual structures, either after removing the structures from the 

substrate (as demonstrated, e.g., by Hochbaum et al. [122] or Boukai et al. [150]), or by 

in situ testing with a conductive AFM tip (as by Wang et al. [151] or Tan et al. [152]). 

Nevertheless, realization of these approaches would be quite time-consuming, but the fact 

that the material can be doped at typical GLAD and OAD conditions gives strong 

indication that this is possible with the nanostructures as well. Finally, it should be noticed 

that at oblique tilt angles, the relative incidence angle of the effusion cells changes, which 

could lead to strong variances in the passivation and doping efficiencies. 

 
Figure 7.3: Schematics and SEM images of different contact error mechanisms. (a) Reduced 

deposition at the edge of a structured bottom electrode. (b) Shadowing at a dust particle. (c) Bundling 

effect. In all of these cases, the bottom electrode is not covered completely, so that deposition of the top-

electrode leads to a short-circuit. 
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7.2 Surface functionalization for biosensors 

Plasmon based thin film biosensors have been developed in various configurations for 

sensing a variety of target samples, like pesticides, pollutants, viruses, and diseased tissue 

[153, 154]. Utilizing effects, such as surface enhanced Raman scattering (SERS), surface 

enhanced fluorescence (SEF) and surface enhanced infrared absorption (SEIRA) enables 

the detection of tiniest amounts of these agents. Sculptured thin films are preferable as 

well for biochip applications in which a 2D array of small pixels (< 0.1 mm²) on a 

substrate is used to sense a large number of analytes in parallel (lab-on-a-chip systems).  

Compared to normal Raman scattering, the signal of Raman active molecules is 

increased by many orders of magnitude, if these molecules are brought close (< few nm) 

to metal surfaces [155, 156]. This effect is typically assigned to the strong electric field 

enhancement in the vicinity of light induced surface plasmons and can be quantified by 

Surface Enhanced Raman Spectroscopy [157, 158]. While the exact mechanisms and the 

maximum enhancement are still under discussion, this effect is widely used to detect and 

measure a variety of different specimen, like DNA [159], bisphenol-A-polycarbonate 

[160], hemoglobin [161], viruses [162] and so on (for an overview see, for example, 

[153]). The magnitude of the enhancement is influenced by a couple of properties of the 

metal surface. One important parameter is the surface area. The larger it is, the more 

molecules can adsorb and consequently more molecules contribute to the signal. 

However, if the film thickness becomes too large, the excitation light does not reach 

deeper adsorbed molecules, which are therefore not active anymore. Another important 

parameter is the spacing of adjacent nanostructures [163]. The smaller the distance 

between the nanostructures becomes, the higher is the field intensity between them, down 

until a certain distance when hybridization effects start [164]. Shape and curvature of the 

nanostructures also play an important role, as higher curvatures lead to higher field 

strengths [163]. Finally, the material of the nanostructures surface has an influence – not 

only for Raman signal enhancement, but also for the chemical stability and the behavior 

of the material during film growth [165]. 

A widely used material for SERS based sensors in general [166-170] and for GLAD 

particularly [171-173] is silver. It can be passivated with a thin layer to become stable 

against oxidation and provides high enhancement factors [174]. Furthermore, it is not as 

expensive as gold. As a drawback, silver shows very strong surface self-diffusion, 

impeding the exact shape control during GLAD growth [175]. 

A film thickness of around 350 nm has shown to be a good compromise between 

signal intensity and sensor deposition time [46]. Thicker samples do not improve signal 

enhancement significantly. Figure 7.4 a shows such an Ag film deposited by ion beam 

sputter GLAD. 
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Figure 7.4: (a) Top and cross-section view of Ag GLAD structures, with 350 nm thickness and 50% 

porosity. (b) Principle of the used sensor devices. The Ag nanostructures are covered with 4-

aminothiophenol (4-ATP) first. Antibodies provide the selectivity and bovine serum albumin (BSA) 

blocks the non-specific sites. 

 

Most Raman spectra of organic compounds are rather complex, with oscillation modes 

spreading over a large energy shift range and with various optimal excitation 

wavelengths. In contrast, some materials are not Raman active at all, and therefore cannot 

be measured directly. Moreover, molecules in solutions do not necessarily bind to or even 

remain for long enough times near the surface. To overcome this, the base metal surface 

is usually functionalized to provide the sensor with specificity, enhance the sensitivity 

and to simplify measurements (see e.g. [176] and Figure 7.4 b). For these demands, two 

different functionalization steps are performed. In the first step, a Raman active agent is 

allowed to react with the nanostructure surface. For silver, 4-aminothiophenol (4-ATP) is 

a good choice for two reasons. On the one hand it binds to the metal due to the formation 

of a thiol binding, on the other hand the –NH2 group on its opposite terminal provides the 

ability to bind to enzymes, antibodies or bacteriophages. Additionally, 4-ATP is Raman 

active and can be used for measurement. Recently it was shown that in some cases the 

metal surface can directly provide the necessary Raman or fluorescence activity (e.g. 

carboxidized silver at the silver surface [177]). This auto-fluorescence can be used instead 

of the activity of the 4-ATP. Regardless which active compound is finally used, the 

excitation can then be done with a known, fixed wavelength and measurement can be 

taken at a known spectral shift range. The second functionalization step makes the sensor 

selective to the targeted molecules. This can be done utilizing antibodies that only bind 

to the molecules of interest [178, 179]. These antibodies are attached to the 4-ATP, which 

typically does not influence the Raman behavior of the surface directly. Additionally, 

oligopeptides [180], aptamers [181] or bacteriophages [182] can be utilized. To guarantee 

that unrequested molecules cannot later bind to the surface, the remaining unspecific sites, 

not reached by the antibodies, are blocked with bovine serum albumin (BSA). BSA has 

the additional advantage that it acts as non-fouling agent. After this functionalization, the 

sensor is ready for use and can be stored until needed.  
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The process of measurement runs as follows: Firstly, the Raman or fluorescence 

spectrum of the virgin sensor is measured. Then, the target solution is applied. If there are 

molecules inside, which can bind to the antibodies on the surface, they will do so. This 

reduces the intensity of the originally seen Raman scattering / fluorescence bands due to 

three possible reasons. The first one is that the now bound molecules absorb a part of the 

incident and of the scattered light as well. Secondly, these molecules bind spatially close 

to the Raman active sites, and therefore may cause a slight shift of the energies of their 

vibration modes, and consequently of the position of the Raman bands. Finally, the 

additional molecules may weaken the electric fields, especially between the 

nanostructures, and thus the enhancement of the scattering signals, too. Altogether, a 

reduction of the measured intensities indicates the existence of the targeted molecules. 

The higher the concentration of these molecules in the solution is, the more the signal is 

reduced. The concentration of the target molecules in the test solution can be determined, 

if the sensor is calibrated with solutions of known concentrations. This approach does not 

only enable the detection of molecules, it also allows one to detect entire bacteria, if the 

appropriate antibodies are used. Notice, that larger molecules or bacteria will not 

penetrate deeply into the porous thin film.  

As an alternative to antibodies, bacteriophages can be utilized to provide the sensor 

with specificity. Antibodies bind exclusively to single molecules or molecule groups, 

which is a drawback if it is not known which molecules reside inside the solution (e.g. 

which molecules are expressed by pathogenic bacteria). By applying bacteriophages, 

access to more complex interactions is provided. A bacteriophage, for example, can be 

used to distinguish between living and dead bacteria, which cannot be done with 

antibodies, because they would also bind to the hulls of dead bacteria. Generally, indirect 

detection of potentially harmful or poisonous substances is often more efficient than their 

direct measurement. Therefore, the measurement of biomarkers represents an important 

field of applications. 

 

Figure 7.5: Dependency of the SEF signal strength from the porosity of the GLAD films for the 

(a) auto-fluorescence of the carboxidized surface and (b) spin-coated rhodamine-123. 
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To find the optimum porosity of the Ag films for bio-sensor use, at first, SEF of the 

carboxidized silver surface as well as of rhodamine-123 was measured. For this purpose, 

structures were deposited with ion beam sputtering at different incidence angles, as 

presented in Figure 7.5. An optimum at around 30% porosity was found, which could be 

explained by the interplay of surface area and distance between adjacent structures. 

Therefore, all other studies were conducted with Ag films of 350 nm thickness and with 

a porosity of 30%. 

 

7.2.1 Example: Quantification of glycated hemoglobin 

 
Figure 7.6: SEF signal intensity of different (a) glycated (HbA1c) and (b) normal hemoglobin (Hb) 

concentrations. 

 

As a first example, the specific quantification of glycated hemoglobin (HbA1c) from 

normal hemoglobin (Hb) (for details see [177]) is presented. HbA1c is produced in the 

human body by an Amadori rearrangement of normal Hb, with a rate that is proportional 

to the actual blood glucose level. So, the total fraction of glycated hemoglobin is a 

measure of the average blood glucose concentration for the last eight to twelve weeks – 

the average lifetime of erythrocytes. This is a clinically more relevant value than the 

actual blood glucose concentration, which varies strongly over the day and also with 

recent supply of carbohydrates [183]. Usually, the concentration of HbA1c is measured 

by immunoassay or chromatography techniques, which are slow, inaccurate and require 

expensive equipment [184]. Using a GLAD based SEF sensor, an accurate determination 

of this value within minutes becomes possible. Even though this sensor utilizes the 

mentioned auto-fluorescence, a monolayer of 4-ATP is deposited firstly onto the silver, 

to act as linker for the next process steps. Following this, an EDC-NHS modified anti-

HbA1c antibody is immobilized on the 4-ATP layer. This provides the sensor with its 

selectivity, since this antibody does not bind to normal Hb. Finally, the sensor is incubated 

in a BSA solution to block the non-specific sites on the metal surface. Then the sensor 

can be stored at 4°C until use. The measurement is carried out as follows: At first, the 
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intensity of the auto-fluorescence is measured. Then the solution of interest (in a clinic 

environment: blood) is applied to the sensor surface and allowed to interact with it for a 

fixed time (~ 2 minutes). During this time, HbA1c molecules can bind to a part of the 

antibodies, proportional to the actual HbA1c concentration. After the time span, the 

sensor is washed to stop the reaction. Finally, the fluorescence spectrum is measured 

again. The decrease of the intensity of selected fluorescence bands is now proportional to 

the concentration of HbA1c in the solution, while non-glycated Hb does not interact with 

the surface and by this does not change the measurement, as shown in Figure 7.6. Notice 

that the sensor can be used for a few times, if it is regenerated by a glycine buffer and 

subsequently properly washed. 

 

7.2.2 Example: Detection of biomarkers 

As a second example, the detection of a biomarker is demonstrated (for details see 

[185]). A biomarker for the existence of endocrine disrupting compounds is chosen. While 

in the first example the quantification is of primary interest, here the detection of tiniest 

amounts is the important feature. Endocrine disruptors are agents that interfere with the 

hormone system of higher lifeforms, and by this disturb the natural regulation of body 

functions. Since these compounds can accumulate in organisms over time, even the 

existence of traces of these substances in the environment is hazardous. Direct detection 

of them is difficult, not only due to their small concentration, but also because their spatial 

and time distribution is typically unknown. Thus, the negative test of a sample taken at a 

specific place and time does not necessarily mean that organisms living there are not 

exposed to the searched substances. In this case, a better choice is to utilize the 

accumulation of the endocrine disruptors in organisms and to check directly if they are 

affected. A common choice for this is the protein vitellogenin (Vg) [186, 187], which is 

an egg yolk precursor and synthesized exclusively by the female individuals of 

vertebrates, but not by their male counterparts. If Vg is found in male individuals, it is 

direct evidence that they are affected by an estrogenic endocrine disrupting compound. 

The sensor is prepared in a similar way as in the first example, but now with an anti-Vg 

antibody [188]. The reduction of the intensity of the Raman signal of 4-ATP at a shift of 

1077 cm-1 is taken as a measure of the Vg concentration in the test solution. Even a 

concentration as low as 5 pg/ml leads to a change of the signal intensity of approx. 10%, 

which can be detected easily (see Figure 7.7 a). To prove the selectivity of the sensor, 

different concentrations of another protein (fetuin) were applied to it. No change in the 

Raman signal intensity could be found in this case. Sensors prepared as described can be 

stored for at least three months, without loss of response efficiency. 
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Figure 7.7: (a) Comparison of the change of the SERS signal intensity of the 1077 cm-1 peak for 

different concentrations of vitellogenin and fetuin. (b) Comparison of the same peak intensities of the E. 

coli sensor for varying concentrations of different bacteria strains. 

7.2.3 Example: Selective measurement of bacteria concentrations 

A final example is the use of a bacteriophage functionalized sensor for the detection 

of bacteria concentrations down to one bacterium per 10 µl (details in [189]). Bacteria 

can also be detected with antibody functionalized sensors [190, 191], but the use of 

bacteriophages enables to distinguish between living and dead bacteria [192]. Since 

bacteriophages are typically larger than antibodies, and bacteria are much larger than the 

previously targeted agents, the enhancement and sensing mechanisms are slightly 

different in this case. The bacteriophages can just enter the porous thin Ag film partially, 

whereas the bacteria can only interact with the top tips of the nanostructures. However, 

sensor preparation remains the same in principle. After the formation of the 4-ATP layer 

a glutaraldehyde cross-linking layer is added, serving as substrate for the bacteriophages. 

BSA is applied to block unspecific sites. If living bacteria come close to the 

bacteriophages, DNA will be injected into them, forcing the bacteria to produce more 

phages. During this process the intensity of the observed Raman signals is increased. This 

process permits the selective detection of, for example, E. coli bacteria down to a 

concentration of 150 cfu ml-1 (cfu - colony forming units). Since just approximately 10 µl 

of the test medium are necessary for the measurement, this corresponds to a single 

bacterium in the test volume. Again, specificity was tested. Different bacteria strains 

(chromobacterium violaceum, paracoccus denitrificans, pseudomonas aeruginosa) were 

applied to the sensor, whereas no change in the Raman signal intensity was found, as 

depicted in Figure 7.7 b. Therefore, this type of sensor allows the detection of the 

existence of a single bacterium in a mixture with different strains, as it would be usually 

found in clinical or environmental cultures. 



101 

 

The optical measurements as well as the surface functionalization, presented in this 

section, were performed in cooperation with an Israeli partner group and led to a variety 

of journal publications [177, 185, 189] and an invited encyclopedia article [193]. 

 

7.3 Core-shell structures by pulsed electrodeposition 

As seen in the previous section, the surface of the nanostructures determines their 

properties to a great extend. Providing nanostructures with specially tailored surface 

coatings may open new fields of applications. Such coatings could protect the core 

material, change the chemical behavior, or serve for the production of controllable 

nanostructure shapes of materials, which are difficult to grow by GLAD directly. 

 

 
Figure 7.8: SEM side-view images. (a) Periodically arranged Si structures. Onto these structures, 

silver is deposited by (b) sputtering and (c) evaporation at room temperature. A closed shell could not 

be obtained.  

 

Due to the fractal nature of the GLAD and OAD films, physical deposition of such 

coatings is impossible. As shown in Figure 7.8, deeper located regions of previously 

deposited GLAD nanostructures cannot be reached by further incoming material, leading 

to an incomplete coverage of the core structures. Due to the upright morphology of the 

nanostructures, material that is deposited subsequently can hit the wall of these columns 

just with a locally highly oblique incidence angle, leading to the formation of a porous, 

incomplete coating.  

With the aim to coat complex shaped nanostructures with different materials, various 

techniques such as electroless chemical deposition [194], atomic layer deposition (ALD) 

[195] or electroplating [196], have been developed. Electroless deposition is a purely 

chemical process, driven by the kinetics of the involved reactions. The thereby obtained 

diffusion limited growth is typically not capable of producing conformal coatings on 

complex shaped substrates. ALD was developed specially for this purpose, but is a rather 

complex process and not suitable for all material combination (core / shell). Electroplating 

has some similar features as ALD, as the need for an external driving force (electrical 

current) provides a possibility to control the electro-chemical reaction. The main 

advantage of this technique, compared to electroless deposition (or conventional CVD), 
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is that the deposition reaction can be interrupted by stopping the external current. This 

allows an exact control of the amount of deposited materials (that is proportional to the 

total transferred charge) and opens the possibility to pause the deposition for a defined 

period of time. Periodic interruption of the deposition process is known as pulsed 

electrodeposition [197], which is suited especially for coating of high aspect-ratio holes 

or porous thin films [198]. 

To study the electrodeposition approach, firstly Ni and NiFe nanostructures were 

grown by GLAD (θ = 86°, 5 rpm) on NSL pre-structured substrates as well as on flat 

substrates. All substrates were provided with a roughly 100 nm thick Ni or NiFe film 

before GLAD, to ensure electrical conductivity over the complete surface. Afterwards, 

the GLAD coated samples were cleaved into pieces of approximately 0.5 cm² size. For 

the electrodeposition, a commercially available gold electrolyte containing chloroauric 

acid and potassium ferrocyanide was used. The concentration of pure gold was 3 g/l. The 

galvanic cell consisted of a 10 ml glass beaker, a steel anode and a conductive clamp for 

the samples. An electric circuit created the current pulses, as illustrated in Figure 7.9. A 

microcontroller controlled pulse number and timing. While the microcontroller was 

embedded in an Arduino Uno board, direct port register programming had to be used, as 

the standard Arduino commands do not allow a fast and precise switching. Rise and fall 

times of less than 200 ns and a time resolution of 125 ns were achieved with this assembly. 

The actual surface area of nanostructured thin films is not accessible experimentally and 

therefore remains unquantified. However, the macroscopic area of the substrate on which 

the nanostructures are grown is known. Hence, the given current densities refer to the 

substrates area. Notice that the substrate area is smaller than the area of the nanostructured 

thin films, resulting in an overestimation of the real current densities. After the Au 

deposition, the samples were removed from the galvanic bath and rinsed with water. 

 

 
Figure 7.9: Schematic illustration of the pulsed electrodeposition setup. The capacitor C1 is realized 

as parallel connection of a 4.7 mF electrolyte and a 100 nF ceramic capacitor. Diode D1 is of Schottky 

type. The pulse shape and current are controlled by an oscilloscope over a 10 Ω resistor. 

 



103 

 

In all experimental approaches applying non-pulsed DC currents, the films peeled off 

rapidly from the substrate, and gold condensation was observed only on top of the 

nanostructures. In these cases, the continuous reaction leads to a diffusion driven coating, 

where exposed parts of the sample show a faster coating process than deeper located parts, 

leading to a non-equal final film thickness. Thus, the reaction must be stopped before the 

concentration of the gold ions in the solution between the nanostructures drops too low. 

During the reaction break, new ions diffuse into the depleted regions, so that in the next 

reaction interval a uniform deposition can be realized again. As a rough estimation, a 

cylindrical hole with a depth of 1000 nm and a diameter of 100 nm is depleted completely 

in around 100 µs, if typical values for the current density of 100 mA/cm² and an initial 

concentration of 3 g/l of Au(III) ions are assumed. This would correspond to a gold 

thickness of about 0.004 nm per current pulse on the walls of the hole. To assure a 

homogenous coating, the on-time ton of a pulsed deposition has to be much smaller than 

this, while the off-time toff has to be sufficiently long to allow new ions to diffuse into the 

hole. Figure 7.10 illustrates the deposition and diffusion of the Au ions in-between the 

nanostructures for DC and pulsed electroplating.  

 

 
Figure 7.10: Schematic representation of DC and pulsed electroplating. In the continuous current 

(DC) case, the space between the structures rapidly de-saturates. Consequently, further deposition can 

only take place at the tips of the nanostructures. During pulsed deposition, gold ions have the chance to 

diffuse into the space between the structures during the off-times, enabling a more conformal coating. 

 

For all following deposition experiments, an on-time ton = 1 µs and an off-time 

toff = 9 µs was chosen. Figure 7.11 a shows a NiFe nanostructure grown on a NSL 

substrate. Interseed growth is not obtained and the structures are well separated. Figure 

7.11 b, c, and d demonstrate the development of the gold coating on NiFe nanostructures 

with increasing pulse number. The current density during the pulses was 89, 88 and 97 

mA/cm², respectively. At the beginning of the coating process, small isolated gold crystals 
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can be obtained on the nanostructure surface and the substrate layer that interconnect with 

increasing deposition time. Finally, a rough closed layer was observed after a charge 

transfer of approximately 1.45 C/cm², and a total deposition time of 150 s. In Figure 

7.12 a, NiFe nanostructures grown on planar substrates are presented. These well-

separated structures have diameters between 30 nm and 150 nm. Some of the 

nanocolumns broaden with increasing height, which is typical for non-patterned growth 

[24]. From Figure 7.12 b, c and d can be observed that the development of the gold 

coating undergoes the same evolution as on the pre-patterned samples. The current 

densities were 115, 97 and 98 mA/cm², respectively. The closing of the layer is obtained 

after a charge transfer of approximately 2.9 C/cm², which is approximately twice as much 

as in the patterned case. This is caused by the fact that the surface area for un-patterned 

GLAD growth is higher than for growth on pre-patterned substrates. After a total charge 

transfer of around 3.7 C/cm², the growing gold crystals start to bridge neighboring 

nanostructures and form a very rough layer on top of the underlying film.  

In comparative experiments, Au was electrodeposited onto a flat, closed NiFe layer. 

A growth speed of 95 (nm cm²)/C was obtained. A charge transfer of 2.9 C/cm² would 

therefore lead to a film thickness of approximately 275 nm on a flat substrate. That this 

amount of charge is just enough to form a closed layer on the nanostructures emphasizes 

the enormous surface area of the sculptured thin GLAD films. 

The experiments are repeated for pure Ni nanostructures on non-patterned substrates. 

Differences on the morphology of the nanostructures or the Au coatings, compared to the 

NiFe structures, are not found. In all cases, the gold layers are closed before the films lose 

their open pore structure during electrodeposition. Notice that the used combination of 

the electrolyte and the substrate material leads to the formation of cubic crystals at the 

beginning of the electrodeposition process, as can be seen in Figure 7.11 b and Figure 

7.12 b. The crystals could not be removed by rinsing the samples with DI water, and an 

 
Figure 7.11: SEM images of periodically arranged NiFe nanostructures that were coated by 

electrodeposition. All samples were deposited with ton/toff = 1 µs / 9 µs and a pulse current density of 

about (92 ± 5) mA/cm². (a) uncoated NiFe structures. (b), (c) and (d) Au coated structures after 5 ∙ 106, 

1 ∙ 107 and 1.5 ∙ 107 pulses, respectively. In (b), the formation of gold crystallites can be observed, while 

in (d) a nearly closed gold layer is achieved. 
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analysis of these contaminations by nano-beam EDX in the TEM revealed large 

concentrations of potassium inside the cubic crystals. Those crystals become overgrown 

completely with gold, as the electrodeposition progresses.  

The results, presented in this section, were previously published in [199]. 

 

 

7.4 Summary 

In this chapter, tailoring of the GLAD and OAD nanostructures beyond the pure 

shaping was presented.  

• It was shown that silicon, even if amorphous, can be controllable doped at 

process conditions, which allow GLAD growth. Furthermore, different contact 

failure-mechanisms are presented. Doped Si structures can be applied for 

energy harvesting and sensor applications. 

 

 

 

Figure 7.12: SEM images of randomly arranged NiFe nanostructures on non-pattered substrates and 

coated by electrodeposition of Au. All samples are deposited with ton/toff = 1 µs / 9 µs and a pulse current 

density of about (105 ± 15) mA/cm². (a) uncoated NiFe structures. (b), (c) and (d) Au coated structures 

after 1.5 ∙ 107, 2 ∙ 107 and 3 ∙ 107 pulses, respectively. In (b) the initial forming gold crystallites start to 

coalesce. In (d) the nanostructures are completely coated. On the right side of this image, the gold coating 

was cut open after cleaving the sample for SEM imaging, thus revealing the (darker) NiFe core. 
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• Surface functionalization was demonstrated and the optimal film parameters 

for maximum signal intensity of SERS and SEF measurements were found. 

Highly selective bio-sensors were prepared based on the produced Ag films 

that allow detecting biomarkers, bacteria and blood components. 

Related author publications: [177, 185, 189, 193] 

• An easy to handle and cost-effective method to coat Ni and NiFe structures 

with gold layers was demonstrated. A closed gold shell was obtained before 

the open-pore structure of the GLAD films vanished. Such Au shells could 

function as protection layer on the NiFe core-nanostructures or serve as 

substrate for surface enhanced Raman sensors. The demonstrated method can 

be applied for various core-shell combinations.  

Related author publication: [199] 
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8 Summary 

 

In the first part of this thesis, it was shown that deposition at oblique incidence angles 

leads to thin films with a morphology, which strongly deviates from the one obtained at 

normal incidence. The influence of substrate temperature, beam divergence, and growth 

competition on the formation of OAD thin films has been investigated qualitatively. 

Moreover, in an experimental study on Si, Ge and Mo, quantitative results for the thin 

film porosity as well as the columnar tilt angles are gathered. 

In addition to the experimental results, computer simulations are performed. It was 

demonstrated that an off-lattice simulation provides spatial isotropy but cannot be carried 

out quickly for realistic deposition cases, e.g. including substrate rotation or beam 

divergence. Typical off-lattice simulations show a higher performance in simulation 

speed but introduce a spatial anisotropy, which has influence on simulated thin film 

parameters such as the tilt angle and the film porosity. By utilizing cluster particles and a 

geometric simplification (‘forbidden volume method’), the anisotropy could be 

minimized, while a fast simulation algorithm is maintained. The ability of computer 

simulations to prepare mathematically idealized substrates as well as the ability to track 

individual nanostructure / columns during growth was used to study the influence of 

growth competition. Although seeming unlikely at first glance, it could be shown, that 

rear-standing columns can influence the growth of front-standing ones (‘backward-

shadowing’). 

Combining the observations from experiments and simulations, with a study of 

commonly used models for oblique angle deposition, lead to the development of a new 

model. In this approach, the shadowing effect as well as the growth competition is 

considered. The model is based on Tanto’s fan model, hence similarly separating the 

shadowing and the material properties. However, including growth competition leads to 

quite accurate predictions of the tilt angles, porosities, and growth speeds. Furthermore, 

the ‘backward-shadowing’ can be explained by a geometric consideration of the growth 

zone. The predictions of the developed model fit the experimental observations and 

simulation results quite well. Further verification is carried out on literature data, where 

a good match could be found also.  

The single parameter of the model, the fan angle, was investigated for a variety of 

materials and at different deposition temperatures, ranging from -196 °C to 700 °C. This 

was carried out by either direct measurement of the fan angle on fan structures or by 

fitting the model onto experimental data of the columnar tilt angles. Both methods 

delivered results that were in good agreement. Furthermore was observed that materials 

with lower melting points show a smaller fan angle. A similar behavior is obtained if 

higher substrate temperatures are used during growth. This leads to the assumption that 
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surface diffusion has a major influence on this parameter, causing smaller fan angles. That 

is verified by the addition of atomic hydrogen during the growth of silicon nanostructures. 

In this case, surface hydrides form, that enlarge the activation energy of adatom diffusion, 

consequently suppressing surface diffusion. Thus, an increase of the fan angle is expected, 

which is exactly what was observed in the experiment. 

The last part of this thesis is addressed to provide a selected film geometry with the 

necessary surface and material properties for specific applications. This requires 

considering the self-organized nature of OAD and GLAD growth. To overcome this, the 

material must either be tuned during deposition or the structures have to be altered 

afterwards. The first approach is demonstrated by effective doping of silicon in a 

parameter range that allows to grow OAD and GLAD nanostructures with a considerable 

control of morphology, namely at quite low temperatures. Because the silicon in the 

required temperature range is amorphous, and therefore contains dangling bonds, atomic 

hydrogen had to be added during growth. Secondly, the preparation of core-shell 

structures was presented. As core served Ni and NiFe GLAD nanostructures, which were 

provided with a closed Au shell by pulsed electrodeposition. Such a shell could serve 

either as protection layer for the core, or as functionalization layer for chemical 

applications. Finally, utilizing a bio-chemical surface functionalization, the ability of 

GLAD structures was shown to be used in bio-sensors. Therefore, it was taken advantage 

of the strong surface plasmon resonance of Ag GLAD nanostructures. Utilizing the 

selectivity of special antibodies, highly sensitive sensing devices could be prepared. This 

was demonstrated on the specific detection of selected bacteria species and of tiniest 

traces of bio-markers, as well as on the selective quantification of glycated hemoglobin. 

To conclude, this work on the one hand covers theoretical and numerical modeling, 

giving an answer on the decades-old question about the relation between the angle of 

incidence and the columnar tilt angle. And, on the other hand, provides routes to 

functionalize the bare GLAD structures for specific applications. 
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10  List of Abbreviations 

 

4-ATP 4-aminothiophenol 

ACCS Active chamber cooling system 

AFM Atomic force microscopy 

ALD Atomic layer deposition 

a-Si Amorphous silicon 

ATP 4-aminothiophenol 

BSA Bovine serum albumin 

BSE Back-scattered electrons 

cfu Colony forming units 

CVD Chemical vapor deposition 

DC Direct current 

DDA Digital differential analyzer 

DFT Density functional theory 

DI-water De-ionized water 

DNA Deoxyribonucleic acid 

EBE Electron beam evaporation 

e-beam Electron beam 

EDC-NHS 1-Ethyl-3-(3-dimethylaminopropyl)carbodiimide – N-Hydroxysuccin-

imide 

EDX Energy-dispersive X-ray spectroscopy 

FEM Finite element method 

FFT Fast Fourier transform 

FIB Focused ion beam 

GLAD Glancing angle deposition 

Hb Hemoglobin 

HbA1c Glycated hemoglobin 

hcp Hexagonal close-packed 

HDD Hard disk drive 

I²C Inter-Integrated Circuit 

IBS Ion beam sputtering 

IBSD Ion beam sputter deposition 

LCD Liquid-crystal display 

LNSH Liquid nitrogen cooled sample holder 

MC Monte Carlo (method) 

MD Molecular dynamics 
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MFC Mass flow controller 

ML Monolayer 

NSL Nanosphere lithography 

OAD Oblique angle deposition 

PCB printed circuit board 

PLD Pulsed laser deposition 

PS Polystyrene 

PSS Polystyrene sphere 

PVD Physical vapor deposition 

PWM Pulse-width modulation 

QCMB Quartz crystal microbalance 

RAM Random-access memory 

RF Radio frequency 

RT Room temperature 

sccm Standard cubic centimeters per minute, 

SDS Sodium dodecyl sulfate 

SE Secondary electrons 

SEF Surface-enhanced fluorescence 

SEIRA Surface-enhanced infrared absorption 

SEM Scanning electron microscopy 

SERS Surface-enhanced Raman scattering / spectroscopy 

SIMS Secondary ion mass spectrometry 

SMU Source measure unit 

SPI Serial peripheral interface 

TC Thermocouple 

TEM Transmission electron microscopy 

THF Tetrahydrofuran 

TMP Turbomolecular pump 

uC Microcontroller 

Vg Vitellogenin 

VTE Vertical thickness equivalent 

XRD X-ray diffraction 

XRR X-ray reflectometry 
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Appendix 

 

Appendix A 

The presented device allows to acquire the thermo-voltage of up to three k-type 

thermocouples that are electrically connected to each other at their measurement side 

(‘hot junction). To avoid parasitic thermo-current flowing through the other TCs, each of 

the TCs is electrically isolated at the read-out side (‘cold junction’). Using reed relays, 

the TCs can be connected separately with a MAX31855. During measurement the TCs 

are sequentially measured and then disconnected again. In the following the circuit 

diagram and the PCB layout is presented. For further details about the signal processing 

and the usage, compare section 3.1.2. 

Figure A.1 a shows the circuit diagram. The red and blue connections indicate the T- and 

T+ paths of the TCs. The TCs are connected pairwise to K3. The capacitors C1, C2, and 

C3 smooth the measured thermos-voltages. The generic ferrites avoid picking up 13.56 

MHz noise, allowing to use the device in the other deposition systems as well. The used 

reed relays RE1 – RE6 have an internal clamping diode and can therefore be controlled 

directly by the ATmega328, which is the core of the used Arduino Uno board. The LEDs 

D1, D2 and D3 indicate which channel is actually connected to the MAX31855 and are 

switched by the software. The MAX31855 requires a voltage of 3.3 V that is supplied by 

the Arduino board. The data transfer between MAX31855 and ATmega328 utilizes SPI. 

As the ATmega runs at 5V, D4 and R4 as well as D5 and R5 form level shifters to protect 

the inputs of the MAX31855. The MISO connection does not require a level shifter, since 

the ATmega does not follow the typical TTL levels. It rather uses comparator inputs, 

detecting voltage levels higher than 2.5 V as digital HIGH, so that the 3.3 V levels of the 

MAX31855 can be applied directly. 

The layout (as presented in Figure A.1 b – d) follows the usual Arduino Uno shield 

dimensions. The ground planes on both PCB sides are mainly intended to reduce thermal 

gradients over the board, as different temperatures at the TC-copper junctions and at the 

relays would induce errors in the measured thermos-voltage. The copper thickness was 

35 µm and eutectic 63/37 Sn-Pb solder was used. 



126 

 

 
Figure A.1: (a) Circuit diagram of the temperature readout device for the LNSH. Corresponding 

PCB layout: (b) bottom layer, (c) top layer, (d) both layers composed (top layer without ground plane). 
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Appendix B 

To capture the vacuum measurements from the various transceivers / gauges, a custom 

read-out device for the IBS chamber was developed. Despite being from different 

companies, all of the attached vacuum gauges require a voltage supply of 24 V DC and 

provide the pressure value analogous on a logarithmic 0 V – 10 V scale. In Figure A.2 the 

circuit diagram of the device is presented. Figure A.2 a shows the power supply. +24 V 

DC is provided by a generic external power supply and transferred to the device via a 

symmetric 4-pin pin header (K4). +5 V DC for the electronics is created from the 24 V 

by a TSR 1-2450, which is a fully integrated step-down converter. D5 protects the TSR 

from reverse voltages, in the case of a sudden input voltage drop. The LEDs D3 and D4 

indicate the presence of the +24 V and the + 5V. The stability of the voltages is measured 

by the internal ADC of the Arduino Nano, utilizing the internal 1.1 V reference. Figure 

A.2 b illustrates the signal conditioning – a voltage divider and low-pass filter. The 

connections to the vacuum gauges are presented in Figure A.2 c. Each of the four channels 

contains a fast 1A fuse and ferrite filters. The connectors K5 – K8 are symmetric 5-pin 

headers with 24V – GND – signal – GND – 24V, to shield the gauge output signal from 

the voltage supply. Signal conditioning is similar to b, with the difference, that the signal 

is divided to fit the 0 V – 5 V range of the ADS1115. This IC is an integrated 16 bit ADC, 

with internal reference and an I²C interface, as shown in Figure A.2 d. Since the ADS1115 

has a TSSOP package with a pin pitch o 0.5 mm, soldering has to be done carefully. The 

measured pressures optionally can be displayed on a generic HD44780 LCD, using 4-bit 

interface. The connection to the LCD is presented in Figure A.2 e and contains a linear 

potentiometer to adjust the display contrast. For the final device, a 4 x 20 character display 

is used. Background illumination is not integrated, but might be added simply by 

connecting a resistor to the 24 V supply. An Arduino Nano board, containing an 

ATmega328 similar to the above used Arduino Uno, handles data processing. The 

Arduino Nano provides a better geometric form factor for the presented board, and was 

therefore preferred. Communication to the PC is realized by an RS232 interface, 

providing a higher connection stability, compared to USB. A MAX232 with the usual 

layout is used for this purpose. Two LEDs (D1 and D2) indicate active communication 

and the RS232 DST line is connected via two capacitors to the reset circuit of the ATmega. 

This makes it possible to program the Arduino, without using the native USB interface. 

The RS232 circuit it presented in Figure A.2 g. All capacitors smaller than 10 µF are 

MLCCs. 

The firmware of the device reads all voltages from the ADS1115 and calculates the 

corresponding pressures with the formulas from the respective data sheets of the vacuum 

gauges. The pressures then are displayed on the LCD and transferred to the PC for further 

processing with the control software. 
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Finally, Figure A.3 shows the PCB layout, photos of the two PCB sides, and a photo 

of the complete device in the control rack. 

 

 
Figure A.2: Circuit diagram of the vacuum-readout for the IBS-chamber. For explanations, see text. 
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Figure A.3: (a), (b) Layout of the vacuum-readout device. (c), (d) Photos of the PCB. (c mirrored 

to fit a). (e) Photo of the complete device with the LCD, mounted to the control rack. 
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