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Summary

The main task oflanguage products technology isfiod solutions to technical
problems in albreas ohatural language processing, anatplement them in an
optimal waygiven particular linguistic, computationalnd fincancial constraints.

The key factors that play a role in the most efficient design solutions of language
products comprise the aspestsftware engineering, software ergonomiasd
linguistic theory In addition, individual programmaeaseed to be optimizedith
respect to at least threain processing parametetdepthof linguistic processing,
accuracyin the sense of errors allowed for the recogniporcess, andpeedof

the recognitiorprocess. In order to arrive at the design déraguage product,
language products technology offers various methods and tools.

1. Language Products Technology
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Since it has become increasingly clemring thepast years that resulfeom
main-stream computational linguistics cannot without further measures be turned
into commercially relevant practical applications, the notion of a language
products technology as an engineering approach to the design@echentation

of language products has received considerable broader attention.

In what follows | shall try to substantiate this notion by proposing and discussing
what can be called angineering approacto this problem of a methodology for
the construction of natural language processing programmes.

The idea of language products technologpased on thengineering approach
may take a as starting point a standafefinition of engineering science in
general:

"Wesentliche Aufgabe eines Ingenieurs ist es, fur technische Probleme
mit Hilfe naturwissenschaftlicher Erkenntnisse Ldsungen zu finden
und sie unter denpeweils gegebenen Einschrankungen stofflicher,
technologischer und wirtschaftlichekrt in optimaler Weise zu
verwirklichen." (Pahl/Beitz, Konstruktionslehre 1986:1)

When applying this definition to language products, we can concelaagiage
products technology as a linguistic engineering tisats resultfrom theoretical
linguistics and computer science in orderfital specific solutions to technical
problems in allareas ohatural language processing, and implements them in an
optimal way given particular linguistic, computational, and financial constraints.

The present day cognitive paradigm in computational linguistioslysof limited

use to thisengineeringapproach. The problem, in my view, m®t that of a
transfer fromscience to technology, but the fact thdifferent theoretical
foundationsare needed for applied computatiolrauistics tharare provided by

a computational linguistics orientédwards cognitive linguistics, despite some
overlappings in certaiareas. The two approachestural language processing
differ both in methodology and objectives: While cognitive linguistics strives for
general solutionbased orwell established theoretical paradigms with dima of
extending a paradigm to otheasses ofinguistic phenomena, language products
technology is problem driven, and triesfited optimally engineered solutions to
problems arising in specific applicatidasks. In generallanguage products
technology aims at an optimization of theoreticabts and practical benefits,
while any such optimization is alien to a purely theory driven concern with
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language. In practice, the main task of language products technologynasiage
efficiently linguistic complexity in terms of breadth afata and depth of
processing required, whildrom a point of view interested inlinguistic
competence only, one can rest content when such complexities have been
sufficiently described.

Although thereappears to be growing awareness in the scientiftmmunity
about the fact that small-scale laboratory prototypes cammply be turned into
language products without additional engineering efforts, tthees not appear to

be a clear understanding yet of the principle factors dnatconstitutive of
language products technology. The paper is intended to contributhisto
discussion about the applicability of a cognitively oriented computational
linguistics, and to present a brief sketch of elements of a ndamgliage
processing technology.

2. Specific Solutions

The point also holds for the efficiency of thiaguistic processing modules
themselves, neglecting other hardware and software constraints foothent.
Assuming an architecturgvhere at well defined points during the natural
language processing first a syntactic structure, then a semantic structure, and
finally a knowledge structure (depending on the application) is created,
optimization on the complexity of each structwié not only havedraw-backs

on its computability (cf. Habel 1988:208), will also jeopardize thefficiency

of the whole system, as structufesm one modulanay bepassed on to theext
without any provision of adequate further processing. Thus, of all those sentences
that can syntactically be parsed in deihly a limited numbecan be assigned

an equally complex semantics, given tpeesent state ofcomputational
semantics, and for all those sentences for which we Isayg,anintensional
second order predicate logic semantics,wile then have again only dmited
number of sentences for which we can provide an adequate knowledge
processing. In effect, we leave information generated by other modules wholly, or
partially, unused, as it is too complex to be furtheycessed. Aany rate, the

whole system's behaviour will bess tharoptimal: Either it will beable to cope

in depth with only a veryimited set of sentece@etermined, in fact, by the
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knowledge processing capacities), owill be able to process itgput data in
breadth, but in doing so produces a substantial amount of redunfdamtation
(Heyer 1990:39).

The notion of efficiency also is central to the development philosophy of natural
language processing software. While a holistic design reduces interface problems
and increases efficiency, it generally leads to software that is not easily ported,
both to other platforms and to other natural languages or applications. In order to
increase implementor productivity, the nowadays preferred methodology in
computational linguistics is a modular design of natural language processing
programmes. (The preferred modular approach also supports nicely the view that
a computational linguist onlyeeds to know how to do linguistics on a computer,
but does not need to knaamythingabout the way how his formalizations can be
efficiently implemented).

What the modular design gains in portability, however, it looses in efficiency,
because it assumes, in its extreionen, a level of general and all purpose natural
language processing software that is to be used in all kinds of applications. But
any such general linguistiprocessor, quite like Newell anflimon's general
problem solver, will alwayprocess the data in a specific applicatiouchless
efficiently than a system taylored to the specific application lzaskd on a
holistic design. From an engineering pointvaw, therefore, neither approach is
optimal.

In order to provide a costfficient basis forall kinds of natural language
processing programmes, and as input for tools by which holistic natural language
processing solutions can be compiled, | rathiexgine amapproach that results in
multi-functional, reusable linguistic software on all levels of linguistic knowledge,
viz. lexica, grammars, antieaning definitions. Let us call this methodology for
the construction of natural language processing programmesothgpilation
approach(see figure 1).
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Figure 1

The intuitive idea of the compilaticpproach is to construbtghly efficient and
holistically designed natural language applications on khsis of linguistic
knowledge bases thatontain basic and uncontroversilwhguistic data on
dictionary entriesgrammar rulesand meaning definitions independentfsom
specific applications, data structures, formalizations, and theories.

To the extent that linguistics is a more than thousand years old science, there

is ample theoretical and empirical material of the required kind availalibenin

of written texts and studies on the source levdinglistic knowledge, ocan be

(and is in fact) produced by competent linguists. However, very little of this
knowledge is also already available on electronic media. Thus, the very first task
of language products technology,lalmut Schnelldas recently put it (Schnelle
1991, sedhis volume), must be the transformation of available linguita

from passive media into active electronic media, here called lexica, grammars,
and definitions on the linguistic knowledgbase level. In terms of
implementation, such media wilmainly be relational, object-oriented, or
hypermediadata bases capable mfnaging very large amounts adta.Clearly,
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in order to be successful, any such transformation also redoinealisms to be
used on the side of thilnguists for adequately encoding linguistiata, the
linguistic structures assigned to them, and the theories employeatkrioing
these structures. Moreovaerijthin linguistics, weneed to arrive at standards for
each such level of formalization. In actual detail, therefore, the tAst of
language products technology is quite a substantial one thanbasucceed, if
the goal ofmaking linguistic knowledge technologically available is allowed to
have an impact on ongoingesearch in linguistics by focussing research on
formalisms and standards that can efficiently be processed on a computer.

Now, to complete the picturassuming that such a linguistic knowledzgese is
available, individual applicationsre to be constructed, adaptedhardified on

the basis of thiinguistic knowledgébase byselectively extracting only that kind

of information that isneeded forbuilding the specific application, and by
compilingand integrating it into the application specifiata structures. Detalils,
coverage, and the compiled representation of the linguistic inforndejend, of
course, on thendividual applications. Thesecond task ofanguage products
technology, then, consists in providing a general methodology for such a selection
of the required linguistic knowledge, and the definition of its optichatia
structure representation.

Although the percentage of required recognition rate may vary from application to
application, and can be expected tahech higher fosome translatiotasks, for
example, users apparently do not expect in general to communicate with a
computer via a natural language interface as error-free and fault tolerant as is
presumed to be thease inhuman-to-human communication. Tfeding can be
explained, | think, by the fact that natural language human-computer interaction
cannot be modelled along the paradigm of linguistic communicatoang
humans, as is often assumed (e.g. Kanngiel3er 1989Mustitbe understood as a
communicationsui generis As Krause has recently shown on the basis of
substantial empirical investigations (Kraus#91, cf. also thizyolume), human-
computer communicatiotan be said to diffefrom ordinary human-human
communication atleast in terms of the envoked sublanguages landuage
registers. But ifcomputer-talk a language register comparable to baby-talk or
foreigner-talk, leads teimplified and systematically distorted user input, it is
plausible to assume that it also leads thigher tolerance on the user's side
towards incomplete or erroneous processing of langdatge on the side of the
computer. Fronthe language products technology point of view, finiding will
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have the important consequence that if users do not require a 100% recognition
rate of natural languageput for a particular application, accuracy of the natural
language recognition may keaded against broaddinguistic coverageless
memory consumption, increased robustness, or increpsed, provided that the
natural language processing modules have been designed in such a way as to
optimally support any such trade-off.

4.  Linguistic theory and linguistic functionality of
language products

Linguistic theory orientedowards the cognitive paradigm assumes as its subject
matter the linguistic competence of an "ideal speaker-listener, in a completely
homogenous speech-community, who knows his language perfectly and is
unaffected by such grammatically irrelevant conditions as memory limitations,
distractions, shifts of attention and interest, and errors (random or characteristic)
in applying his knowledge of the language in actual performance” (Chomsky
1965:3). This linguistic competence, it is furthermore assunadbe adequately
modelled on functionalist premises within the paradigm of symbolic
representation and symbol manipulation as it originatee@search orartificial
intelligence (for an excellent exposition of the apprasetHabel 1986:6 ff.). To

the extent, however, that within this orientation the scientific interest in a
computational model of language is linguistic competence, and rtiare
broadly, thehuman mindandhuman understanding, it @so assumed as a matter

of course that the natural language processing modules draw on a representation
of linguistic knowledge thatepresentslinguistic knowledge as general as
possible.

From a languag@roducts technology point of view, the primary goal is not a
general, or presumedly cognitivelpdequate, representation dhguistic
knowledge, but rather an optimally engineered solution to specific, empirically
validated, problems in the area of interface or autonomous tasks systems. Here, of
course, generality of thenguistic descriptionslso is an issue in order to avoid

ad hocrepresentations. But although themay be asoftware engineering level of
general representation of linguistic knowledge as indicaigeove, themain
problem for an application oriented linguistic theory is rather to provide a
theoretical basis fooptimizing trade-offsbetween differentinguistic andnon-
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linguistic requirements for a particular application (cf. Obermeier 1289:and
100).

In detail, one problem is that usensy not requirdt00% recognition, but instead
expect performance improvements widspect to other softwarpiality criteria,
as was discussed in the context of ergonomic design of language products.

Thus, from the language products technology point of view, we clearly have an
indication here of a reasonable trade-off between theoretisas and practical
benefits, where for the purposes of a particular application the kinduanloer

of errors dealt with could be changed, if there also wereadditional
classification of errors with respect to importance to the user.

In order to satisfy these requirements lomguistic theory, what isneeded, |
propose, argrammar formalisnthat aregradablewith respect to the depth and
accuracy of the linguistic processing. Thgssen a language L, degree of
permissible errors E, a specification of the required depth of analysis D, and a
measure of (polynomial) time T, whatngeded is grammar formalism G such

that a deterministic automaton can be constructed on the basis of G that decides
within the givenset of parameters E, D, and T, whether or amo arbitrary
expression is a sentence of L, and that does so in such a wayéletation of

E or D leads to a calculable reduction of T. While this requiremeay be
strange to some in the context of computational linguistics, it is in fact very
natural, and there armany examples irother fields. In telecommunications
engineering, for example, there obviously is a trade-off here betweedhty

of the transmitted signals, i.e. the reduction of noise, andatheunt of
information (in Shannon'sense) that can possibly be transmigdultanously.
Based orempirical findings, the band-width of frequencies to be transmitted over
a telephone line nowadays is restricted in nuastes to aange between 1500

and 4500 Hzalthough thehumanear is capable gberceiving a muchtbroader
range. Clearly, engineering requirements of the above kind naturally encourage
accepting empirically validated restrictions. In contrast to computational
linguistics, however, the theoretical foundations of telecommunications
engineering allow for ammdequate representation of the kind of trade-offs as
discussed above.

Trade-offs between accuracy and efficielacyg, of course, also @mmonplace
iIn computer sciencésee Liberherr-Specker 1981 asexample concerning the
complexity of partial satisfaction). Surprisingly, however, | do not know of any
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theory that explicitlyadresses the issue nmainstream computational linguistics,
although some frameworks, such as Left-Associative Grammars (HA9€49¢

in view of their complexity and general behaviagpear to be better suited for
representing that trade-off than others. Present discussion on efficiency always
seems to assunim the start ehigh degree of grammatical accuracy, and to the
extent that it is recognized that a more efficient processing of scagks may
require the relaxation of some general grammatical constraints, it is not clear how
the particular processing effort for the simpler cases is in fact reduced.

Without a linguistic theory thus suitable for real applications, language products
technology can provide us for thiene being only withheuristics of how to
construct natural language products. On the one hand, grammararaecs need

to be evaluated and classified using parameters such as efficiency,
expressiveness, completeness, and decidability of the respective formalisms (cf.
Wabhlster 1989:216). On the other hand, language technolgoy heuwititiaiso

have to include well-founded advice on the design of the whole sygteem,
specific applicationtasks, ergonomic considerations, hardware and lingware
restrictions. Given that such advice will generallyldased on experience, real
progresswill only be madeonce language products technology can build on a
theory of natural language processing that conceives of natural language
processing applications not as a trandfem theory topractice, but in its
foundations and consequences intrinsically supports the engineering approach to
natural language processing.

5. Elements of a natural language processing
technology

The very idea of language products technology in its presatd, no doubt, is

still faint and needs to be spelled out in detail. Nevertheless, | think, the problems
are getting clearer, and misconceptions can be resolved. By way of conclusion,
let us summarize thmain elements of a natural languggecessing technology

as it has been discussed above.

The main task oflanguage products technology isfiod solutions to technical
problems in albreas ohatural language processing, anatplement them in an
optimal waygiven particular linguistic, computationalnd fincancial constraints.
The key factors that play a role in the most efficient design solutions of language



Fehler! Formatvorlage nicht definiert. 11

products comprise the aspestsftware engineering, software ergonomiasd
linguistic theory In addition, individual programmaseed to be optimizedith
respect to at least threain processing parametedepthof linguistic processing,
accuracyin the sense of errors allowed for the recogniporcess, andpeedof

the recognitiorprocess. In order to arrive at the design déraguage product,
language products technology offers various methods and tools. In my estimation,
the key element is a careful empirical evaluation of the ergonenviconment

and the required linguistic functionality. While language products technology at
present offers at best mumber of heuristics on the combination of different
processing strategies at various levels, the interdependence between various
parametersnay also be provided a theoretical basis, and thus could be exploited
for a more precise calculation of trade-offs in the design of nakamgluage
products.

In contrast to a computational linguisticsainly oriented towardscognitive
linguistics, language products technology assumes a different attitude on the side
of the user towards the processing of natural language by a computer than by a
human. The key difference is the assumption that whaman users
communicate with a computer, they change to a different language register, so-
called computer-talk The attitude of computer-talk concerns, on the one hand,
the users owthnguistic behaviourand, on the other, the tolerance by whichy

judge the computer's natural language processing. Thus, depending on the
application,humanusersmay beprepared to accept a computer natlaauage
processing whicldoes not dealith all linguistic phenomena, or a recognition

rate that is significantly below 100%.

Economic and technological development crucially depends opuldic
appreciation of the technical problems to be solved. Let us not fangdly, that

the markets for natural language produate justdeveloping in that sense:
Various kinds of natural language products for the first time gain wider
acceptance, and hyoing so make users of these products naware of the
linguistic problems involved. In the very next future we gille, | expect, an
increasing demand for a higher quality of natural language prothatfsSn turn,

will stimulate the development of languageducts technology. However, as
natural language products require a vbigh degree oflinguistic literacy and
appreciation, in the long run the field of natural language processing applications
will be successful only, if the marketkow a stillhigherdegree of awareness for
linguistic problems and their solutions.
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