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Härtelstraße 16-18, D-04107 Leipzig, Germany
{gil,studla,xtof}@bioinf.uni-leipzig.de

bBio Systems Analysis Group, Jena Center for Bioinformatics and Department of
Mathematics and Computer Science, Friedrich Schiller University Jena, D-07743

Jena, Germany
{dittrich}@minet.uni-jena.de

cMax Planck Institute for Mathematics in the Sciences
Inselstrasse 22, D-04103, Leipzig, Germany

{stadler}@mis.mpg.de
dDepartment of Theoretical Chemistry, University of Vienna,

Währingerstraße 17, A-1090 Wien, Austria
{studla,xtof}@tbi.univie.ac.at

eThe Santa Fe Institute, 1399 Hyde Park Rd., Santa Fe NM 87501

Abstract

Large chemical reaction networks often exhibit distinctive features which can
be interpreted as higher-level structures. Prime examples are metabolic pathways
in a biochemical context. In this contribution we review mathematical approaches
that exploit the stoichiometric structure, which can be seen as a particular directed
hypergraph, to derive an algebraic picture of chemical organizations. We then give
an alternative interpretation in terms of set-valued set-functions the encapsulate
the production rules of the individual reactions. From the mathematical point of
view, these functions define generalized topological spaces on the set of chemical
species. We show that organization-theoretic concepts also appear in a natural way
in the topological language. This abstract representation in turn suggest to explore
the chemical meaning of well-established topological concepts. As an example, we
consider connectedness in some details.
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1 Introduction

A distinguishing feature of chemistry is that the changes of molecules upon
interaction are not limited to quantitative physical properties such as free
energy, density, or concentrations, since molecular interactions not only pro-
duce more of what is already there. Rather, novel molecules can be generated.
This is the principal difficulty for any theoretical treatment. Dynamical sys-
tems models of chemistry start from a fixed set a molecular species and trace
the time-dependence of their concentrations, in the same manner as popu-
lation dynamics describes frequencies of genes or organisms. In this picture,
molecules, genes, and biological species are reduced to mere indices of the
concentration variables, while their properties are implicitly described by rate
constants that must be determined outside these theories. On the other hand,
one (or maybe the) interesting question in chemisty is which (novel) molecules
arise in a given situation.

Walter Fontana and Leo Buss [23, 24] introduced the term constructive dy-
namical system for such a setting in which (structural) innovation is a defining
property of dynamics. In the context of a theory for biological organization
they identified and discussed in detail the lack of a theory for constructive dy-
namical systems. Their work emphasizes an algebraic point of view, in which
the interactions, i.e., in the chemical context, the reactions, are viewed as al-
gebraic operations. Walter Fontana’s AlChemy [22, 24], for example represents
molecules as λ-calculus expressions and reactions are defined by the opera-
tions of “application” of one λ-term to its reaction partner. The result is a
new λ-term. It is worth noting in this context that chemical reactions can in
turn be regarded as a model of computation, a possibility that is realized e.g.
in the Chemical Abstract Machine [7]. A wide variety of different computa-
tional paradigms has been used in artifical chemistry models from strings and
matrices to Turing machines and graphs [2, 3, 6, 18, 53, 63, 70, 71]. We refer to
[17] for a review.

Large-scale chemical reaction networks arise in very different situations, from
the metabolic networks of living cells [21] to the chemistry of planetary atmo-
spheres [75] and combinatorial chemistry, see e.g. [43]. Furthermore, artificial
chemistry models at various levels of realism can be used to generate very large
reaction networks, with the particular aim to determine generic properties [5].
This begs the question to analyze large-scale structures in such networks.

The first approaches towards a systematic understanding of chemical reaction
networks were based on an analysis of stoichiometry in mass action reaction
systems [11, 20, 40, 48, 49, 60]. Results such a the deficiency-zero theorem pro-
vide a link between network structure and reaction kinetics [19, 33, 46, 47].
Metabolic flux analysis [11, 21, 41, 57] developed analogous concepts, such as
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“flux modes” that describe the dominant reaction pathways within the net-
work. From the mathematical point of view the problem is to find the extremal
rays of a cone that is determined by the stoichiometric matrix S, see below for
details. The extremal flux vectors are closely related to the (directed) cycles
of the network graph [30]. The theory of Petri nets [55] and oriented matroids
[54] is mathematically closely related.

Particular classes of chemical reaction networks, namely those in which reac-
tions are catalyzed by other members of the network, are of particular interest
in context of origin-of-life models [44, 50]. The emergence of autocatalytic sets
is investigated in terms of a closure function that identifies self-sustaining set
where every reaction is catalyzed by a molecule in the set [45].

Based on Fontana’s ideas, Peter Dittrich and Pietro Speroni di Fenizio recently
presented a rigorous mathematical theory of Chemical Organizations based
on notions of self-maintenance and closure [16]. From a mathematical point
of view, their work emphasizes lattice theoretic structures.

Concepts from point set topological appear to have been rarely applied to
chemical reaction networks. Some of us argued, motivated by applications
of topological concepts in evolutionary biology [13, 25, 26, 66, 67, 73], that a
chemical system can be meaningfully described by a generalized closure func-
tion that determines what can be constructed from a given set of molecular
species [64]. Such a closure function defines in a natural way a topological
structure on a chemical reaction system. In this contribution we discuss the
connections between the Chemical Organizations and generalized topologies
in some detail.

2 Chemical Reactions

Let X be a (finite or infinite) set of chemical species (molecular types). A
chemical reaction on X is a pair of formal linear combinations of elements of
X:

ρ :
∑

x

ᾱx,ρx→
∑

x

αx,ρx, with αx,ρ, ᾱx,ρ ≥ 0 . (1)

For each reaction ρ we define its domain (the set of educts) and its image (the
set of products)

domρ = {x ∈ X|ᾱx,ρ > 0}

imgρ = {x ∈ X|αx,ρ > 0}
(2)

We say that ρ is catalyzed if both ᾱx,ρ > 0 and αx,ρ > 0 for some x ∈ X. In this
case, x is a catalyst of ρ. The set of catalysts of ρ is thus domρ∩imgρ. Chemical
reactions are often modeled as pairs of multisets (e.g. in [16]), corresponding
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Fig. 1. The chemical universe (X,R) for the chemical reaction network coposed of
the two reactions ρ1 : v +w → y and ρ2 : x → y + z is the dupel of the set of species
X = {v,w, x, y, z} and the set of chemical reactions R = {ρ1, ρ2}.

to integer stoichiometric constants. There does not seem to be a technical or
computational advantage associated with this restriction, however, so that we
allow arbitrary non-negative values of αx,ρ and ᾱx,ρ.

A chemical universe is a pair (X,R), where R is a set of chemical reactions on
X. It can be represented by an arc-weighted bipartite directed graph Γ(X,R)
with vertex set X ∪R, arcs x→ ρ with weight ᾱx,ρ if ᾱx,ρ > 0, and arcs ρ→ x
with weight αx,ρ > 0 if αx,ρ > 0.

We will regard all reactions as irreversible. Reversible chemical reactions are
thus represented as two different reactions ρ and ρ̄ in R satisfying

ᾱx,ρ̄ = αx,ρ and αx,ρ̄ = ᾱx,ρ (3)

This framework is general enough to treat open multi-phase systems: Chemical
species in different phases or compartments are treated as different molecular
types. Transport between phases is represented by reactions of the form

τ : xi → xj (4)

A special type of transport reactions is influx into the system and outflux from
the system, represented by

ϕx : ∅ → x

ψx : x→ ∅
(5)

Note that we do not assume any internal structure of the chemical species x.
Thus, our formalism does not incorporate conservation of mass or atom types.
This is convenient, since it allows us to deal e.g. with replicator systems [42]
of the form

Ik + Il → 2Ik + Il . (6)
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Fig. 2. If only a subset A of all chemical species X is present in the reaction mixture,
than only those reactions can take place whose educts domρi are element of A. This
is true for ρ2 only in the shown reaction network.

To be chemically plausible, such a system must consume building material
for the second copy of the template Ik in produce low-energy waste. One
commonly assumes in this context that the building material is “buffered”,
i.e., supplied externally at a constant concentration, and that the waste is
removed and does not influence with the replication process. For our purposes,
(6) is therefore a perfectly valid “chemical” reaction. The formalism developed
here is therefore also applicable to artificial chemistry models.

Let us now consider an arbitrary subset A ⊆ X. Clearly, a chemical reaction
ρ can take place in a reaction mixture composed of the molecules in A if
and only if domρ ⊆ A. The collection of all possible reactions in the universe
(X,R) that can start from A is thus given by

RA = {ρ ∈ R|domρ ⊆ A} (7)

3 Stoichiometric Matrix and Flux Vectors

The first formal approach to analyzing the structure of complex reaction net-
works was probably Clarke’s Stoichiometrix Network Analysis [11]. As in re-
lated lated developments such as Metabolic Flux Analyis (see e.g. the book [21]
and [28, 57–59] recent developments in this area), its mathematical starting
point is the stoichiometric matrix S.

If X and R are finite, it makes sense to define the stoichiometric matrix S of
(X,R) with entries

sx,ρ = αx,ρ − ᾱx,ρ . (8)

Even if X and R are infinite it is still meaningful to introduce a stoichiometric
matrix SA on A in the same way for all x ∈ A and ρ ∈ RA provided these two
sets at least are finite.
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d

dt
~[X ] = S · ~J =

d

dt





[x]
[y]
[z]



 =





−1 1
−1 1

1 −1



 ·

(

kρ1
[x]2[y]

kρ2
[z]

)

U p(U) buffered p′(U) unbuffered

{∅} {∅} {∅}
{x} {x} {∅}
{y} {y} {∅}
{z} {x, y, z} {x, y}

{x, y} {x, y, z} {z}
{x, z} {x, y, z} {x, y}
{y, z} {x, y, z} {x, y}

{x, y, z} {x, y, z} {x, y, z}
{∅}

ρ2

ρ1

{x, y, z}

{x} {y}y

x

z

2

Fig. 3. Reaction network composed of the two reactions ρ1 : 2x + y → z + x and
ρ2 : z → x + y (left chart). The lattic of organisations for the reaction network
(right chart). Note, that catalysts (x in reaction ρ1) vanish in the stoichiometric
matrix S since the entry for a particular chemical species i is the difference ᾱi −αi
of the stoichiometric coefficients of the product and the educts side of the reaction
equation. The table in the middle displays two closure functions p and p′ applied
to different sets of chemical species U .

We say that x is produced by reaction ρ if sx,ρ > 0 and that it is consummed
by ρ is sx,ρ < 0.

For our purposes it will also be convenient to work with a modified stoichio-
metric matrix ŜA of (X,RA) that in addition includes outflux reactions for
all x ∈ X. The entries of ŜA are sx,ρ for all x ∈ X and all ρ ∈ RA except
outflux reactions and additional entries sx,ψx = −1 for the outflux reactions
of all x ∈ X.

A flux vector J is a non-negative vector indexed by the reactions ρ ∈ R.
In passing we note that several authors allow negative fluxes in the case of
reversible reactions [41, 57]; instead, we represent reversible reactions as a
pair ρ, ρ̄. The entries SJ are the production or consumption rates of chemical
species, i.e., the kinetics of a chemical reaction can be always tbe written in
the form

d

dt
[x] = (SJ)x (9)

A flux vector J is called stationary if SJ = ~o. Obviously, stationary flux
vectors correspond to fixed points of the kinetic equations (9).

We immediately observe the following relationships between SA and ŜA: A
flux vector J can be extended to a stationary flux vector w.r.t. ŜA if and only
if (SAJ)x ≥ 0 for all x ∈ A.
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Fig. 4. Change of the set of organizations with a growing network, by increasing
the size of molecules allowed (left chart), or the number of starting molecules (right
chart). For each network size, the sizes of all organizations form a distribution (◦)
which is shown with its mean (connected by the bold black line) and its entropy
(connected by a black line).

4 Chemical Organizations

In [16] a formal Theory of Chemical Organizations is outlined based on the
following definitions:

(1) A subset A ⊂ X is “closed” 1 if for all reaction ρ with domρ ⊆ A we have
imgρ ⊆ A.

(2) The “closure” C(A) of a set A is the smallest “closed” set containing A.
A similar closure function plays a crucial role in the theory of “catalytic
reaction systems” by Mike Steel and Wim Hordijk [44].

(3) A set A is semi-self-maintaining if every species x that is “used-up” (i.e.,
there is a reaction θ ∈ RA such that sx,θ < 0) is also produced (i.e., there
is a reaction ρ ∈ RA such that sx,ρ > 0).

(4) A set A is called a semi-organization if it is “closed” and semi-self-
maintaining.

(5) A set A is called self-maintaining if there exists a flux vector with the
following properties: (1) Jρ > 0 for all ρ ∈ RA, (2) Jρ = 0 for all ρ /∈ RA,
(3) (SJ)x ≥ 0 for all x ∈ A.

(6) A set A is called an organization if it is “closed” and self-maintaining.

The exposition [16] is concerned mostly with lattice-theoretic considerations,
such as conditions under which the set of all organizations forms of (X,R)
forms a lattice. In this contribution we shall explore a different mathematical
angle.

1 We use quotes here to distinguish the definition of a closed set in the sense of the
theory of Chemical Organizations from the topological notion of a closed set”. As
we shall see, this is related but not quite the same.
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We generated two series of networks of increasing size using the ToyChem

Model. There, a chemical reaction network is generated by starting with a
list of seed molecules and predicting the outcomes of the reactions between
them, and repeating this process iteratively on the resulting molecules. For
the first series, the complexity of the chemistry increased at each step by
adding new chemical species to the starting molecules, as opposed to the
second series, where the molecular size threshold above which reactions were
neglected was increased. Thus in the former case new chemical species are
introduced without allowing new reactions between old chemical species at
each step, whereas in the latter case new reactions are allowed at each step.
We expect that an organization is preserved when only new chemical species
are introduced. Indeed, this is nicely illustrated by the first resulting series of
sets of organizations, as seen in Fig. 4 (right chart). In contrast to Fig. 4 (left
chart), the lattice of organizations of a smaller subnetwork is a sublattice of
the lattice of organizations of the a bigger network. Organizat ion theory thus
lets us study the modularity of a reaction network. Whereas some networks
lead to the complex lattice shown in Fig. 4, the purine synthesis network of
[4] leads only to a set of organizations composed of the empty set and the
complete network. This seems to indicate that the purine synthesis there is
not modular.

5 Set-Valued Set-Functions

In [64] we considered the set of molecular types that can be produced by
chemical reactions from subsets A ∈ P(X) 2 as a function of the set A. Using
the notation introduced in the previous section, this function can be written
as

p′(A) =
⋃

ρ∈RA

imgρ (10)

A slightly more restrictive definition takes into account that a molecular
species x may be effectively destroyed in a reaction ρ but still appear in on
the r.h.s. of the chemical equation. This is the case if 0 < αx,ρ < ᾱx,ρ. Thus
we set

p̃′(A) =
⋃

ρ∈RA

{x ∈ X|sx,ρ > 0} (11)

These functions, however, have the sometimes undesirable property of exclud-
ing inert species that only act as catalysts or that are not touched my any
reaction, i.e., the set

k(A) = {x ∈ A|sx,ρ = 0 ∀ρ ∈ RA} (12)

2 P(X) is the power set, i.e., the set of all subsets of X.
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Fig. 5. Illustration of the set-valued set-functions k, p′, p̃′ for the subset A = {u, v, z}
with u being a catalyst and z an inert species.

In many situation it will be more natural to consider

p(A) = p′(A) ∪ k(A) and p̃(A) = p̃′(A) ∪ k(A) (13)

Formally, p, p′, p̃, and p̃′ are functions P(X) → P(X), so called set-valued
set functions. In a sense, these functions describe the structure of the chem-
ical network on an “aggregate” level by the compound outcome of reaction
mixtures.

Comparing these definitions and the definition of “closed” and semi-selfmaintaining
sets we find:

Lemma 1 A set A is “closed” if and only if p′(A) ⊆ A. A set A semi-self-
maintaining if and only if A ⊆ p̃(A).

Proof: Recall, that A is “closed” if and only if imgρ ⊆ A whenever ρ ∈ RA.
Now suppose A is semi-self-maintaining. If x ∈ A is used up is some reaction
then it must be produced in some reaction, i.e., x ∈ p̃′(A). If x is not used up
by any reaction then sx,ρ ≥ 0 for all ρ ∈ RA, i.e., either x ∈ k(A) or there is a
reaction τ with sx,τ > 0, in which case x ∈ p̃′(A). It follows that in each case
x ∈ p̃(A). Conversely, suppose x ∈ p̃(A). Then ∈ p̃′(A), i.e., x is produced by
some reaction, or x ∈ k(A), i.e., x is not consumed by any reaction. If follows
that A is semi-self-maintaining. �

Since the definitions of p′(A) and p̃′(A) differ only in their treatment of some
species x ∈ A we observe p′(A) ⊆ A if and only if p̃′(A) ⊆ A. Furthermore,
we have always k(A) ⊆ A. Thus we obtain
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Theorem 1 A subset A ⊆ X is a semi-organization of (X,R) if and only if
p̃(A) = A.

Lemma 1 suggests to consider other set-valued set-functions that might be
used to characterize self-maintenance. We shall see that this approach in a
rather natural way leads to a family of such functions.

We say x ∈ A is maintainable in A if for each ρ ∈ RA with x ∈ domρ there
is a flux vector J such that (1) Jρ > 0 and (2) ŜAJ = ~o. In other words, x is
maintainable in A if no sustainable reaction in ρ ∈ RA invitable leads to the
depletion of x. In particular, x in maintainable in A if it is not required for
any reaction of A at all. Let m(A) denote the set of maintainable species in
A.

Lemma 2 A set A is self-maintaining if and only if each x ∈ A is maintain-
able in A, i.e., if m(A) = A.

Proof: By taking a suitable positive (convex) combination we see that there
is a flux vector Jx satisfying ŜAJ

x = ~o and Jxρ > 0 for all ρ ∈ RA with
x ∈ domρ. Taking again a a suitable positive convex combination we can
construct a stationary flux vector J∗ (w.r.t. ŜA such that J∗

ρ > 0 for all
ρ ∈ Rm(A). This m(A) = A is equivalent to the existence of a flux vector J
for which (1) Jρ > 0 for all ρ in RA and (2) (SJ)x ≥ 0 for all x ∈ A, i.e., to
the fact that A is self-maintaining. �

Lemma 3 For all A ⊆ X holds m(A) ⊆ p̃(A).

Proof: If x ∈ m(A) than there is a stationary flux vector satisfying Jρ > 0
for all ρ ∈ Rx := {ρ ∈ RA|x ∈ domρ}. If Rx = ∅ then x ∈ k(A). If this is not
the case than either sx,ρ = 0 for all ρ ∈ Rx (in which case x ∈ k(A) again), or
there is at least one reaction ρ with sx,ρ 6= 0. Since J is stationary with Jρ > 0
for all ρ, in particular those with sx,ρ < 0, it follows that there is at least one
reaction τ ∈ RA with sx,τ > 0 (otherwise J could not be stationary). In this
last case x ∈ p̃′(A). �

The construction of m(A) is somewhat unsatisfactory because it does not
distinguish between those species which can be sustainably produced from the
set A and it does not consider those by-products that are produced outside of
A. Such a modified concept would be of particular interest e.g. in the context
of metabolic networks.

Let us say that x ∈ X is stationarily produced from A if there is a stationary
flux vector J (w.r.t. ŜA) such that Jψx > 0, i.e., if the stationary flux produces
an excess of x that we have to remove using the outflux reaction ψx in order to
maintain balance. Note that we do not require each reaction with x ∈ domρ
to have non-zero flux here. In fact, e.g. in the context of metabolic networks
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it makes sense to assume that we can “switch off” certain reaction channels.

Now define s(A) as the set of all species that are stationarily produced from
A. It is easy to show that there is a stationary flux vector that simultaneously
produces all x ∈ s(A): For each x ∈ s(A), find a flux vector Jx that produces
x and take a strictly positive convex combination J∗ of these vectors. Clearly
J∗ is again a stationary flux vector on A and by construction Jψx > 0 for all
x ∈ s(A). The set of all such stationary flux vectors froms a cone Ks.

By construction, x ∈ s(A) implies that there is at least one reaction ρ ∈ RA

that produces x, i.e., sρ,x > 0 for some ρ ∈ RA. Consequently, s(A) ⊆ p̃′(A).

An even stronger requirement on the flux vectors is to assume that there is
inevitably a loss in all species that are produced. Formally, this means

Jψx > 0 for all x ∈
⋃

ρ:Jρ>0

imgρ (14)

Let s∗(A) be the set of all x ∈ X such that there is a stationary flux vector
J on A satisfying conditions (14). By the same argument as above there is a
stationary flux vector J∗ satisfying (14) and Jψx > 0 for all x ∈ s∗(A) and an
associated cone Ks∗. By construction, Ks∗ ⊆ Ks. This implies s∗(A) ⊆ s(A).

It is sometimes convenient to consider only those species x that are stationarily
produced within a set A, i.e., x ∈ A∩ s(A). Clearly, any such species can also
be maintained within A. Thus we have A ∩ s(A) ⊆ m(A).

Let us summarize the mutual relationships of the set functions defined so far:

Theorem 2 For all A ⊆ X we have the following system of inclusions:

A ∩ s(A) ⊆ m(A) ⊆ p̃(A) ⊆ p(A)

⊆ ⊆

s∗(A) ⊆ s(A) ⊆ p̃′(A) ⊆ p′(A)

6 Isotonic and Non-Isotonic Functions

One of the most basic (and desirable) properties of set-valued set-functions is
isotony:
A function u : P(X) → P(X) is isotonic if A ⊆ B implies u(A) ⊆ u(B).

Theorem 3 p′, p̃′, s and s∗ are isotonic functions.
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Fig. 6. Illustration of the set-valued set-functions m, s and s∗ for the set
A = {u, v,w, x, y, z}. The reaction network is essentially the one from Fig 5 with
the additional reaction ρ4. The species x and v are not maintainable. The set of
selfmaintaining chemical species is m(A) = {u,w, y, z}. If outflow is applied to the
produced species in the set A the set of maintainable species reduces to the set of
stationary produced species s(A) = {u}. If outflow is applied to all species in A the
set of stationary produced species reduces to s∗ which in this case is the empty set.

Proof: It is easy to see that p′ is isotonic. If x ∈ p′(A) then there here is a
reaction ρ with domρ ⊆ A and x ∈ imgρ. It follows that domρ ⊆ B and hence
x ∈ p(B). An analogous argument works for p̃′.

In order to show the analogous results for s and s∗ we need to make sure that
enlarging the subset A does not interfer with the stationary flux vectors. The
following diagram shows the structure of the modified stoichiometric matrix
ŜB. The diagonal block at the right hand side denotes the outflux reactions
ψx for each x ∈ X with entry −1.

ŜB =
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ΨX

A

B

X
0

0

RB

RA

(15)

We see that ŜA is a submatrix of ŜB with a very simple structure: the columns
representing the non-outflux reactions in RB \ RA are missing, otherwise the
two matrices coincide. A solution of ŜAJ = 0 thus has a corresponding solution
ŜBJ

′ = 0, where J ′ is obtained from J by adding 0-entries to the RB \ RA-
coordinates; otherwise J and J ′ are identical. Clearly, we have Jρ > 0 only
for reactions with domρ ∈ A ⊂ B (except for outflux reactions), this J ′ is a
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stationary flux vector on B. Since J and J ′ coincide on the outflux reactions,
we have conclude that x ∈ s(A) implies x ∈ S(B).

Furthermore, if J satiesfies (14), so does J ′, and hence x ∈ s∗(A) implies
x ∈ s∗(B). �

In contrast, however, p, p̃, and m are not isotonic in general. As a counterex-
ample, consider the following situation: Suppose there is x ∈ A such that
x /∈ domρ for all ρ ∈ RA. For any flux vector J satisfying the conditions in the
definition of m above we have (SJ)x = 0 and hence x ∈ m(A) ⊆ p̃(A) ⊆ p(A).
Assume furthermore, that there is a single reaction θ ∈ RB for some B satis-
fying A ⊂ B that consumes x, i.e., x ∈ domθ. Furthermore, suppose x /∈ imgθ.
Clearly, x /∈ p(B) and hence also not in p̃(B), which in turn implies x /∈ m(B).
It follows in particular that p(A) 6⊆ p(B), p̃(A) 6⊆ p̃(B) and m(A) 6⊆ m(B).

A reaction network (X,R) is a flow systems if for each x ∈ X, there is an
outflux reaction ψx. It follows immediately, that k(A) = ∅ and ŜA = SA for
all A ∈ P(X).

Lemma 4 Let (X,R) be a flow systems. Then m : P(X) → P(X) is isotonic.

Proof: By construction there is a flux vector J satisfying SAJ = 0, Jρ > 0
for all ρ ∈ RA in particular Jψx > 0 for all x ∈ m(A). Now consider m(B).
Analogously, there is a flux vector J ′ satisfying SBJ

′ = 0. Now construct a
flux vector J∗ such that J∗

ρ = J + ρ + εJρ for all ρ ∈ RB with the exception
of the outflux reactions ψx with x ∈ m(A). The flux through the latter is
adjusted such that stationarity is maintained. For small enough ε, this can be
achieved such that J∗

ψx
> 0. It follows that m(A) ⊆ m(B). �

Theorem 4 Let (X,R) be a flow systems. Then A is self-maintaining if and
only if A ⊆ s(A).

Proof: In a flow system, any stationary flux vector on A satisfying (SAJ)x =
0 for all x ∈ A and Jψx > 0 can be modified to satisfy also Jρ > 0 for all ρ ∈ RA

by reducing the outfluxes Jψx in return. Choosing Jρ small enough this can
clearly be done in such a way that the that Jψx > 0. Thus, if A ⊆ s(A) we
have also m(A) = A. The converse is obvious. �

We remark that this result also holds for flow systems with permanent molecules
[16].

Lemma 5 Let (X,R) be a flow systems. Then for all A, s(A) ∩A = m(A).

Proof: In general, a stationarily produced molecule is also maintainable in
A, i.e., A∩s(A) ⊆ m(A). It remains to be shown that in a flow system a main-
tainable molecules in A is stationarily produced in A: In a flow system there is

13



an outflux reaction ψx for every molecule x ∈ A. If a molecule is maintainable,
this outflux reaction can be compensated (i.e., there is a stationary flux vector
J with Jψx > 0). Therefore the molecule is also stationarily produced. �

7 Generalized Topologies

The connection of our exposition so far and the framework of (point set)
topology is the — maybe surprising — fact that some meaningful topological
concepts can already be defined on a set X endowed with an arbitrary set-
valued set-function. This section summarizes, and in part slighly extends,
results by Day [14], Hammer [29, 36] and Gni lka [31] on such structures.

Let X be an arbitary set and let cl : P(X) → P(X) be an arbitrary set-valued
function. We shall see that it is fruitful to interpret cl as a closure function
on X; hence we call cl(A) is the closure of the set A. The dual of the closure
function is the interior function int : P(X) → P(X) defined by

int(A) = X \ cl(X \ A) (16)

Given the interior function, we obviously recover the closure as cl(A) = X \
(int(X \ A)). Note that the distinction of closure and interior is completely
arbitrary in the absence of additional conditions.

The most immediate connection between chemical organizations and topolog-
ical concepts is provided by the “closure” function C(A) defined in [16], and
denoted GCL( . ) in this paper.

On the other hand, we might as well use any of the set-valued set-functions
defined in the previous sections to capture the topologial structure of a chem-
ical reaction network. We argue that the most natural choice is the closure
function

cl(A) = p(A) ∪A = p̃(A) ∪A = p′(A) ∪ A = p̃′(A) ∪ A . (17)

Indeed, cl(A) describes the state of the chemical system after the products
obtainable from A have been produced but before the original material has
been used up completely. It is easy to check that cl is isotonic and enlarging.

The function cl also has an easy relation with the “closure” C(A): By construc-
tion A ⊆ C(A). Since C(A) is closed, it must contain also everything that can
be generated from A, i.e., p(A) ⊆ C(A), and hence cl(A) ⊆ C(A). But this im-
plies that C(A) = C(cl(A)) Repeating the argument, we see cl

n(A) ⊆ C(A) for
all n. In the case of infinite sets, n may be any ordinal number. It can be proved
that there is in general a smallest ordinal number η such that cl

η(A) = C(A).
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The closure function cl is implicitly used in the “generate closure” operator in
[16].

In topological theory, a set A ∈ P(X) is closed if A = cl(A) and open if
A = int(A). Clearly, A is closed if and only if A = C(A). A set A is open if
its complement X \ A is closed. In contrast to “classical” topology, open and
closed sets do not define the structure of our chemical universe. Nevertheless,
the define of course interesting subsets.

Alternatively, we could use i(A) = p̃(A)∩A as an interior function. (Note that
i(A) and cl(A) are in general not duals!). In the resulting topological structure,
semi-self-maintaining sets correspond to open sets. Repeated application of i
eventually (after a finite number of steps in finite sets) leads to an idempotent
interior function I(A) = iη(A). In consistent reaction systems, I(A) defines
the largest semi-self-maintaining set contained in A. In this structure, semi-
self-maintaining sets are exactly the open sets in (X, i).

Both the idempotent closure C and the idempotent interior I are used in
explicitly in [16] as a means to generate “closed” and semi-self-maintaining
sets. In fact, cl and i are used implicitly to computationally construct C and
I, respectively.

Interestingly, any extended topology (isotonic space) can be seen as a “combi-
nation” of an expanding and a contracting isotonic function, i.e., as a closure
and an interior function defining two different neighborhood spaces:

Lemma 6 Let u : P(X) → P(X) and v : P(X) → P(X) be a two isotonic
functions such that u(A) ⊆ A ⊆ v(A) and let w(A) = u(A)∪ [v(A) \A]. Then
u(A) = w(A) ∩ A and v(A) = w(A) ∪A.

Proof: Direct computation. �

Let cl and int be a closure function and its dual interior function on X. Then
the neighborhood function N : X → P(P(X)) assign to each point x ∈ X the
collections

N (x) =
{

N ∈ P(X)
∣

∣

∣x ∈ int(N)
}

(18)

of its neighborhoods. Closure and neighborhood are equivalent [14]. More pre-
cisely:

x ∈ cl(A) ⇐⇒ (X \ A) /∈ N (x) and x ∈ int(A) ⇐⇒ A ∈ N (x) (19)

Let c′ and c′′ be two generalized closure operators on X. We say that c′ is finer
than c′′, c′ � c′′, or c′′ is coarser than c′ if c′(A) ⊆ c′′(A) for all A ∈ P(X).
Note that c′ � c′′ and c′ � c′′ implies c′ = c′′.
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N(x) = {x}

N(y) = {y}

N(z) = {z}

N(u) = {u, z}

N(v) = {{v, x}, {v, y}}

N(w) = {{w, x}, {w, y}}

zy

w v

x

u

Fig. 7. Minimal neighbohoods for each of the species i ∈ {x, y, z, u, v, w} in a reaction
network compose of two “elementary” reactions (bold arrows) and a super-reaction
(dashed arrows) which performs the same chemical transformation as the superpo-
sition of the two elementary reactions. By definition, all supersets of neighborhoods
are also neighborhoods. In contrast to graphs, the minimal neighborhoods are not
unique. For instance, w has the two minimal neighborhoods {w, x} and {w, y}.

A function f : (X, cl) → (Y, cl) is

closure preserving if for all A ∈ P(X) holds f(cl(A)) ⊆ cl(f(A));

continuous if for all B ∈ P(Y ) holds cl(f−1(B)) ⊆ f−1(cl(B)).

It is obvious that the identity ı : (X, cl) → (X, cl) : x 7→ x is both closure-
preserving and continuous since ı(cl(A)) = cl(A) ⊆ cl(A) = cl(ı(A)). Fur-
thermore, the concatenation h = g(f) of the closure-preserving (continuous)
functions f : X → Y and g : Y → Z is again closure-preserving (continuous).

Let (X, cl) and (Y, cl) be two sets with arbitrary closure functions and let
f : X → Y . Then the following conditions (for continuity) are equivalent, see
e.g. [32, Thm.3.1.]:

(i) cl(f−1(B)) ⊆ f−1(cl(B)) for all B ∈ P(Y ).
(ii) f−1(int(B)) ⊆ int(f−1(B)) for all B ∈ P(Y ).
(iii) B ∈ N (f(x)) implies f−1(B) ∈ N (x) for all B ∈ P(Y ) and all x ∈ X.

Conditions (iii) can used as a definition of continuity at as each individual
point x ∈ X.

The notation of a neighborhood for an individual point can be extended nat-
urally to sets: Let A ∈ P(X). A set V is a neighborhood of A, in symbols
V ∈ N (A) if V ∈ N (x) for all x ∈ A. Obviously, N ({x}) = N (x).

Lemma 7 For all V,A ∈ P(X) we have V ∈ N (A) iff and only if A ⊆ int(V ).
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Table 1
Basic axioms for Generalized Topologies.
The properties below are meant to hold for all A,B ∈ P(X) and all x ∈ X, respec-
tively.

closure interior neighborhood

K0’ ∃A : x /∈ cl(A) ∃A : x ∈ int(A) N (x) 6= ∅

K0 cl(∅) = ∅ int(X) = X X ∈ N (x)

K1 A ⊆ B =⇒ cl(A) ⊆ cl(B) A ⊆ B =⇒ int(A) ⊆ int(B) N ∈ N (x) and N⊆N ′

isotonic, cl(A ∩B) ⊆ cl(A) ∩ cl(B) int(A) ∪ int(B) ⊆ int(A ∪ B) =⇒

monotone cl(A) ∪ cl(B) ⊆ cl(A ∪B) int(A ∩ B) ⊆ int(A) ∩ int(B) N ′ ∈ N (x)

KA cl(X) = X int(∅) = ∅ ∅ /∈ N (x)

KB A ∪B = X =⇒ A ∩ B = ∅ =⇒ N ′, N ′′ ∈ N (x) =⇒

cl(A) ∪ cl(B) = X int(A) ∩ int(B) = ∅ N ′ ∩N ′′ 6= ∅

K2 A ⊆ cl(A) int(A) ⊆ A N ∈ N (x) =⇒ x ∈ N

expansive

K3 cl(A ∪B) ⊆ cl(A) ∪ cl(B) int(A) ∩ int(B) ⊆ int(A ∪ B) N ′, N ′′ ∈ N (x) =⇒

sub-linear N ′ ∩N ′′ ∈ N (x)

K4 cl(cl(A)) = cl(A) int(int(A)) = int(A) N ∈ N (x) ⇐⇒

idempotent int(N) ∈ N (x)

K5 N (x) = ∅ or ∃N(x) :

additive
⋃

i∈I

cl(Ai) = cl

(

⋃

i∈I

Ai

)

⋂

i∈I

int(Ai) = int

(

⋂

i∈I

Ai

)

N ∈ N (x)

⇐⇒ N(x) ⊆ N

Almost all approaches to extend the framework of topology at least assume
that the closure functions are isotonic, or, equivalently, that the neighborhoods
of a point form a “stack”, see e.g. [8, 14, 31, 35, 36]. The importance of isotony
is emphasized by several equivalent conditions, see e.g. [36, Lem.10]:

(K1) A ⊆ B implies cl(A) ⊆ cl(B) for all A,B ∈ P(X).
(K1ı) cl(A) ∪ cl(B) ⊆ cl(A ∪ B) for all A,B ∈ P(X).
(K1ıı) cl(A ∩ B) ⊆ cl(A) ∩ cl(B)

A (not necessarily non-empty) collection F ⊆ P(X) is a stack if F ∈ F and
F ⊆ G implies G ∈ F . Let us write S(X) for the set of all stacks. It is
important to distinguish the empty set ∅ ∈ P(X) and the empty stack ∅ ⊆
P(X). There is a condition equivalent to (K1) in terms of the neighborhood
function: The closure functions cl is isotonic if and only if N (x) is a stack for
all x ∈ X.

Kuratowski’s axioms for the closure function of a topological [51] may be seen
as specializations of the very general closure functions that we have considered
so far:
Let (X, cl) be a generalized closure space and consider the following properties
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Table 2
Axioms for various types of closure functions.
Defining axioms are marked by •, further properties that implied are marked by ◦.

Axiom c
l(
∅)

=
∅

A
⊆

B
=
⇒

c
l(
A

)
⊆

c
l(
B

)
is

ot
on

ic

A
⊆

c
l(
A

)
en

la
rg

in
g

c
l(
A
∪

B
)
⊆

c
l(
A

)
∪

c
l(
B

)
su

b
-l

in
ea

r

c
l(
c
l(
A

))
=

c
l(
A

)
id

em
p

ot
en

t

c
l(
⋃

i
A
i)

=
⋃

i
c
l(
A
i)

ad
d

it
iv

e

Ref.

Extended Topology • • [36]

Brissaud • • [8]

Neighborhood space • • • [38]

Closure space (•) • • • [62]

Smyth space • • • [61]

Binary relation • ◦ ◦ • [9, 52]

Pretopology • • • • [10]

Topology • • • • •

Alexandroff space • ◦ • ◦ •

Alexandroff topology • ◦ • ◦ • • [1]

of the closure function for all A,B ∈ P(X).

(K0) cl(∅) = ∅.
(K1) A ⊆ B implies cl(A) ⊆ cl(B) (isotonic).
(K2) A ⊆ cl(A) (expanding).
(K3) cl(A ∪ B) ⊆ cl(A) ∪ cl(B) (sub-additive).
(K4) cl(cl(A)) = cl(A) (idempotent).
(K5)

⋃

i∈I cl(Ai) = cl(
⋃

i∈I Ai) (additive).

The conditions in each row of table 1 are equivalent.

Different combinations of these axioms define topological structures that have
been studied to various degrees in the literature; table 2 summarizes the best
known ones.

Dikranjan et al. [15] show that the class of generalized closure space (X, cl)
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satisfying (K0), (K1), (K2), and (K4) form a topological category. It is well
known that the Čech closure spaces, which satisfy (K0), (K1), (K2), and (K3),
are identical to the pretopological spaces which also form a topological cate-
gory, see e.g. [56].

An extensive textbook by Eduard Čech [10] demonstrates that much of the
classical theory of point set topology remains intact in pretopological spaces,
i.e., when the assumption that the closure is idempotent is dropped. As a
consequence, the notions of open and closed sets play little actual role in this
theory — quite in contrast to usual way this mathematical theory is taught.

Further generalization have received much less attention. In neighborhood
spaces, for example, much of the hierarchy of separation axioms is still intact
[65], while other important results, such as Urysohn’s lemma, fail [69]. As we
shall see in the following section, one has to be even more careful in the case
of isotonic spaces.

8 Connectedness

Topological connectedness is closely related to separation. Two sets A,B ∈
P(X) are semi-separated if there are neighborhoods N ′ ∈ N (A) and N ′′ ∈
N (B) such that A ∩ N ′′ = N ′ ∩ B = ∅; they are separated if if there are
neighborhoods N ′ ∈ N (A) and N ′′ ∈ N (B) such that N ′ ∩N ′′ = ∅.

A set Z ∈ P(X) is connected in a space (X, cl) if it is not a disjoint union of
a nontrivial semi-separated pairs of sets A,Z \ A, A 6= ∅, Z.

For proofs of the statements in this paragraph we refer to the supplementary
material of [64]. If (X, cl) is isotone then A and B are semi-separated if and
only if cl(A)∩B = A∩cl(B) = ∅. Connectedness in isotonic spaces can thus be
characterized by the Hausdorff-Lennes condition: A set Z ∈ P(X) is connected
in an isotonic space (X, cl) if and only if for each proper subset A ⊆ Z holds

[cl(A) ∩ (Z \ A)] ∪ [cl(Z \ A) ∩ A] 6= ∅ (20)

The collection of connected sets satisfies the following three properties in iso-
tonic spaces [34]:

(c1) If Z consists of a single point, then Z is connected.
(c2) If Y and Z are connected and Y ∩ Z 6= ∅ then Y ∪ Z is connected
(c3) If Z is connected, then cl(Z) is also connected.

There have been several attempts to use connectedness as the primitive notion
in topological theory [37, 39, 74].
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This topological notion of connectedness nicely coincides with the notion of
connectedness in directed graphs: In this case cl(A) is the set of out-neighbors
of the vertices x ∈ A plus A itself. Thus A is connected unless there is a non-
trivial bi-partition A′, A′′ of A without an arrow pointing from A′ to A′′ or
vice versa. It has severe shortcomings, however, in more general neighborhood
spaces. Intuitively, one would like to consider subspaces of (X, p) that are
spanned by a single reaction as connected. This is in general not the case,
however. Consider X = {u, v, x, y} with a single reaction ρ : u + v → x + y.
One easily checks that A = {u, x} and Ā = {v, y} form a semi-separation,
hence X is not connected, see also Fig. 8. Topological connectedness is thus
too restrictive in the context of chemical reaction networks.

Another natural notion of connectedness derives from the hypergraph repre-
sentation [68, 76] of (X,R): We might say that a set is “graphically connected”
if it is connected in the “substrate graph” of (X,R) [72], which is obtained
by connecting two molecules x and y whenever they are involved in the same
reaction ρ, i.e., {x, y} is an edge if and only if there is a reaction ρ such that
{x, y} ⊆ domρ∪ imgρ. This notion of connectedness, however, does not really
seem very useful, since it is easy to construct quite large graphically connected
sets on which not a single reaction is possible. To see this, we consider the
following construction. We start from

Bx =
⋃

ρ:x∈domρ

(domρ ∪ imgρ) (21)

and remove molecules y 6= x until domρ 6⊆ B′ for any ρ. By construction,
each y ∈ B′ is connected to x in the substrate graph, thus B′ is graphicall
connected. In general, B′ can be a very large set.

As a middle ground we propose to consider a more restrictive notions of sep-
aration between sets. This concept then implies a less restrictive notion of
connectedness.

We say that A,B ∈ P(X) are productively separated if for all Z ⊆ A∪B holds
(1) cl(Z ∩A) ∩ B = ∅ and cl(Z ∩ B) ∩ A = ∅
(2) cl(Z) = cl(Z ∩A) ∪ cl(Z ∩ B).
If (X, cl) is an isotonic space, then A and B are semi-separated if condition
(1) holds for all Z ⊆ A ∪ B. (To see this observe that isotony implies that
(1) is true for all Z ⊆ A ∪ B whenever it is true for Z = A ∪ B.) Condition
(2) becomes trivial in additive spaces. In non-additive spaces, however, (2)
encapsulates an important property: From two productively separated sets we
cannot produce anything that we cannot obtain from the individual sets. In
terms of our chemical networks, there are no reaction products that we can
obtain only by mixing A and B.

Lemma 8 Suppose A and B are productively separated in an isotonic space
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U
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U x y

Fig. 8. Illustration of the concepts seperated, semiseperated and productivly con-
nected.(left chart) The reaction network is seperated although from a graph the-
oretical view point the network is connected. This classification makes sense since
in a chemical sense nothing new is gained by the super reaction (dashed arrows)
which holds the network graph theoretically together.(chart middle) The reac-
tion network is semi-seperated. (right chart) The reaction network is productively
connected with respect to p′ since somthing new is produced from the union of
the subsets (p′({x}) = p′({y}) = p′({x}) ∪ p′({y}) = ∅ and p′({x} ∪ {y}) = {y}).
With respect to p the reaction network is not productively connected because noth-
ing new can be produced that was not already part of one of the two subsets
(p({x}) = {x}, p({y} = {y} and p({x}) ∪ p({y} = p({x} ∪ {y}) = {x, y}).

(X, cl). Let A′ ⊆ A and B′ ⊆ B be non-empty. Then A′ and B′ are also
productively separated.

Proof: Follows directly from the definition (choosing Z = A′ ∪B′). �

It is now natural to call a set Z productively connected if it cannot be decom-
posed into two non-empty subsets Z ′ and Z ′′ = Z \ Z ′ with Z ′ ∩ Z ′′ = ∅ that
are productively separated. In general, if Z is connected, then it is also pro-
ductively connected. In pretopological spaces (and in particular in digraphs),
semi-separation and productive separation coincide, hence Z is productively
connected if and only if it is connected in this case.

The following lemma shows that productive connectedness matches much
closer our intuition of a “connected” reaction network. Indeed, most individual
reactions correspond to connected sets:

Lemma 9 Consider a chemical universe (X, {ρ}) with domρ∪ imgρ = X and
domρ 6= X. Then (X, {ρ}) is productively connected w.r.t. the closure function
p.

Proof: Consider a proper split {A, Ā} of X, i.e., A ∪ Ā = X, A ∩ Ā = ∅,
and both A and Ā are non-empty. We can distinguish two major cases: (i)
domρ ⊆ A and (ii) imgρ\A and A\ imgρ are both non-empty. The third case,
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A ∩ imgρ = ∅, reduces to case (i) by exchanging A and Ā.
Case (i): we have X = p(domρ) ⊆ p(A), i.e., p(A)∩ Ā 6= ∅, and hence the split
{A, Ā} is not a semi-separation of X.
Case (ii): we have p(A) = A and p(Ā) = Ā, i.e., the split {A, Ā} is a semi-
separation. There is, however, Z = domρ such that p(Z ∩A) = Z ∩A, p(Z ∩
Ā) = Z ∩ Ā, and hence p(Z ∩ A) ∪ p(Z ∩ Ā) = Z. On the other hand,
p(Z) = X. By assumption, Z 6= X. Thus the split {A, Ā} is not productive
semi-separation of X.
It follows that (X, {ρ}) does not admit a productive semi-separation w.r.t. p,
hence it is productively connected w.r.t. to p. �

Note that (X, {ρ}) is in general not connected w.r.t p if imgρ ⊆ domρ = X,
Fig. 8.

It seems natural to call a reaction “topologically elementary” if (i) imgρ 6⊆
imgρ and (ii) there is no other reaction ρ′ with domρ′ ∪ imgρ′ ⊆ domρ∪ imgρ
with the exception of the reverse reaction ρ′ = ρ̄. The following theorem shows
that productively connected sets can be built up from overlapping “topo-
logically elementary” reactions. It will be an interesting question to charac-
terize the connected sets that are spanned by individual topologically non-
elementary reactions.

Theorem 5 In neighborhood spaces, productive connectedness has the follow-
ing properties:

(c1) If Z consists of a single point, then Z is productively connected.
(c2) If Y and Z are productively connected and Y ∩Z 6= ∅ then Y ∪Z is connected
(c3) If Z is productively connected, then cl(Z) is also productively connected.
(c4) Let {Zi|i ∈ I} be an arbitrary collection of connected sets such that

⋂

i∈I Zi 6=
∅. Then W :=

⋃

i∈I Zi is connected.

Proof: Property (c1) is trivial since there is no non-trivial partition.
Suppose that Y ∪ Z can be decomposed into two non-empty productively
separated sets P and Q. By Lemma 8 P ∩ Y and Q∩ Y are also productively
separated unless one of the intersections is empty. Since Y is assumed to be
productively connected, we have to assume that one of the intersections is
empty. The same argument can be made for Z. Thus the only possibility is
Y ⊆ P and Z ⊆ Q (or vice versa). On the other hand, we have Y ∩ Z = ∅. It
follows that Y ∪ Z must be productively connected.
A similar argument shows that cl(Y ) is connected. Again, suppose CA = P∪Q
for two productively separated sets P and Q. In a neighborhood space, Y ⊆
cl(Y ). Thus P ∩ Y and Q∩ Y are semiseparated unless one of them is empty.
It follows that either Y ⊆ P or Y ⊆ Q. But then either cl(P ) or cl(Q) contains
cl(Y ) by isotony, i.e., either Q or P is empty, a contradiction. Hence cl(Y ) is
productively connected.
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Suppose W is not connected. Then there is a productive separation W =
W ′∪̇W ′′ with nonempty sets W ′ and W ′′. Observe that in this case Z ′

i =
Zi ∩W ′ and Z ′

i = Zi ∩W ′ for a productive separation of Zi unless either Z ′
i

or Z ′′
i is empty. By construction, there is a point z ∈ Zi for all i ∈ I. W.l.o.g.

we may assume z ∈ W ′. This implies Z ′′
i = ∅ and hence Zi ⊆ W ′ for all i,

and hence W ′′ = ∅, contradicting the assumption that W admits a productive
separation. Therefore, W is connected. �

It follows immediately that for each set A and each point x ∈ A the connected
component A[x] of A that contains x is well defined:

A[x] =
⋃

{

A′ ⊂ A|x ∈ A′ and A′ is connected
}

(22)

We see that productive connectedness provides an generalization of the usual
notion of connectedness in neighborhood spaces that has the same convenient
mathematical properties and a more intuitive interpretation. Since the two
concepts coincide for the much better studies pretopological and topological
spaces, one might argue that productive connectedness is the most natural
notion of connectedness in neighborhood spaces.

9 Conclusion and Outlook

We have shown here how the stoichiometric picture of a chemical reaction net-
work can be interpreted within the framework of point-set topology. Specifi-
cally, we consider a set of molecular species a (generalized) topological space,
whose structure is determined by mutual accessibility via chemical reactions.
The translation of concepts from chemical reaction network theory to this
much more abstract mathematical framework gives access to a rich “language”
and a collection of concepts – including connectedness (a focus in this study),
compactness, convergence, regularity, and uniformity — that have been de-
veloped and explored by mathematicians for more than a century. We have
demonstrated here in some detail how these topological notions can be trans-
lated back to the concrete case of chemical reaction networks. As our under-
standing of structural properties of large-scale chemical networks is still in
its infancy, it remains an interesting research agenda to explore the chemi-
cal meaning of these abstract concepts in chemical reaction network theory.
The same basic mathematical theory describes e.g. search spaces in molecular
evolution as well as in combinatorial optimization settings that use complex
search operators such as cross-over [67].

The basic “building blocks” of the topological approach are set-valued set-
functions that describe which molecules can be generated from a given seed
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set of compounds. These functions implictly arrange the “chemical universe”
is a way that places molecules close to each other if they can interconverted
by applying few elementary reactions. Chemical organization theory [16] nat-
urally can be re-formulated in the topological language, with organization
taking on the role of appropriately defined closed sets.

The reformulation of chemical organization theory in topological terms and
the theorems derived here have also practical implications. The definition of
self-maintenance in terms of a set-valued set function highlights algebraic
properties of this functions that in turn suggest novel avenues for algorith-
mic improvements. For instance, our results show that self-maintenance can
be verified by checking check each molecule separately whether is is maintain-
able, instead of trying to find a flux vector that maintains all molecules at
once. Even if this does not lead to faster algorithms, we might use the con-
cepts of maintainable (and stationarily produced) as a measure of the degree
of maintainability of a set of molecules. For instance, the relative size of the
set of stationarily produced molecules can be taken as a structural measure
of robustness of an organization, because stationarily produced molecules can
be regenerated when destroyed. Furthermore we can take the new concepts to
explain why a set is not self-maintaining, by identifying those molecules that
are not maintainable.

The topological notion of neighborhood, separateness, and productively con-
nectedness are rather abstract and yet difficult to comprehend intuitively from
a biochemists point of view. Nevertheless we have shown that they lead to
rather natural or at least interesting characterizations of the structure of a
network. A challenging task will be to find their right interpretations and
application range, which will be a perquisite to make the theory accessible
through software tools.

Network comparison and network alignment are interesting potential applica-
tion area of our approach. Forst et al. [27] have shown that the extension of set
algebra to chemical reaction networks opens the route for the identification of
distinct metabolic features in two sets of organisms. Yet it is unclear if this
has also interesting consequences in the topological framework.

The topological interpretation of chemical reaction networks and their organi-
zations emphasizes the distinction between structural and dynamical proper-
ties since dynamics has to be understood as a process living on the underlying
topological structures. Exploring the relation of structural features of the net-
work to dynamical properties — as it has been done for chemical organizations
([16], Theorem 1) — has been identified an important element of future re-
search. For instance, Feinberg and collaborators [12] recently characterized
those mass-action networks that can support bi-stable behavior on the basis
of structural features of the “species reaction graph”. It will be interesting to
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see if their results have a natural topological interpretation as well.

As sketched above, there are various open problems, which cumulate into
the fundamental question how topological properties are related to dynamical
behavior, or vice versa, how observed dynamics can be explained in terms of
local topological properties of the network.
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[1] P. Alexandroff. Diskrete Räume. Math. Sb. (N.S.), 2:501–518, 1937.

[2] R. J. Bagley and J. D. Farmer. Spontaneous emergence of a metabolism. In
C. G. Langton, C. Taylor, J. D. Farmer, and S. Rasmussen, editors, Artificial
Life II, Santa Fe Institute Studies in the Sciences of Complexity, pages 93–141,
Redwood City, CA, 1992. Addison-Wesley.

[3] W. Banzhaf, P. Dittrich, and B. Eller. Self-organization in a system of binary
strings with spatial interactions. Physica D, 125:85–104, 1999.
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[5] G. Benkö, C. Flamm, and P. F. Stadler. Generic properties of chemical
networks: Artificial chemistry based on graph rewriting. In W. Banzhaf,
T. Christaller, P. Dittrich, J. T. Kim, and J. Ziegler, editors, Advances in
Artificial Life, volume 2801 of Lecture Notes in Computer Science, pages 10–20,
Heidelberg, Germany, 2003. Springer-Verlag. Proceedings of the 7th European
Conference of Artifical Life, ECAL 2003, Dortmund, Germany, September 14-
17, 2003, Proceedings.
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[8] M. M. Brissaud. Les espaces prétopologiques. C. R. Acad. Sc. Paris Ser. A,
280:705–708, 1975.
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