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#### Abstract

This dissertation presents several synchrotron-based biomedical X-ray imaging projects involving bent Laue silicon (Si) crystals.

Log-spiral bent Laue analyzers (BLA) were made from $20 \mu m$ thick Si crystals to map manganese (Mn) fluorescence in the X-ray fluorescence (XRF) imaging of the human brain with Parkinson's disease (PD). The BLA improved Mn specificity in XRF imaging and achieved a Mn detection limit of 0.5 mM concentration and an energy resolution of 34.5 eV .

A novel method of three dimensional (3D) confocal XRF imaging of iodine was designed based on the one dimensional (1D) focusing ability of a log-spiral BLA made from $175 \mu \mathrm{~m}$ thick Si crystals. Combined with a pencil beam or a two dimensional (2D) focused beam, a 3D voxel of $100 \times 100 \times 124 \mu m^{3}$ could be used to probe the 3D elemental mapping of a sample.

A cylindrical bent Laue monochromator (BLM) was made from $600 \mu m$ thick Si crystals to simultaneously prepare three beams for the three-energy K-Edge Subtraction (KES) imaging and KES Computed Tomography (CT). A novel three-beam chopper was made as the first beam chopper for fast switching among the three beams. The three-energy KES imaging was successfully used to track uptake of injected iodine with time in a live mouse. The first simultaneous dual-energy KES imaging and the first KES CT imaging were successfully performed in Canada at the Biomedical Imaging and Therapy (BMIT) beamline.

A novel rat head restraint and its corresponding field flatteners were constructed using a rapid-prototyping machine for the KES project based on CT scan data of a rat. This type of animal restraint worked well to immobilize the animal and holds great promise in improving the


image quality and repeatability while reducing stress on experimental animals. The field flattener improved the signal-to-noise ratio (SNR) of the image at a cost of raised maximum exposure to some regions of the subject and reduced anatomical information in the images. In animal imaging applications, this method holds great promise to visualize low concentrations of contrast agents.

Another cylindrical BLM was made to perform the novel Near Edge Spectral Imaging (NESI) and NESI CT. It showed high sensitivity for iodine with a measured detection limit of 2 $\mu \mathrm{g} / \mathrm{cm}^{2}$ and a slightly better SNR performance than conventional KES imaging. The overwhelming impact of NESI is that it will bring together contrast imaging and elemental speciation imaging through X-ray Absorption Near Edge Structure (XANES) and Extended Xray Absorption Fine Structure (EXAFS) analysis which have been totally different realms.
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## Chapter 1 Introduction

### 1.1 Overview

Bent Laue silicon (Si) crystals have been used as X-ray optics for a variety of applications at synchrotron facilities and laboratories worldwide. The major advantages of the bent Laue crystal include the high imaging flux due to the focusing and increased integrated reflectivity, large solid angle of diffraction due to bending, good system stability and tolerance in diffraction and alignment due to the flat top reflectivity within the widened reflectivity bandwidth. The most common use is as a focusing monochromator to provide high imaging flux of monochromatic beam for imaging purposes, such as a cylindrical bent Laue monochromator (BLM) for coronary angiography [Suo88, Suo93], a cylindrical BLM for Multiple Energy Computed Tomography (MECT) [Ren97] and a sagittal focussing BLM [Zho01]. Another application is the use as an X-ray fluorescence analyzer in the Cauchois geometry [Cau32], such as a log-spiral bent Laue analyzer (BLA) for the Extended X-ray Absorption Fine Structure (EXAFS) detection [Zho99] and a log-spiral BLA for X-ray Absorption Spectroscopy (XAS) [Kar00].

This dissertation presents several synchrotron-based biomedical X-ray imaging projects involving bent Laue Si crystals. Four log-spiral BLAs were made from $20 \mu \mathrm{~m}$ thick $\operatorname{Si}$ (111) and Si (400) crystals to map manganese (Mn) fluorescence in X-ray fluorescence (XRF) imaging of the human brain with Parkinson's disease (PD). Two log-spiral BLAs were made from175 $\mu \mathrm{m}$ thick $\operatorname{Si}$ (111) crystals for a novel three dimensional (3D) confocal XRF imaging of iodine. A
cylindrical BLM was made from a $600 \mu \mathrm{~m}$ thick $\operatorname{Si}$ (511) crystal to simultaneously prepare three beams for three-energy K-Edge Subtraction (KES) imaging and KES Computed Tomography (CT) of a small animal with injected iodine. A novel three-beam chopper was made as the first beam chopper for fast switching among the three beams for this project. A novel rat head restraint and its corresponding field flatteners were rapid-prototyped based on the CT scan of a rat for the KES project as well. Another cylindrical BLM was made from a $600 \mu$ m thick $\operatorname{Si}$ (511) crystal to perform the novel Near Edge Spectral Imaging (NESI) and NESI CT of a mouse with injected iodine.

These bent Laue Si crystals were applied in several biomedical X-ray imaging modalities, K-Edge Subtraction imaging, Near Edge Spectral Imaging, X-ray fluorescence imaging and confocal XRF imaging. These imaging modalities are introduced in the following sections with literature reviews and project motivations.

### 1.2 K-Edge Subtraction Imaging

### 1.2.1 Conventional KES Imaging

The conventional KES [Rub85], also called dichromography or dual-energy subtraction imaging, is an imaging method that uses the logarithmic subtraction of two images taken above and below a contrast's edge energy to sort out the projected density images of two components, the contrast and the matrix material. The image contrast of KES relies on a huge jump (about 5.5 times for Iodine) in the X-ray absorption coefficient $\frac{\mu}{\rho}$ of the contrast material over its edge energy compared with a small change in the $\frac{\mu}{\rho}$ of the matrix material (about $0.7 \%$ change for water). Conventional KES provides better image quality and lower dose than the clinical angiography which takes an image after contrast medium injection and the temporal subtraction
practice which subtracts two images taken before and after the contrast medium injection [Ba103].

Since the first proposal in 1953 [Jac53], the synchrotron application of dual-energy KES has been widely used in coronary angiography, cerebral angiography, neurovascular intravenous angiography, bronchography, lung imaging, mammography, lymphatic imaging, brain tumor imaging and KES-CT [Zha09]. Many implementation methods for the dual-energy KES emerged from a time sequence method to simultaneous methods using either an X-ray tube or a synchrotron source.

The typical time sequence method using an X-ray tube as the source took images with and without a filter and/or at different X-ray tube voltages [Kel77, Ume92]. The typical synchrotron-based time sequence method used a double crystal monochromator to prepare a parallel beam of above or below the edge energy, one at a time. The double crystal monochromator could be two perfect crystals [Zha08] or a perfect crystal combined with a bent crystal [Zho97]. For the time sequence method, any misalignment or motion from a live organism during the energy switch period would produce motional image blurring in the subtracted images.

A simultaneous KES for an X-ray tube source used a flat Bragg crystal monochromator and a double slits collimator to prepare two beams of the above and below edge energy at the same time [Bal02]. Synchrotron-based simultaneous KES used a variety of crystal monochromators to prepare two beams of the above and below the edge energy at the same time and focus or cross them at the sample position. The crystal monochromator used could be two separate perfect crystal monochromators [Tho89], two separate bent crystal monochromators [Suo88, Il195] or a single bent crystal monochromator with a beam splitter [Suo93]. The
simultaneous KES avoids the motional image blurring especially for a living organism imaging system. The focusing monochromators gained greater photon flux within a smaller pixel size at a price of the cross-over artifact since the beam was not parallel through the sample.

### 1.2.2 Three-Energy KES Imaging

For the conventional dual-energy KES, one of the artifacts in the images comes from bone, which is discussed in detail in chapter 5.1.2. Bone produces negative pixel values in the contrast image, cuts down the amount of contrast material detected and thus impairs the ability to properly interpret the images. This is a severe artifact especially when the full body of an animal with thick bones is imaged. Another artifact for time sequenced KES is the motional image blurring arising from the movements of a live organism between the two images. Any misalignment will show up in the subtracted images and worsen the detectable limit of the contrast agent.

The problem with the dual-energy KES with the presence of bone is that the object was assumed to be composed of two materials, contrast and matrix material. To properly account for three components, a third imaging energy should be added to solve for contrast, matrix and bone material. There were several investigations of three-energy KES based on an X-ray tube source using three different tube voltages or three filters to take three images [Kel76, Rie81, Rie82]. Synchrotron-based three-energy KES was reported by R. H. Menk using a single crystal BLM, a beam splitter and a tin filter [Men97].

We developed a combined system of a BLM and a three-beam chopper to perform threeenergy KES at the BMIT at the CLS. The BLM diffracts an energy band of 268 eV above and below the iodine K-edge and focuses the beam (a line focus) on the sample. Right after the monochromator, the chopper sequentially prepares three energies for three images rapidly taken at each pixel. This X-ray imaging system not only allows a contrast image free of both artifacts,
but also produces an additional image of bone which has potential application for anatomy or even visualization of calcifications.

### 1.2.3 Three Beam Chopper

Beam choppers or beam switchers were used in X-ray imaging to redefine the beams for different purposes. The majority of the applications were to produce monochromatic X-ray pulses for dose control, heat load control or image quality, such as a rotating tunnel chopper [Oku98], a slotted chopper [Gem07] or an adjustable assembly of blades [Ren05]. Comparison among tunnel choppers, edge choppers and slotted choppers for producing monochromatic X-ray pulses were reported [Cam09]. Several applications of fast switching between the two beams were reported for dual-energy KES, such as a rotating slit (tunnel chopper) [Zem84] and twodrum (edge choppers) beam-switcher [Zem86]. For fast switching among three beams in threeenergy KES, none of the above beam choppers or beam switchers for manipulating one or two beams could be used.

A novel tunnel chopper for fast switching among three beams for three-energy KES was designed and built with tin bronze. During one revolution of the three-beam chopper, about $60^{\circ}$ opening time was achieved for each of the three beams which were $120^{\circ}$ apart. Since the chopper dimension was closely related to the three-beam heights after a BLM, a decision of three equal beam heights was made based on the optimization study of the three-beam heights and practical considerations. The design of the three-beam chopper, the material selection and the chopper assembly are presented in this dissertation.

### 1.2.4 Near Edge Spectral Imaging

Since the 1990s, X-ray spectromicroscopy became a popular chemical imaging technique essentially in the soft X-ray regime [Ade90, Kir09]. It is a combined technique to perform the Xray Absorption Near Edge Structure (XANES) [Sto96] or EXAFS through either a transmission

X-ray microscope (TXM) or a scanning transmission X-ray microscope (STXM) [Rar88] using either an X-ray tube source or a synchrotron source. X-ray spectromicroscopy has the advantages of high spatial resolution $(\sim 50 \mathrm{~nm})$ from the STXM, high spectral resolution $(\sim 0.05 \mathrm{eV})$ from the monochromator adjustment at a synchrotron source, adjustable energy step size and pixel dwell time at a cost of time-consuming raster scan and energy traversal. Typical image stacks of $50^{2} \sim$ $256^{2}$ pixels took $0.5 \sim 10$ hours for 50~200 energy steps for each pixel and $1 \sim 60 \mathrm{~ms}$ pixel dwell time for each energy [Jac00]. Over the last decade, tomographic spectromicroscopy emerged to obtain 4 dimensional (4D) data sets of $(x, y, E, \theta)$ for 3D chemical imaging using the STXMbased "chemical tomography" [Hit03, Joh07]. Due to the time-consuming 3D scan, a small 3D volume was only imaged at two or a few energies which substantially limited the performance of XANES analysis. It is desirable that the chemical imaging and "chemical tomography" could be quickly and easily performed on large samples, for example animals.

Multiple-energy X-ray analysis / absorptiometry (MXA or MEXA) is a composition analysis technique derived from the well-established dual-energy X-ray absorptiometry (DXA or DEXA) which is routinely used in the clinical determination of bone mineral density and osteoporosis diagnosis. This technique shared the similar theory with the KES algorithm without specifically designated energies bracketing an absorption edge of an element. But the reported MXA measurements were taken at a few energies produced by synchrotron sources [Sch03], isotope sources [Jon88], X-ray tube sources with changing filters, tube voltages, target materials or a multichannel analyzer of an energy-dispersive detector [Koz99].

The NESI system (Figure 1.1) proposed in this dissertation would provide a new technique to perform two-dimensional (2D) and 3D chemical imaging of large samples in the hard X-ray regime, fast and easily through the use of a BLM. Instead of traversing hundreds of
energies at each pixel and raster scanning sub-micron pixel sizes using X-ray spectromicroscopy, NESI only requires one line-scan motion to get a raw data cube of $(x, y, E)$ with hundreds of energies simultaneously acquired in one shot. Right now the NESI energy resolution is about 2.4 $e V$ per pixel width which could be improved by increasing the sample-to-detector distance and/or switching to a high resolution imaging detector. The vertical spatial resolution is now $100 \mu \mathrm{~m}$ set by the beam size at focus and could be a few microns in the near future. Combined with 50 ~ 100 mm width of the beam and BLM, this spatial resolution is great for small animals.


Figure 1.1 Schematic diagram of the NESI system (image courtesy of Dr. Dean Chapman)

The NESI system extends the conventional KES system to include a small focus BLM and an area detector beyond the focus instead of a line detector. This NESI system will have several advantages compared to the conventional KES system.

First, the NESI system could instantly provide a full near edge spectrum of the contrast material at every pixel width. With enough energy resolution to perform XANES analysis, the contrast species of various oxidation states could be spatially determined by this chemical imaging process if the various oxidation states are separated by a few eV .

Second, EXAFS could be performed to some extent using BLMs with shorter bending radius and larger energy bandwidth to investigate the local structure information.

Third, the XANES and EXAFS measurements at each pixel take just one shot which is quick enough to consider time resolved spectroscopy which is in great demand to investigate rapidly varying phenomena.

Fourth, the NESI system does not block the X-rays that are near or at the K-edge of the element. This allows much more imaging flux since the X-rays in the orbital plane of the synchrotron source would be fully used. This can easily increase the available flux by at least a factor of 5 .

Fifth, the small line focus of the NESI system increases the flux and dose to the sample due to the focused beam. Combined with high flux from the orbital plane, this high resolution and high flux would open a door to applications such as cell level imaging and radiation therapy investigations.

Sixth, the simultaneously prepared energies eliminate motion artifacts in the image and allows for the imaging of living systems.

Seventh, since hundreds of imaging energies would determine hundreds of components in theory, several other interesting components in the sample, besides the contrast species, could also be determined by the NESI algorithm, as long as they have sufficient attenuation variations to obtain enough sensitivity. For example, including a component of bone in the NESI analysis
during the full body imaging of an animal would eliminate the image contamination due to the presence of bone and provide an extra image of bone.

Last, the NESI system could be used both in a projection setup to get a 3D data cube of $(x, y, E)$ and in a CT implementation to obtain a 4D data set of $(x, y, E, \theta)$ which can be converted to a 4D data set of $(x, y, z, E)$ though conventional reconstruction algorithms. And both implementations would perform fast enough for imaging larger samples such as a small animal.

### 1.3 X-ray Fluorescence Imaging

### 1.3.1 XRF Imaging of Manganese

Mn is the 12th most abundant element in the earth's crust, the 4th most widely used metal in the world, following $\mathrm{Fe}, \mathrm{Al}$ and $\mathrm{Cu} . \mathrm{Mn}$ is mostly used to make stainless steel, batteries and aluminum alloys such as beverage cans. Mn is also found in coins, gasoline additives, paints, glasses, pesticides, fungicides, fertilizers and animal feeds.

Mn is an essential nutrient for all known living organisms. There are many proteins and enzymes containing Mn or having Mn cofactors, such as Mn-containing superoxide dismutase (Mn-SOD). The healthy level of Mn maintained by the human body is 10 mg , which is mainly stored in the liver and kidneys.

Mn deficiency is rare in humans and animals. But excessive exposure to Mn is toxic and will cause neurological disorders. Manganism is a neurodegenerative disease caused by Mn poisoning, mostly from occupational exposure to Mn dusts among welders and miners. It was reported that welding trades were routinely exposed to Mn levels above the previously proposed American Conference of Governmental Industrial Hygienists (ACGIH) threshold limit value (TLV) of $0.03 \mathrm{mg} / \mathrm{m}^{3}$, and has sufficiently high probabilities to exceed the current ACGIH TLV
of $0.2 \mathrm{mg} / \mathrm{m}^{3}$ [Wel04]. Later stages of manganism have symptoms of bradykinesia and rigidity which are similar to PD, and excess Mn accumulation was found in brains of manganism patients. Interest in the similarity between the symptoms of manganism and PD led to investigations into the regional accumulation of Mn in the human brain [Ola04, Gui10].

XRF imaging is an excellent technique for simultaneous in situ localization of metals in whole tissues. However the presence of scattered radiation and fluorescence from the adjacent element, Fe , that is present in high abundance [Pop09], may interfere with and limit the ability to detect ultra-dilute Mn. Fe also limits the $k$ (photoelectron's wave vector) range for Mn EXAFS making it difficult to determine how Mn is chemically coordinated.

Traditional methods of XRF detection include the use of an X-ray filter and Soller slits [Sol24, Lyt75] which provides a large solid angle of photon acceptance, is cheap and easy to use but without energy-discriminating ability. Any fluorescence or scattered photon with energy lower than the filter's K-edge energy penetrating through the filter and Soller slits will be picked up by the detector along with some of the fluorescence and scattering from the filter and slits themselves. The penetration through the filter makes it even harder to detect the fluorescence from the ultra-dilute Mn due to filter absorption. Use of a solid state detector achieves good energy resolution, but suffers from limited count rate, cooling requirements and cost [Kar00].

A BLA-based XRF detection system could improve elemental specificity in XRF imaging and make long-range Mn EXAFS possible [Zho99]. Briefly, XRF from the sample passes through a BLA to reach an area detector behind. Normally the area detector is put close to the BLA to achieve a larger solid angle of photon acceptance with Soller slits in between to block the transmitted beams (Figure 1.2). Combining a BLA with an energy discriminating detector should improve the energy resolution to several eV . With an energy resolution of this
caliber, highly specific imaging of ultra-dilute elements should be possible and in addition to extend the k-range for Mn EXAFS.

The enabling technology for this project is the use of a bent Laue fluorescence detection system which uses a bent Si crystal to diffract the fluorescence X-rays from the specimen into a detector. Thus this device selects the X-ray energy by diffraction as opposed to the use of a solid state detector which selects energy by the amount of charge released by the incoming X-ray photon.


Figure 1.2 Schematic diagram of a bent Laue detector (image courtesy of Dr. Dean Chapman)

The advantage of this method of energy selection is that the energy resolution is quite good, typically from a few $e V$ to 10 s of $e V$ depending on the design and energy. There is no pileup or count rate limitation in the energy selection process. This is important in biological systems with dilute elements of interest at third generation synchrotron sources. It can significantly reject X-rays not coming from the focal region. The BLA could provide a large solid angle of photon acceptance into an area detector afterwards. And the cost is relatively low, around US $\$ 10,000$ for
the total detection system. The disadvantages are that the system will only detect fluorescence of a single element or a short range of energy span, the system has to be carefully aligned, and it works most effectively when the beam size is small. For example, the XRF is accepted from a region of approximately $20 \mu \mathrm{~m}$ in the diffraction plane and approximate 3 mm in the transverse plane.

### 1.3.2 Confocal XRF Imaging

Confocal microscopy is a 3D imaging method originated from a patent of an optical microscope in 1957 [Min57]. Its optical sectioning is based on a point illumination through an objective lens and a pinhole before a detector to reject off-focus beams (Figure 1.3), which thus came the "confocal" term in its name. The illuminated point is actually a 3D volume with its depth proportional to the incident wavelength. Laser Scanning Confocal Microscopy (LSCM) or Confocal Laser Scanning Microscopy (CLSM) became a standard technique using a scanning laser for high resolution optical images since the late 1980s [Cre78, Paw06]. During the next decade, confocal fluorescence microscopy was developed for 3D detection of samples labeled with fluorescence markers using a confocal microscope combined with excitation and detection


Figure 1.3 Principle of confocal microscopy (figure courtesy of Marvin Minsky [Min57])
filters to study the monochromatic fluorescence and phosphorescence [Spr08].

Switching gears from visible light and laser to the X-ray realm, confocal XRF spectroscopy is a 3D XRF imaging method using a confocal setup of X-ray focusing optics, normally one for the X-ray excitation of a sample, another for the X-ray detection before an area detector. The key point of this 3D XRF imaging is to form a 3D micro volume within the sample by superposition of foci among the X-ray focusing optics in both the excitation and detection channels. 3D raster scanning of the sample would simply produce 3D elemental mappings. Compared to XRF micro-tomography, confocal XRF imaging does not need a CT reconstruction algorithm and it provides direct investigation of the region of interest within the sample without the need to solve the whole sample as the first requirement. This particularly benefits the imaging of big animals without a wide enough beam to cover the full width of the sample to perform CT and it saves data storage as well. This imaging method was investigated in the past decade using either a tabletop X-ray tube or synchrotron radiation as its source and it provides a variety of applications in archaeology, materials science, environmental science and life science.

The common form of confocal XRF imaging uses two-dimensional (2D) focusing X-ray optics for both the excitation and detection channels, referred to here as " $2 \mathrm{D}+2 \mathrm{D}$ " focusing setup. The most popular confocal X-ray optic is a polycapillary lens [Russian patent Kum84] which is a bundle of hollow glass channels to bend grazing incident X-rays using total external reflection [Kum90]. As suggested by M.A. Kumakhov, this polychromatic X-ray focusing optic could be used in variety of combinations [Kum00]. Two polycapillary half or full lenses used in both the excitation and detection of a sample is the most common form of confocal setup (Figure 1.4A) for both the synchrotron source [Jan04, Zoe08] and the tabletop source [Lin08]. Even three polycapillary lenses were used to coincide with the foci to deliver double flux from two X-
ray tubes [Tsu07]. The polycapillary lens could also be used in the detection channel only while using other 2D X-ray focusing optics in the excitation channel for a variety of applications, such as monocapillary lens [Wol06], Kirkpatrick-Baez (KB) mirrors [Sun08] or compound refractive lenses (CRL) [Vin04]. Besides the polycapillary lens, what is also used in the detection channel is a polycapillary conic collimator (Poly-CCC) which is a conically shaped assembly of glass polycapillaries to direct X-rays emitted from a small region (Figure 1.4B) [Kan03].

Confocal full-field X-ray microscopy is another form of confocal XRF imaging by superposition of a sheet beam prepared by a one-dimensional (1D) focusing mirror and the object plane of a 2D X-ray focusing optics, such as a Fresnel zone plate [Tak10] or a Wolter mirror [Tak09], before an energy dispersive area detector (Figure 1.5). This form of confocal XRF imaging is referred to here as " $1 \mathrm{D}+2 \mathrm{D}$ " focusing setup. A Wolter mirror is a grazing incidence X-ray focusing optic based on total external reflection from the platinum-coated inner surface of a glass tube of axisymmetric hyperboloidal and ellipsoidal shape [Wol52].


Figure 1.4 Principle of confocal XRF imaging in " $2 \mathrm{D}+2 \mathrm{D}$ " focusing setup. The sample could be excited and detected by two polycapillary half lenses (A) or excited by a polycapillary half lens while detected by a polycapillary conic collimator (B) (Adapted figure from [Mal05] under the reuse license in Appendix I.4). The blue region denotes the coincident micro-volume of the beam-excited double-cone region and the detectable double-cone region.


Figure 1.5 Principle of confocal full-field X-ray microscopy referred to here as " $1 \mathrm{D}+2 \mathrm{D}$ " focusing setup. The 2D focusing X-ray optics before the detector could be a Wolter mirror (A, figure courtesy of [Tak09] under the reuse license in Appendix I.5) or a Fresnel zone plate (B, figure courtesy of [Tak10] under the reuse license in Appendix I.7).

For the specific application of reaching a deeper region (tens of $m m$ ) within a soft material without thinking about self-absorption by the sample, two medical injection needles were used as collimators for both the excitation and detection channels of the confocal XRF setup for the study of Zn in oyster tissue [Tsu06]. This confocal XRF setup is limited to some invasive study of soft sample or hard surfaces in liquids.

### 1.3.3 BLA-based Confocal XRF Imaging

We propose a new method to perform 3D elemental mapping using a novel confocal XRF detection system (Figure 1.6). This detection system is based on the use of a BLA of a
logarithmic spiral shape which only diffracts photons of certain energy from a double-prism region with the center of the logarithmic spiral as its waist. Reversing the beam direction, the BLA could also be treated as a 1D focusing optic with its focusing axis along the vertical axis $y$. When the sample is irradiated by a 2D-focused beam or a pencil beam whose axis is coincident with the focusing axis of a BLA, only the signals from the 3D voxel within the sample could be captured by the detector. The 3D voxel, shown as a blue region in Figure 1.6, is the superposition of the irradiated cylinder (for pencil beam) or double-cone (for 2D focused beam) region and the BLA detectable double-prism region. This new BLA-based confocal XRF imaging is referred to here as the " $2 \mathrm{D}+1 \mathrm{D}$ " focusing setup to form a 3D voxel within a sample. This technique enables the X-ray sectioning and 3D mapping of XRF from a certain element within a sample by simple 3D raster scanning.


Figure 1.6 Principle of BLA-based confocal XRF imaging referred to here as " $2 \mathrm{D}+1 \mathrm{D}$ " focusing setup. The blue region denotes the coincident micro-volume of the beam-excited cylinder (for pencil beam) or double-cone (for 2D focused beam) region and the BLA-detectable double-prism region.

### 1.4 Animal Imaging Devices

Biomedical X-ray imaging applications sometime involve a live animal as the test object. These applications require considerable animal care, dose considerations and image quality improvements. Two types of animal imaging devices were designed for these purposes, small animal restraints for KES and XRF imaging and field flatteners for KES imaging applications.

### 1.4.1 Small Animal Restraints

Animal motion artifacts from movements are of primary concern in biomedical imaging and radiation therapy research. Animals under anesthesia continue to make breathing movements which are transmitted throughout the body. Thus a well-designed physical restraint for a live animal is of great importance to reduce image blur and improve image quality or the accuracy of radiation beam therapy.

Among the few reports describing animal head restraints, three types of immobilization methods are found: rigid mounting of the bone or skull through the skin [Wyr00], box or cylinder restraints that pin an animal by the auditory canal [Bid94, Bay77, Lah98] and plaster or resin molds taken directly from the animal [Fau75, How01]. These methods are either inhumane, introducing excessive stress on the animal, increasing morbidity and mortality, or complicated to follow and difficult to achieve an exact match between applications.

Rapid prototyping technology has been used previously to make radiotherapy facemasks for humans [San02] to replace traditional thermoplastic head immobilization devices [Pi195]. This technology provides a totally new method to fabricate small animal restraints which has not been found in previous publications.

### 1.4.2 Field Flatteners

Beamlines at synchrotron sources deliver huge photon fluxes that may overwhelm the capabilities of detectors to sense a weak signal in the presence of a tremendous background [Tho00, Lew03]. Signals of a few photons may represent important information and therefore the investigation of these weak features is one of the major goals of biomedical imaging. This is particularly true in KES imaging, where the photon flux received by the detector may come both through the object and around it without hitting anything. In KES imaging subtle differences in transmission through an object about the absorption edge of an element are used to create an image of the projected density of that element. This is done by a logarithmic subtraction of images acquired with energies above and below the absorption edge. Since the detector must register a broad dynamic range of transmitted intensity in a linear way for the logarithmic subtraction method to be successful, either the detector's dynamic range must be large or the range must be reduced to match available detectors. This need to limit dynamic range inspired the concept of a field flattener.

A field flattener is a device placed in the beam path that attenuates the input monochromatic beam before it passes through an object in order to equalize the flux across the field of view. It produces an image that contains a limited range of intensity variation, referred herein as a flattened image, with only those un-flattened features of interest left behind. The use of a field flattener reduces the dynamic range of flux received by the detector, allowing the user to employ the upper end of the detector linearity. Therefore the field flattener improves the SNR since X-ray exposures can be driven to or near detector overflow. This removes the need for a wide dynamic range linear detector and allows detectors with modest performance to be used successfully in KES applications. It helps to not only take full advantage of synchrotron fluxes and detector capacities, but also protect the detector in an easy way. However, a field flattener
removes anatomical information from each raw image (above or below K-edge image) that may provide useful landmarks.

In biomedical imaging, water is commonly used as a field flattener to simulate soft tissue, but it is a poor simulation for hard tissues and whole animals [Rig05]. Submerging a live anaesthetized animal in water creates practical and ethical problems. Not only must the animal be restrained while maintaining its air supply and body temperature but sensitive equipment must be protected from water leakage. The other concern is that the different path length of escaping fluorescence photons along various directions would impair the performance of fluorescence imaging when it was also performed at the same time with KES imaging. Rapid prototyping technology enables the manufacture of a field flattener that takes into account the X-ray absorption differences between soft tissue and bone, and in fact any tissue and their combinations found within an animal. Also, the field flattener fabricated by a rapid prototyper avoids the leakage and air bubble problems that may occur when water is used.

### 1.5 Innovations

Innovation sometimes happens while solving unexpected problems.
When the traditional KES imaging was performed on a live rat with injected iodine, we found a frequent artifact caused by small movements of the animal during the time taken to switch from an energy above to an energy below the iodine K-edge. To solve this problem, a humane rat head restraint was designed based on a CT scan of a rat and "printed" by a rapid prototyper. The second problem encountered was unwanted contrast arising from bone and other anatomy. To solve this problem the same CT scan data was used to design and "print" a brand new X-ray imaging product, a "field flattener", to use with the animal in the restraint to remove
the anatomy information while improving the sensitivity to iodine due to the "flattening" of the image intensity scale.

The third innovation was developed to solve a data analysis problem. During analysis for the BLA-based Mn XRF imaging, it was realized that the BLA is sensitive to the depth of the sample. A circular image pattern showed up for the concave surface of the gelatin sample which was prepared flat but melted a bit in the hot experimental hutch. A 3D confocal XRF imaging method was then conceived using a BLA.

The fourth innovation was the design of a three-beam chopper to fast switch among three beams for the three-energy KES imaging project. This project led to the first simultaneous iodine KES imaging and KES CT in Canada.

Interestingly, the final innovation was the spectrum-based NESI imaging method which abandoned the three-beam chopper but would not have happened without it. In theory this NESI is a general form of KES imaging and furthermore, it brings together contrast imaging and elemental speciation imaging through XANES and EXAFS analysis which have been totally different realms.

### 1.6 Outline and Contributions

This dissertation includes six Chapters and nine Appendixes. Following this introductory chapter, chapter two covers some X-ray diffraction basics and definitions as well as equations involved in the log-spiral bending and cylindrical bending of a Laue crystal.

Chapter three involves two parts, rat head restraints and field flatteners for the KES imaging projects which are published as;

Zhu, Y.; Zhang, H.; McCrea, R.; Bewer, B.; Wiebe, S.; Nichol, H.; Ryan, C.;

Wysokinski, T.; Chapman, D., Fabrication of a small animal restraint for synchrotron biomedical imaging using a rapid prototyper, Nuclear Instruments and Methods in Physics Research, Section A: Accelerators, Spectrometers, Detectors and Associated Equipment, 582 (1) (2007) 229-32.

Zhu, Y.; Zhang, H.; Bewer, B.; Popescu, B.F.; Nichol, H.; Chapman, D., Field flatteners fabricated with a rapid prototyper for K-edge subtraction imaging of small animals, Nuclear Instruments and Methods in Physics Research, Section A: Accelerators, Spectrometers, Detectors and Associated Equipment, 588 (3) (2008) 442-7.

Chapter four includes the detailed description of two projects using a log-spiral BLA for XRF imaging, from Mn to iodine. The first experimental result of the Mn BLA project is published as;

Zhu, Y.; Bewer, B.; Zhang, H.; Nichol, H.; Thomlinson, B.; Chapman, D., Bent Laue Xray Fluorescence Imaging of Manganese in Biological Tissues - Preliminary Results, 10th International Conference on Radiation Instrumentation (SRI 2009), Melbourne, Australia, American Institute of Physics Conference Proceedings, 1234 (2010) 457-60.

Chapter five introduces the traditional KES imaging and its image artifacts due to motion and the presence of bone that were the motivations for the three-energy KES imaging project. This chapter presents the theoretical equations for the projected density images and the signal-tonoise ratio (SNR), the optimization of the third imaging energy selection and, the BLM design, crystal preparations, experimental results and conclusions. The three-beam chopper design and three-beam height optimization process are presented as a section within this project. Chapter five ends with the NESI project that is an extension from the conventional KES and three-energy

KES. The NESI theory from two to three to an arbitrary number of components are presented with detailed derivations in Appendices A-H.

Chapter six concludes the dissertation and outlines further research for each project. Reuse licenses for the three published papers and four published figures are listed in Table I. 1 and attached in Appendix I as required.

The cylindrical bending equations in Chapter 2.3 and the BLM design in Chapter 5.2.2.2 were based on the thesis work of a previous student Honglin Zhang with full credit [Zha09].

# Chapter 2 X-Ray Diffraction by Bent Laue Crystals 

### 2.1 X-ray Diffraction Basics

X-ray diffraction follows either kinematical diffraction theory or dynamical diffraction theory [Zac45, Als01]. The kinematical diffraction theory studies the scattering from imperfect crystals such as a mosaic of small perfect crystals, quasicrystals or incommensurated crystals (depending on whether they have averaged periodicity or not) and neglects the multiple scattering effects. The kinematical diffraction intensity increases with the crystal volume until the beam reaches the limit of the extinction depth and enters the dynamical diffraction domain. The dynamical diffraction theory studies the X-ray diffraction from the perfect crystals which have long range periodic order at the atomic level and takes into account the refraction and multiple scattering effects. The bent Si crystals described in the dissertation are essentially free of defects and dislocations and fall into the dynamical diffraction theory, whereas the diffraction by a strongly bent crystal may behave according to the kinematical diffraction theory.

X-ray diffraction from a crystal may occur either in a reflection mode (Bragg case) or a transmission mode (Laue case) both of which follow the Bragg's law of

$$
\begin{equation*}
\lambda=2 d \sin \theta \tag{2.1}
\end{equation*}
$$

where $\lambda$ is the wavelength of incident beam, $d$ is the spacing of Bragg planes and $\theta$ is the incident angle to the Bragg planes. The term "Darwin width" in the dissertation refers to the angular width of the crystal's reflectivity curve. While the Bragg diffraction has a flat top of total
reflection and wide Darwin width [Als01], the Laue diffraction has a sharp reflectivity peak and narrow Darwin width [Ren97].

Symmetric diffraction occurs when the Bragg plane is parallel (Bragg case) or perpendicular (Laue case) to the surface plane. In the asymmetric diffraction cases, an asymmetry angle $\chi$ is defined as the angle between the Bragg plane and surface plane (Bragg case) or surface normal (Laue case). While the Darwin width is normally in $\mu$ rad and energy bandwidth in $10^{-5}$ for flat crystal diffraction, bent crystal diffraction would achieve a mrad reflectivity bandwidth, big solid angle of detection, $10^{-3}$ energy bandwidth and an order of magnitude higher integrated reflectivity. Besides the widening effect, the bent crystal diffraction acquires a flat top reflectivity curve which is a great benefit to system stability and alignment [Ren97].

The reflectivity of a bent crystal is estimated based on the lamellae model [Ero90, Boe78] first developed by White [Whi50] leading to a computer model, REFLECT program [Ete89]. The lamellae model assumes a bent crystal as a stack of flat perfect lamellae with gradually changing tilt angle to account for the curvature of the crystal. The lamellae thickness is set such that the tilt angle between successive lamellae is equal to a Darwin width of the reflection. Since the strong reflection only happens within the angular range of a Darwin width, only a few lamellae are involved in diffraction with a parallel incident monochromatic beam (plane wave). The diffracting lamellae sweep through the crystal thickness as the incident beam direction changes in relation to the crystal. Based on dynamical diffraction theory, the reflection and transmission are calculated for each lamella and summed for the total reflectivity. The reflectivity width of a bent crystal is set by the acceptance angle which is the Bragg angle change as the beam goes through the bent crystal [Ero90, Suo93],

$$
\begin{equation*}
\Delta \theta=\frac{t}{r}\left[\left(\tan \left(\chi \pm \theta_{B}\right)+\frac{(1+v)}{2} \sin 2 \chi \mp \tan \theta_{B}\left(\cos ^{2} \chi-v \sin ^{2} \chi\right)\right]\right. \tag{2.2}
\end{equation*}
$$

where $t$ is the crystal thickness, $r$ is the bending radius, $\theta_{B}$ is the Bragg angle and $v$ is the Poisson ratio [ $\operatorname{Bra73]}$. It is found that $\Delta \theta=0$ for a symmetric bent crystal when setting $\chi=0$ in equation (2.2). This indicates that the bent symmetric crystal behaves like a flat crystal and the broadening of the Darwin width occurs only when an asymmetric crystal is bent [Ren97]. The X-ray diffraction described in the dissertation is through the use of asymmetric bent Laue crystals. The differential version of the Bragg's Law in equation (2.1) is used to estimate the energy bandwidth of an asymmetric bent Laue crystal as

$$
\begin{equation*}
\frac{\Delta \mathrm{E}}{\mathrm{E}}=\frac{\Delta \theta}{\tan \theta_{B}}=\frac{1}{\tan \theta_{B}} \frac{t}{r}\left[\left(\tan \left(\chi \pm \theta_{B}\right)+\frac{(1+v)}{2} \sin 2 \chi \mp \tan \theta_{B}\left(\cos ^{2} \chi-v \sin ^{2} \chi\right)\right]\right. \tag{2.3}
\end{equation*}
$$

There are two bending geometries of a Laue crystal from a point source. In the Cauchois geometry [Cau32] (Figure 2.1A), the point source is located at the concave side of a bent Laue


Figure 2.1 Definition of bent Laue Geometries
crystal while it is at the convex side in the focusing geometry (Figure 2.1B). There are two incident geometries in the Laue case which contribute to the upper and lower signs in the equations within this chapter including the equations (2.2) and (2.3). The incident beam direction locates between the Bragg planes $B P$ and surface normal in the lower incidence / sign case (Figure 2.1D) while it locates outside of the $B P$ and surface normal in the upper incidence / sign case (Figure 2.1C).

Two types of asymmetric bent Laue crystals were prepared for totally different applications. One is a log-spirally bent crystal in the Cauchois geometry as a BLA for XRF detection and confocal XRF imaging. Both the upper and lower incidences were designed for this application. Another is a cylindrically bent crystal in the focusing geometry as a BLM for the KES and NESI imaging with only the upper incidence designed.

### 2.2 Log-Spiral Bending of a Laue Crystal

The Bragg's law in equation (2.1) tells us that for a monochromatic energy to be diffracted, the polychromatic beam has to be incident onto the crystal at the same Bragg angle. For a parallel incident beam, a flat crystal at a correct tilt angle would satisfy the Bragg condition everywhere. For a monochromatic beam from a point source to satisfy the Bragg condition, that is to be incident onto a crystal at the same Bragg angle everywhere, the crystal has to be bent along a logarithmic spiral shape [DeB14, Sak82].

As shown in Figure 2.2, the Rowland circle has a diameter of $r$ and centers at the midpoint of $r$ [Row83]. The source point $S$, the virtual focal point $F$ and the center of bending radius $R$ always land on a Rowland circle with the source-to-crystal distance $s$, focal length $f$ and bending radius $r$ having the Rowland conditions of

$$
\begin{align*}
& s=r \cos \left(\chi \pm \theta_{B}\right)  \tag{2.4}\\
& f=r \cos \left(\chi \mp \theta_{B}\right)
\end{align*}
$$

Detailed derivations of the sign case in the above equation are shown in Figure 2.3.

For a $\Delta \phi$ increase of coronal opening angle in Figure 2.3, the $\Delta s$ increase of the source-tocrystal distance $s_{0}$ has the relation of

$$
\begin{equation*}
\Delta s=s_{0} \Delta \phi \tan \left(\chi \pm \theta_{B}\right) \tag{2.5}
\end{equation*}
$$

Integration of the equation (2.5) would derive the required shape of the bent crystal as

$$
\begin{equation*}
s(\phi)=s_{0} e^{\operatorname{tg}\left(\chi \pm \theta_{B}\right) \phi} \tag{2.6}
\end{equation*}
$$



Figure 2.2 Geometry of a log-spirally bent Laue crystal (black) in lower case with relationship to the incident (red), transmitted (red) and diffracted (blue) beams. The source $S$ (red), virtual focal point $F$ (blue) and bending radius center $R$ (green) all land on a Rowland circle (grey).
that is apparently a logarithmic spiral shape expressed in polar coordinates ( $s, \phi$ ). Combining with equation (2.4), the envelops of the bending radius center $R$ and the virtual focal point $F$ are also a similar segment of logarithmic spiral curve as shown in Figure 2.2,

$$
\begin{align*}
& r(\phi)=r_{0} e^{\operatorname{tg}\left(\chi \pm \theta_{B}\right) \phi} \\
& f(\phi)=f_{0} e^{\operatorname{tg}\left(\chi \pm \theta_{B}\right) \phi} \tag{2.7}
\end{align*}
$$

Similarly, from $\Delta s=\Delta l \sin \left(\chi \pm \theta_{B}\right)$ the active arc length of the bent Laue crystal is calculated by

$$
\begin{equation*}
l=\frac{s}{\sin \left(\chi \pm \theta_{B}\right)}=\left.\frac{s_{0}}{\sin \left(\chi \pm \theta_{B}\right)} e^{\operatorname{tg}\left(\chi \pm \theta_{B}\right) \phi}\right|_{-\phi} ^{\phi} \tag{2.8}
\end{equation*}
$$

As the incident angle can vary by an acceptance angle $\Delta \theta$ that is defined in Equation (2.2), this leads to a transversal opening angle $\Psi$ and transversal active width of the crystal $w$ that are calculated (Figure 2.4A) as

$$
\begin{align*}
& \Psi=2 \cos ^{-1}\left(\cos \Delta \theta-\operatorname{ctg} \theta_{B} \sin \Delta \theta\right) \approx 2 \sqrt{2 \operatorname{ctg} \theta_{B} \Delta \theta}=2 \sqrt{2 \frac{\Delta E}{E}}  \tag{2.9}\\
& w=s \Psi \approx 2 s \sqrt{2 \frac{\Delta E}{E}}
\end{align*}
$$

A. Upper sign / incidence case
B. Lower sign / incidence case


Figure 2.3 The upper (A) and lower (B) sign / incidence cases for a BLA (black curve). Source $S$, focal point $F$, normal center $R$, Bragg planes $B P$, source to crystal distance $s$, virtual focal length $f$, bending radius $r$, Bragg angle $\theta_{B}$, asymmetry angle $\chi$ and crystal active arc length $l$.

So both the transversal opening angle $\Psi$ and the transversal active width $w$ are proportional to the square root of the energy bandwidth. As seen from the Figure 2.4B and C, both the vertical size $\Delta v$ and transversal size $\Delta h$ of the detectable region of the source $S$ are determined by the acceptance angle $\Delta \theta$ as

$$
\begin{align*}
& \Delta v=s \Delta \theta \\
& \Delta h=w \approx 2 s \sqrt{2 \frac{\Delta E}{E}} \tag{2.10}
\end{align*}
$$



Figure 2.4 The derivation geometries for the transversal opening angle $\Psi(\mathrm{A})$, vertical size $\Delta v$ (B) and transversal size $\Delta h(\mathrm{C})$ of the detectable region in the source $S$.

Because of the one-dimensional (1D) focusing geometry, the typical vertical size of the detectable region is in microns and the typical transversal size of the detectable region is in millimeters.

The solid angle of a bent crystal with coronal opening angle $\Phi$ and transversal opening angle $\Psi$ can be approximated as

$$
\begin{equation*}
\Omega=4 \sin ^{-1}\left(\sin \frac{\Phi}{2} \sin \frac{\Psi}{2}\right) \tag{2.11}
\end{equation*}
$$

### 2.3 Cylindrical Bending of a Laue Crystal

In the focusing geometry (Figure 2.5A), a cylindrically bent Laue crystal with a certain bending radius $r$ could achieve a geometrical focus $F_{G}$ at the geometrical focal length $f_{2}$ that has a relation with the source-to-crystal distance $f_{1}$ as [Suo93]

$$
\begin{equation*}
\frac{\cos \left(\chi \mp \theta_{B}\right)}{f_{2}}-\frac{\cos \left(\chi \pm \theta_{B}\right)}{f_{1}}=\frac{2}{r} \tag{2.12}
\end{equation*}
$$

A single polychromatic ray incident to a Laue crystal will experience a spatial broadening of the reflected beam due to the reflection from each layer along the incident beam direction within the crystal. When the Laue crystal is bent (Figure 2.5 B ), this single ray broadening will have a real focus $F_{S}$ in the upper incident geometry with the single ray focal length $L$ calculated as [Zha09]

$$
\begin{equation*}
L=\frac{t \sin 2 \theta_{B}}{2 \Delta \theta_{L} \cos \left(\chi \pm \theta_{B}\right)} \tag{2.13}
\end{equation*}
$$

where $t$ is the crystal thickness, $\Delta \theta_{L}$ is the angular difference of the lattice planes at the incident and exit point of one single ray with calculations referred to Honglin Zhang's dissertation [Zha09]. While there are other similar approaches to achieve source size limited focusing [Suo93, Sch97], the approach by Zhang was used in this dissertation.

As shown in Figure 2.5C, sub-micron focus size could be achieved when the "magic" condition of $f_{2}=L$ is met and the geometrical focus $F_{G}$ is coincident with the single ray focus $F_{S}$. Please refer to Honglin Zhang's dissertation [Zha09] for further information.


Figure 2.5 The geometrical focus $F_{G}(\mathrm{~A})$, single ray focus $F_{S}(\mathrm{~B})$ and the sub-micron focus condition (C) for a BLM with bending radius $r$, source-to-crystal distance $f_{1}$, geometrical focal length $f_{2}$ and single ray focal length $L$.

## Chapter 3 Animal Imaging Devices

For biomedical X-ray imaging applications involving live animals, two types of animal imaging devices are designed considering animal care, dose reduction and image quality improvements. With the widespread use of rapid prototyping technology, many biomedical models [Tie06, Irs06] which were difficult to manufacture can now be finely fabricated to any customized sophisticated shape. This chapter describes novel small animal restraints and field flatteners for KES imaging applications fabricated by this simple, fast and cost effective rapid prototyping technology. The use of such systems holds great promise for improving the quality and repeatability of X-ray images of live animals.

### 3.1 Rat Head Restraints for Biomedical Applications

Biomedical research at synchrotron facilities may involve imaging or radiation therapy of live animals. The live animals are required to remain motionless for extended periods of time to obtain quality images or expected therapy results. Even breathing movements reduce image quality or therapy accuracy. But on the other hand excessive restraint of animals increases morbidity and mortality. This chapter describes humane animal restraints designed to eliminate head movements while promoting animal survival.

### 3.1.1 Materials and Methods

### 3.1.1.1 Medical CT

Two euthanized rats of $420 g$ and $486 g$ were imaged in a standard medical CT (GE LightSpeed Ultra 8slice) at the Royal University Hospital in Saskatoon. The rats were spirally
scanned from head to tail with an X-ray tube voltage of 120 kVp , a current of 100 mA for the first rat and 130 mA for the second rat, an axial slice thickness of 0.625 mm , a transverse plane pixel spacing of 0.467 mm for the first rat and 0.352 mm for the second rat. The CT image data was in the Digital Imaging and Communications in Medicine (DICOM) format (Figure 3.1). A total of 102 slices from the nose to the near shoulder of each rat were chosen to form the head restraint.


Figure 3.1 DICOM images of the first rat on a CT bench with cloth padding

### 3.1.1.2 Image Editing

The Interactive Data Language (IDL) (from ITT Visual Information Solutions, Boulder, Colorado, USA) DICOM Toolkit was used to provide full access to DICOM images. A common polygonal region of interest for all slices was selected to remove unwanted structures in the images such as cloth padding and the support table. Surface contours were defined using an appropriate gray-scale threshold that reflects the radio-opacity level of the skin instead of fur. The contour representing the outer skin, which is always the largest contour in the region of interest, was selected to form the inner shell of the restraint. Small contours inside and outside this main contour were discarded to eliminate unwanted features. A convolution function was
used to expand the solid image within this contour by 3 mm . The original solid image was subtracted from the expanded one to make a shell that conforms to the shape of the rat's head.

Other simple attachments, such as a support frame and labels, were designed in the images. An appropriate rotation and reposition of the image corresponding to the support frame were applied to all the DICOM slices (Figure 3.2). The images for the second rat restraint were edited to enlarge its nose hole for better respiration and its ear holes for easier loading an animal into the restraint and stretching its ears out.


Figure 3.2 DICOM images of the head restraint for the second rat

### 3.1.1.3 Conversion and Fabrication

DICOM images of the two restraints were converted into Standard Tessellation Language
(STL) format with either "accurate" or "smooth" setting using the freeware JuliusLight (from Julius Software Framework, Research Center, Caesar, Bonn, Germany). For comparison, both settings were tried out. The smooth setting was used in the head restraint for the first rat and the accurate setting was used in that for the second rat.


Figure 3.3 STL files of the head restraints for the first rat (A) and the second rat (B)


Figure 3.4 Two head restraints: one for the first rat ( 420 g ) using smooth setting and VeroWhite ${ }^{\circledR}$ material viewed from front (1A), side (1B) and back (1C) respectively, another for the second rat $(486 \mathrm{~g})$ with enlarged nose hole and chopped ear holes using accurate setting and FullCure ${ }^{\circledR} 720$ material viewed from front (2A), side (2B) and back (2C) respectively.

The STL files which describe the triangular surface geometry of 3D objects were directly imported into a rapid prototyper to fabricate 3D models (Figure 3.3). The Eden500V ${ }^{\mathrm{TM}}$ (Objet Geometries Ltd., Billerica, Massachusetts, USA) at the Engineering Machine Shop of the U of S was used to fabricate the two restraints with a print resolution of $42 \mu m$ in the $X$ and $Y$ axis and $16 \mu m$ in the $Z$ axis. VeroWhite ${ }^{\circledR}$ is an acrylic-based photopolymer material of opaque white used for the fabrication of the first restraint (Figure $3.41 \mathrm{~A}-1 \mathrm{C}$ ) and FullCure ${ }^{\circledR} 720$ is a transparent one used for the second restraint (Figure $3.42 \mathrm{~A}-2 \mathrm{C}$ ).

### 3.1.2 Experiments

A separate body bed was constructed from Lucite and lined with padding to keep the animal warm (Figure 3.5). Velcro straps prevented the body from sliding backwards. Both the head restraint and the body bed snapped into a fitted tray. The anesthetized rat was lowered head first into the head restraint to ensure that its nose was unobstructed and then the body was


Figure 3.5 The head restraint for the second rat with padded body bed was used in the KES experiment at HXMA beamline at CLS


Figure 3.6 Motion artifacts of a rat in the restraint. Top row are images in lateral view taken at above iodine K-edge, the third row is DV view at below iodine K-edge. Subsequent images B-D or I-K were taken at 1,4 and 5 min after the initial image A or H , respectively. The second and the bottom rows are normalized subtracted images E-G and L-N for 1, 4 and 5 min respectively.
secured into the bed. The two head restraints could be turned $90^{\circ}$ standing on the tray, providing images of a rat in both a lateral view and dorsal-ventral (DV) view.

The restraints were first used during KES imaging experiments at the HXMA beamline at the CLS in Dec 2006 (Figure. 3.5). The energy of the monochromatic beam was sequentially switched between 100 eV above and below the iodine K-edge energy at 33.17 keV by a double crystal monochromator. The beam size was 0.25 mm vertical height by 28 mm horizontal width. KES images were taken with an X-ray camera (Photonic Science X-ray FDI VHR 90 mm , Photonic Science Ltd., UK, $18.7 \mu^{2}$ pixel size, 10 ms exposure) in line scan mode at $2 \mathrm{~mm} / \mathrm{s}$ vertical scan velocity.

To test for motion artifact, image sets of an anesthetized rat in the second restraint were taken in lateral or DV views with energy above or below the iodine K-edge. The initial images were subtracted from the subsequent images taken at 1,4 and 5 minutes later respectively to check for motion artifact (Figure 3.6). While blurring of the baseline images were visually estimated as the motion artifact during image acquisition, the subtracted images were evaluated for the motion artifact between image samplings.

### 3.1.3 Results

There was no obvious indication of motion artifacts during each image acquisition (about 1 minute) (Figure 3.6A-D, H-K). There was little fluctuation of signal intensity indicating little movement between the sampling periods (Figure 3.6E-G, L-N). Average deviations in the normalized subtracted images shown in the Figure 3.6 were listed in the Table 3.1. Average deviations in all the data collected were in the range of $2.6 \%-3.5 \%$ for various experimental settings including above and below the iodine K-edge in both lateral and DV views.

Table 3.1 Average deviations in the normalized subtracted images in Figure 3.6

| average deviation | 1 min later | 4 min later | 5 min later |
| :---: | :---: | :---: | :---: |
| lateral view images | $2.7 \%$ | $2.7 \%$ | $2.8 \%$ |
| DV view images | $2.9 \%$ | $3.0 \%$ | $3.1 \%$ |

### 3.1.4 Conclusions and Discussions

For the KES imaging experiments, the rats were treated under Animal Care protocol \#20040125 approved by University Committee on Animal Care and Supply (UCACS). The fabrication and the usage of the animal restraints require neither incision by operation nor trauma from auditory pins compared with the conventional animal restraints mentioned before. Throughout the experiment neither death nor signs of respiratory distress or any other discomfort has been found in animals in these restraints.

Rapid prototyping is a simple, fast and relatively inexpensive method to fabricate humane, custom animal restraints. This type of animal restraint worked well to immobilize the animal and holds great promise for improving the quality and repeatability of images while reducing stress on experimental animals. Besides KES, the thin shell restraint with uniform thickness also worked well in XRF imaging measurements [Zha08].

One drawback is that the restraint should roughly match the size of the animal to be imaged. Immobilization may be compromised if the animal is too large or small for the restraint. The "smooth" conversion from DICOM to STL, averaging slightly displaced DICOM images to get a blurred density image, or using elastic rapid-prototyping material to print would help to make restraints more generic, but this needs further investigation.

It should be mentioned that all the data presented here were based on the use of the second restraint. The reason is that the second restraint was a standalone restraint while the first one was attached with its matching field flatteners [Zhu08] and was not designed for measurements of motion artifacts.

### 3.2 Field Flatteners for K-Edge Subtraction Imaging

One of the difficulties in X-ray imaging is the need to record a wide dynamic range of intensities on the detector. For example, some rays may miss the object being imaged entirely while others may suffer many orders of magnitude attenuation in passing through. The range of intensities which may strike the detector has inspired the concept of a field flattener. A field flattener is a device placed upstream of an object that reduce the average dose onto the object, equalize the flux across the field of view and improve the image quality. Using rapid prototyping technology, two sets of field flatteners were fabricated and used in a KES imaging experiment.

### 3.2.1 Materials and Methods

Projected density images were used to determine a field flattener's thickness for a specific projection of an animal. First, a test object or phantom was CT imaged to determine the equivalent photon energy and scaling factor of the CT system which allowed CT images of an animal to be converted into projected density images. Second, the animal images were segmented into bone and soft tissue components. Third, using tabulated attenuation coefficients for bone, soft tissue and plastic, a spatial distribution of the equivalent plastic thickness for each slice was calculated at the mean energy of KES imaging and finally imported into a rapid prototyper to build the field flatteners.

### 3.2.1.1 Medical CT

Two euthanized rats were imaged in a standard medical CT as described in chapter 3.1.1.1. The same 102 slices for the first head restraint were used to form its matching field flatteners, while 90 slices in the imaging field of view were used to form the matching field flatteners for the second set [Zhu07].

### 3.2.1.2 CT Calibration

A phantom was imaged in the X-ray CT along with a rat to determine the equivalent photon energy, $E_{C T}$, of CT images as well as a scaling factor, $\gamma$, between image values and the actual absorption of the phantom. The phantom was composed of plastic and water to simulate soft tissue and a calcium chloride $\left(\mathrm{CaCl}_{2}\right)$ solution to simulate bone (Figure 3.7).

CT images provide a series of planar images of the scaled X-ray absorption which are proportional to the density of the tissue being imaged. Specifically, the CT number in the CT image of the water, $N_{W}$ ( $W$ for water), determines the scaling factor $\gamma$ by


Figure 3.7 An image of a phantom scanned at the same time with the first rat for CT image calibration. The phantom is made of a plastic tube of distilled water placed in another plastic tube of calcium chloride $\left(\mathrm{CaCl}_{2}\right)$ solution.

$$
\begin{equation*}
N_{W}=\gamma{\frac{\mu}{\rho_{W}}}_{W}\left(E_{C T}\right) \rho_{W} t_{W} \tag{3.1}
\end{equation*}
$$

where $N_{W}$ is the Hounsfield number plus 1000 , so that a value of zero corresponds to air. $\frac{\mu}{\rho}\left(E_{C T}\right)$ is the mass absorption coefficient at the equivalent photon energy $E_{C T}, \rho$ is the density and $t$ is its thickness in the image. Accordingly, the CT number in the CT image of the $\mathrm{CaCl}_{2}$ solution, $N_{B S}$ ( $B S$ for $\mathrm{CaCl}_{2}$ solution resembling the bone), is

$$
\begin{equation*}
N_{B S}=\gamma \frac{\mu}{\rho_{B S}}\left(E_{C T}\right) \rho_{B S} t_{B S} \tag{3.2}
\end{equation*}
$$

where $N_{B S}$ is the Hounsfield number plus 1000. Combining the equations (3.1) and (3.2) leads to a ratio which uniquely determines the equivalent photon energy $E_{C T}$ using

$$
\begin{equation*}
\frac{\frac{\mu}{\rho_{B S}}\left(E_{C T}\right)}{\frac{\mu}{\rho_{W}}\left(E_{C T}\right)}=\frac{N_{B S} \rho_{W} t_{W}}{N_{W} \rho_{B S} t_{B S}} \tag{3.3}
\end{equation*}
$$

The equivalent photon energy of 69.13 KeV and the scaling factors for the CT of two rats were determined using IDL DICOM Toolkit.

### 3.2.1.3 Segmentation and Projection

After CT image calibration, animal images were analyzed. The rat head was assumed to be composed of soft tissue and bone. Since field flatteners compensate X-ray absorption along the path, both the rat head and its plastic holder [Zhu07] were taken into account. The KES experiment recorded projection images in both lateral and DV views, in which $x$ denoted the lateral direction, $y$ denoted the DV direction, and $z$ denoted the caudal direction along the animal. The projected absorption of the rat head and its holder were expressed as coming from three components, plastic holder $(H)$, soft tissue $(T)$, and bone $(B)$, with the total (TOT). (In the following, the $N$ refers to the Hounsfield number plus 1000, so that a value of zero corresponds to zero attenuation or the attenuation of air.)

$$
\begin{align*}
& N_{H}\left(E_{C T}, x, y\right)=\gamma \frac{\mu}{\rho_{H}}\left(E_{C T}\right) \int_{t_{H}(x, y)} \rho_{H}(x, y, z) d z=\gamma \frac{\mu}{\rho_{H}}\left(E_{C T}\right) \bar{\sigma}_{H}(x, y) \\
& N_{T}\left(E_{C T}, x, y\right)=\gamma \frac{\mu}{\rho_{T}}\left(E_{C T}\right) \int_{t_{T}(x, y)} \rho_{T}(x, y, z) d z=\gamma \frac{\mu}{\rho_{T}}\left(E_{C T}\right) \bar{\sigma}_{T}(x, y)  \tag{3.4}\\
& N_{B}\left(E_{C T}, x, y\right)=\gamma \frac{\mu}{\rho_{B}}\left(E_{C T}\right) \int_{t_{B}(x, y)} \rho_{B}(x, y, z) d z=\gamma \frac{\mu}{\rho_{B}}\left(E_{C T}\right) \bar{\sigma}_{B}(x, y) \\
& N_{\text {TOT }}\left(E_{C T}, x, y\right)=\gamma\left[\frac{\mu}{\rho_{H}}\left(E_{C T}\right) \bar{\sigma}_{H}(x, y)+\frac{\mu}{\rho_{T}}\left(E_{C T}\right) \bar{\sigma}_{T}(x, y)+\frac{\mu}{\rho_{B}}\left(E_{C T}\right) \bar{\sigma}_{B}(x, y)\right]
\end{align*}
$$

In the CT images, the soft tissue and bone regions were segmented to isolate each independently using the contour procedure in IDL. Then the projected mass density $\sigma$ along a projection path for each component was found from the measured $N$ from the segmented image using $E_{C T}$ and $\gamma$ which were previously determined:

$$
\begin{align*}
& \bar{\sigma}_{H}(x, y)=\frac{N_{H}\left(E_{C T}, x, y\right)}{\gamma{\frac{\mu}{\rho_{H}}}^{\mu}\left(E_{C T}\right)}=\rho_{H} t_{H}(x, y) \\
& \bar{\sigma}_{T}(x, y)=\frac{N_{T}\left(E_{C T}, x, y\right)}{\gamma \bar{\rho}_{T}\left(E_{C T}\right)}  \tag{3.5}\\
& \bar{\sigma}_{B}(x, y)=\frac{N_{B}\left(E_{C T}, x, y\right)}{\gamma_{\frac{\mu}{\beta}^{\mu}}\left(E_{C T}\right)}
\end{align*}
$$

The projected equivalent absorption length of the field flattener $(P)$ at the KES experimental energy $E_{K}$, which is 33.17 keV for the iodine K-edge, was thus determined by

$$
\begin{equation*}
\frac{\mu}{\rho}_{P}\left(E_{K}\right) \rho_{P} t_{P}(x, y)=\frac{\mu}{\rho_{H}}\left(E_{K}\right) \bar{\sigma}_{H}(x, y)+\frac{\mu}{\rho_{T}}\left(E_{K}\right) \bar{\sigma}_{T}(x, y)+\frac{\mu}{\rho_{B}}\left(E_{K}\right) \bar{\sigma}_{B}(x, y) \tag{3.6}
\end{equation*}
$$

The rat head holder $(H)$ and its matching field flatteners $(P)$ were fabricated from the same plastic by a 3D printer, i.e. $\frac{\mu}{\rho_{H}}=\frac{\mu}{\rho_{P}}$ and $\rho_{H}=\rho_{P}$,

$$
\begin{equation*}
t_{P}(x, y)=t_{H}(x, y)+\frac{\frac{\mu}{\rho_{T}}\left(E_{K}\right) \bar{\sigma}_{T}(x, y)}{\frac{\mu}{\rho_{P}}\left(E_{K}\right) \rho_{P}}+\frac{\frac{\mu}{\rho_{B}}\left(E_{K}\right) \bar{\sigma}_{B}(x, y)}{\frac{\mu}{\rho_{P}}\left(E_{K}\right) \rho_{P}} \tag{3.7}
\end{equation*}
$$

Substituting back with $\bar{\sigma}_{T}(x, y)$ and $\bar{\sigma}_{B}(x, y)$ leads to

$$
\begin{equation*}
t_{P}(x, y)=t_{H}(x, y)+\left[\frac{\frac{\mu}{\rho_{T}}\left(E_{K}\right)}{\frac{\mu}{\rho_{T}}\left(E_{C T}\right)} N_{T}\left(E_{C T}, x, y\right)+\frac{\frac{\mu}{\rho_{B}}\left(E_{K}\right)}{\frac{\mu}{\rho}_{B}\left(E_{C T}\right)} N_{B}\left(E_{C T}, x, y\right)\right] \frac{1}{\gamma \frac{\mu}{\rho_{P}}\left(E_{K}\right) \rho_{P}} \tag{3.8}
\end{equation*}
$$

$t_{P}(x, y)$ in Equation (3.8) is the equivalent thickness of the field flattener material that has the same absorption as the animal's bone, soft tissue and plastic holder at 33.17 keV . The field flatteners were created by drawing a planar curve of $t$ for each slice,

$$
\begin{equation*}
t=t_{m}-t_{P}(x, y) \quad\left(\text { where } t_{m}>t_{P}(x, y)\right) \tag{3.9}
\end{equation*}
$$

where $t_{m}$ is the maximum thickness of the field flattener. Other simple attachments, such as a support frame and labels, were also added to the DICOM images (Figure 3.8).


Figure 3.8 DICOM image slices of the first rat head holder and its corresponding field flatteners in lateral and DV views (A), the second rat head (B) and its matching lateral field flattener (C).

### 3.2.1.4 Conversion and Fabrication

The DICOM images of the field flatteners were converted into STL format with "accurate" or "smooth" setting using the freeware JuliusLight [Jul ]. For comparison, "smooth" setting was used for the first set of field flatteners and "accurate" setting was used for the second set. STL files were imported into a rapid prototyper (Eden500V ${ }^{\mathrm{TM}}$ from Objet Geometries Inc.) to fabricate the field flatteners (Figure 3.9). Two sets of field flatteners were fabricated using
opaque (VeroWhite ${ }^{\circledR}$ ) or transparent (FullCure ${ }^{\circledR} 720$ ) acrylic-based photopolymer materials (Figure 3.10).

The selection of the materials was based on their similarities in X-ray visibility compared with Lucite which is the material used in the field flattener calculation for both field flatteners ( $p$ ) and the rat head holder $(h)$. The CT experiment to compare the X-ray visibilities of Lucite and VeroWhite ${ }^{\circledR}$ was done at Saskatoon Cancer Center in Nov. 2006. The result showed a very similar Hounsfield Unit (HU) number, that is, 116.0 HU for Lucite and 111.8 HU for VeroWhite ${ }^{\circledR}$ material at an X-ray Voltage of 120 kVp . Even though FullCure ${ }^{\circledR} 720$ is the second closest material to Lucite in X-ray visibility after VeroWhite ${ }^{\circledR}$ (from Objet Geometries Ltd., Billerica, Massachusetts, USA), it was chosen because of its preferred transparent property.


Figure 3.9 The second rat head holder and its two corresponding lateral and DV field flatteners were freshly finished the prototyping on the working platform of the Eden $500 \mathrm{~V}^{\mathrm{TM}}$, with ivory material still supporting the prototypes.


Figure 3.10 Two DV view field flatteners in opaque VeroWhite ${ }^{\circledR}$ for the first rat (1) and in transparent FullCure ${ }^{\circledR} 720$ for the second rat (2), in front (A), side (B) and back (C) views, respectively.

### 3.2.2 Experiments

Both sets of the field flatteners were used in KES imaging experiments at the HXMA beamline at the CLS in Dec. 2006 (Figure 3.11). KES images were taken with an X-ray camera from Photonic Science ( $18.7 \mu \mathrm{~m}$ square pixel size, 10 ms exposure) in line scan mode at $2 \mathrm{~mm} / \mathrm{s}$ vertical scan velocity. The beam size was 0.25 mm vertical height by 28 mm horizontal width. The energy of the monochromatic beam was manually switched between 100 eV above and below the iodine K-edge at 33.17 keV by a double crystal monochromator. Two micropipettes containing 50 mM and 10 mM concentration of iodine solutions were implanted in the head of a $410 g$ euthanized rat. The rat was KES imaged by vertical scanning four sweeps for both up and down directions with and without a field flattener in lateral and DV views.

While the first set of field flatteners was closely attached to its rat head holder nicely


Figure 3.11 Field flatteners used in the KES experiments at the HXMA beamline at the CLS. While the lateral field flattener in the first set was used in the downstream of a rat (A), the DV field flattener in the second set was used in the upstream of a rat (B). The solid red arrows indicate the incident beam direction.
showing the direction of the projection, the second set was separated from its holder to enable comparison of images taken with and without the field flatteners (Figure 3.11). Besides, a separate field flattener could always be put upstream of the animal to reduce the dose and away from the animal to reduce the secondary scattering into the fluorescence detector nearby.

### 3.2.3 Results and Discussions

From the projected density images of iodine in lateral view, the two micropipettes of iodine solution were easily discerned side by side in the rat head, while the iodine images in DV view only showed one micropipette of iodine due to the vertical overlapping positions of the two micropipettes (Figure 3.12 1-4C). As expected the projected density images of iodine show less anatomical information of the rat with field flatteners than without (Figure 3.12 2C vs. 1C, 4C vs. 3C). Some skeletal features remain due to vibrations introduced from the vertical scan motion which causes mismatches between raw images. In practice, faint anatomic structures help with


Figure 3.12 Images of a euthanized rat without (1) and with (2) a lateral field flattener, without (3) and with (4) a DV field flattener. Each row contains negative logarithms of images taken at above (A) and below (B) the iodine K-edge, the projected density images of iodine (C) and water/tissue (D). Each image was the average of a data set of eight images.
the localization of iodine in the animal. Analysis of the images with field flatteners and their histogram distributions (Figure 3.13) discovered that the high flux on the long tail of the histogram curves corresponded with the darkest area in the images, for example, in the muscle layer that covers the skull and between the superior and inferior molars in the lateral view (Figure 3.12 2A, 2B and 2D) and in the area bordered by the zygomatic arch and the maxillary bone in the DV view (Figure 3.12 4A, 4B and 4D). These were the result of improper compensation of X-ray absorption by field flatteners due to several factors. The experimental rat of $410 g$ had some size differences compared with the medical CT rat of $486 g$, on which the rat head holder and field flatteners were based. There was the possibility of positional misalignment between the rat head and the field flatteners since they are totally separate. And the voxel element in the medical CT image that was used to create the field flatteners was big enough to create steps in the thickness of field flatteners. The smooth conversion from DICOM to STL, or


Figure 3.13 Histograms of raw images taken with and without field flatteners in lateral view (A) and DV view (B). The solid lines indicate the histograms of the images taken at above K-edge energy and the dashed lines indicate those at below K-edge energy.
averaging slightly displaced DICOM images to get a blurred density image should make the field flatteners suitable for "generic" rats but this needs further investigation.

The field flatteners improved the SNR of both the raw images and the iodine images
(Table 3.2). The maximum surface dose to the animal was increased by a factor of 1.72 in lateral view and 4.37 in dorsal view from the non-flattened case despite the reduced average surface exposure to the animal (Table 3.3). A "perfect" field flattener will create a constant exit dose from the subject, thus increasing the entrance or surface dose to some regions of the subject while maintaining lower average exposure to the subject. The increase in SNR arises in part from the regionally increased maximal exposure and in part from removal of anatomical noise. For KES, the latter may not be important and may be advantageous in some applications. While not implemented in this experiment, the further way to improve SNR is to raise the compressed pixel

Table 3.2 SNR of the images with and without a field flattener

| SNR of images | images in lateral view |  |  | images in DV view |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | above <br> edge | below <br> edge | iodine <br> image | above <br> edge | below <br> edge | iodine <br> image |
|  | 1.61 | 1.60 | 3.02 | 1.87 | 1.86 | 2.29 |
| with a field flattener | 2.67 | 2.65 | 3.63 | 3.34 | 3.34 | 3.97 |
| SNR improvement | $+65.4 \%$ | $+65.6 \%$ | $+20.3 \%$ | $+78.2 \%$ | $+79.9 \%$ | $+73.3 \%$ |

Table 3.3 Surface dose ratio of the animal with a lateral $\left(D_{L A T}\right)$ or $\mathrm{DV}\left(D_{D V}\right)$ field flattener compared with the non-flattened case ( $D_{\text {noff }}$ )

| Dose ratio to non- <br> flattened case | maximum | minimum | average |
| :---: | :---: | :---: | :---: |
| $D_{L A T} / D_{\text {noff }}$ | 1.72 | 0.13 | 0.43 |
| $D_{D V} / D_{\text {noff }}$ | 4.37 | 0.18 | 0.52 |

value range to the upper end of the detector linearity (Figure 3.13). This could further double the SNR if the mismatch problem is well controlled since the SNR is proportional to the square root of the incident flux. But it will come at the cost of elevated average dose to the animal. In principal the improved SNR of KES with field flatteners could make it possible to visualize contrast agents at dilutions that would not be visible using standard medical CT.

It should be emphasized that the field flattener described here is used with live animal subjects for research. The increased SNR is due to an increase in exposure to the subject while limiting the need for a wide dynamic range, linear response digital detector. Though it could be applied clinically, the KES method is best applied at a synchrotron source and thus the applications are typically only for research purposes. A field flattener could be used in clinical applications where an increase in patient exposure can be tolerated to improve the visualization of a contrast material. The field flattener allows this possibility while limiting the exposure to the detector. However, one serious impediment is that a field flattener is made for a specific projection and object. For research with specific size animals and specific views, the field flattener is a feasible solution to obtain high sensitivity images. For general radiography, with differing views, subject size, and anatomical variations, a field flattener would not be feasible.

### 3.2.4 Conclusions

A field flattener fabricated by a rapid prototyper improved the SNR of KES images at a cost of raised maximum exposure to some regions of the subject and reduced anatomical information in the images. In research applications with animal systems, this method holds great promise to visualize low concentrations of contrast agents. Further improvements should standardize the field flatteners for "generic" rats and raise the compressed range of incident photon flux to the high end of the detector linearity to further improve the SNR. Clinical applications of field flatteners need further investigations.

# Chapter 4 Bent Laue Analyzers for X-ray Fluorescence Imaging 

For biomedical X-ray imaging applications, chapter 3 presents two types of animal imaging devices, animal restraints for both KES and XRF imaging and field flatteners for KES imaging. This chapter introduces the bent Laue crystals used for XRF imaging projects.

A BLA is a Si crystal bent to a logarithmic spiral shape and placed upstream of an area detector for specific XRF detection [Zho99]. The BLA-based XRF detection system can achieve excellent energy resolution and large solid angle of photon acceptance with nearly no count rate limitation, but at a price of limited applicable energy range. Two groups of BLAs were made for the XRF detection from manganese (Chapter 4.1) and iodine (Chapter 4.2) respectively, while the latter was designed to demonstrate the novel idea of 3D confocal XRF imaging.

### 4.1 Bent Laue XRF Imaging of Manganese in Biological Tissues

Mn is not abundant in human brain tissue, but it is recognized as a neurotoxin. Since the symptoms of manganese intoxication are similar to Parkinson's disease (PD), the investigation of the link between environmental, occupational or dietary Mn exposure and PD in humans is a hot research topic in the recent decade [Ola04, Gui10]. A BLA-based Mn fluorescence detection system was built to improve elemental specificity in XRF imaging. Chapter 4.1 describes the optimal design and fabrication of a group of BLAs and its synchrotron application to Mn fluorescence detection in biological samples.

### 4.1.1 Bent Laue Analyzer Design

Four sets of BLAs (denoted as $I,-I, I I,-I I)$ were designed with both positive and negative beam incident geometry onto the $\{111\}$ Bragg planes $B P$ (Figure 4.1) of two Si wafers, Si (111) (I) and $\mathrm{Si}(400)$ (II), respectively. As shown in Figure 4.1, the horizontal focal direction is defined as axis $x$, the vertical direction in the diffraction plane (paper plane) is defined as axis $y$ and the transversal direction perpendicular to and pointing out of the diffraction plane is defined as axis $z$ in the Chapter 4.


Figure 4.1 The positive / upper (A) and negative / lower (B) sign cases for a BLA (bold curve). Source $S$, focal point $F$, normal center $R$, Bragg planes $B P$, source to crystal distance $s$, virtual focal length $f$, bending radius $r$, Bragg angle $\theta_{B}$ and asymmetry angle $\chi$

### 4.1.1.1 Methods

Based on a lamella model [Ero90, Boe78] and the REFLECT program [Ete89], the reflectivity, reflectivity width and lamella layers of BLAs were calculated as a function of thicknesses and bending radii of the Si crystal as shown in Figure 4.2 and 4.3. The colors represent the reflectivity with the corresponding pseudo-color bar on the right side indicating the mapping between the pseudo-color and the reflectivity value. Iso-reflectivity is shown as white solid lines with the reflectivity value labeled. Considering the collection of both $\mathrm{Mn} \mathrm{K}_{\alpha 1}$ and $\mathrm{K}_{\alpha 2}$


Figure 4.2 The reflectivity (pseudo-color mapping and white solid isolines), reflectivity width (white dashed isolines in the unit of $\Delta \theta_{B}$ ) and lamella layers (white dotted isolines) of BLAs using $\operatorname{Si}$ (111) (A for $I$ and B for $-I$ ) for $\mathrm{Mn} \mathrm{K}_{\alpha}$ fluorescence vs. crystal thickness and bending radius. The black arrows note the suggested crystal thickness. The black dashed crosses indicate the final parameters of the crystal thickness and bending radius.


Figure 4.3 The reflectivity (pseudo-color mapping and white solid isolines), reflectivity width (white dashed isolines in the unit of $\Delta \theta_{B}$ ) and lamella layers (white dotted isolines) of BLAs using Si (400) (A for $I I$ and B for $-I I$ ) for $\mathrm{Mn}_{\alpha}$ fluorescence vs. crystal thickness and bending radius. The black arrows note the suggested crystal thickness. The black dashed crosses indicate the final parameters of the crystal thicknesses and bending radii.
fluorescence at the same time, the reflectivity width should be larger than the Bragg angle difference $\Delta \theta_{B}$ between $\mathrm{Mn} \mathrm{K}_{\alpha 1}$ and $\mathrm{K}_{\alpha 2}$ which is 0.67 mrad . In Figure 4.2 and 4.3 iso-width of reflectivity is shown in white dashed lines denoted in the unit(s) of $\Delta \theta_{B}$ and lamella iso-layers are shown in white dotted lines with the number of lamella layers labeled. Comparisons within Figure 4.2 and 4.3 indicate that the lamella layers are the same between the upper and lower incidences while the reflectivity and reflectivity width of upper incidence are bigger than those of lower incidence as expected due to larger region of interaction between the beam and crystal. A limitation of the lamella model is that the smaller the lamella layer number, the more intermittent the estimated reflectivity appears which is obvious in Figure 4.2 and 4.3 when the lamella layers are less than 10. A Si crystal thickness of $20 \mu m$ was roughly determined based on the maximal reflectivity along the isolines of reflectivity width of $\Delta \theta_{B}$ in all four cases.

Groups of rocking curves (reflectivity vs. incident angle) were drawn with a crystal thickness of $20 \mu \mathrm{~m}$ and a reflectivity width ranging from $0.5 \Delta \theta_{B} \sim 2.5 \Delta \theta_{B}$, showing the merging process of the $\mathrm{Mn} \mathrm{K}_{\alpha 1}$ and $\mathrm{K}_{\alpha 2}$ fluorescence peaks. By selecting the just merging point of the two peaks, a reflectivity width of $1.2 \Delta \theta_{B}$ and $1.3 \Delta \theta_{B}$ were roughly determined for $\operatorname{Si}(111)$ ( $I$ and $-I)$ and $\mathrm{Si}(400)(I I$ and $-I I)$ crystals, respectively. This step aims at the highest energy resolution for collecting both of the $\mathrm{Mn} \mathrm{K}_{\alpha 1}$ and $\mathrm{K}_{\alpha 2}$ fluorescence peaks at the same time. From the reflectivity curves at the desired reflectivity width of $1.2 \Delta \theta_{B}$ and $1.3 \Delta \theta_{B}$ (Figure 4.4), a crystal thickness of $20 \mu m$ was again confirmed by the reflectivity peaks in all four cases. Even though a crystal thickness of $15 \mu m$ is an optimal choice for $\mathrm{Si}(400)$, it is not commercially available.

With the crystal thickness $(20 \mu m)$ and reflectivity width $\left(1.2 \Delta \theta_{B}\right.$ for $I$ and $-I, 1.3 \Delta \theta_{B}$ for $I I$ and $-I I$ ) being set, the BLA parameters were all calculated. For practical reasons the source to crystal center distance $s$ was rounded to integer numbers of $18 \mathrm{~mm}(I$ and $-I)$ or 24 mm ( $I I$ and
$-I I)$, and the reflectivity width was thus adjusted to $1.160 \Delta \theta_{B}(0.778 \mathrm{mrad}$ for $I$ and $-I)$ or
$1.294 \Delta \theta_{B}(0.868 \mathrm{mrad}$ for $I I$ and $-I I)$. The equivalent reflectivity was estimated as a square peak with its width equal to the reflectivity width based on the rocking curves from $\mathrm{Mn} \mathrm{K}_{\alpha 1}$ and
$\mathrm{K}_{\alpha 2}$ fluorescence (Figure 4.5).


Figure 4.4 The reflectivity (solid line) and bending radius (dashed line) at a constant reflectivity width of $1.2 \Delta \theta_{B}(\mathrm{~A}$ and B$)$ and $1.3 \Delta \theta_{B}(\mathrm{C}$ and D$)$ vs. crystal thickness of BLAs. The vertical dotted lines indicate the crystal thickness reaching the maximal reflectivity.


Figure 4.5 The calculated rocking curves from $\mathrm{Mn} \mathrm{K}_{\alpha 1}$ (red lines) and $\mathrm{K}_{\alpha 2}$ (blue lines) fluorescence and the sum of the two (black lines). The equivalent reflectivity was estimated as a square peak (dashed lines) with its width equal to the reflectivity width. The $\theta_{B I}$ and $\theta_{B 2}$ refer to the Bragg angles of the $\mathrm{Mn} \mathrm{K}_{\alpha 1}$ and $\mathrm{K}_{\alpha 2}$ fluorescence, respectively.

### 4.1.1.2 Specifications

With all the parameters determined at this point, BLAs were designed with geometric dimensions drawn in Figure 4.6 and primary parameters listed in Table 4.1. In the experimental setup, two Amptek detectors (XR-100T CdTe with $25 \mathrm{~mm}^{2}$ detection area and XR-100CR Si with $13 \mathrm{~mm}^{2}$ detection area from Amptek Inc., Bedford, MA, U.S.) were vertically placed with a fixed $2 \theta_{B}$ angle $\left(39.2^{\circ}\right)$ apart accepting both the transmitted and diffracted beams from the BLA at the same time.

We define the figure of merit (FOM) of a BLA as the product of the reflectivity and the solid angle subtended by the crystal effective diffraction area of 2 mm by 8 mm . The FOM is drawn as a function of crystal thicknesses and bending radii in Figure 4.7 and 4.8. The colors


Figure 4.6 The logarithmic spirals (black) of the BLAs with respect to the positions of source $S$, focal point $F$ and normal center $R$. The horizontal axes denote the dimension ( mm ) along the focal direction $x$ and the vertical axes denote the dimension ( mm ) along $y$ axis in the diffraction plane. The transmission lines (red), diffraction path (green) and the crystal surface normal (blue) are plotted according to the given active area of the two Amptek detectors.

Table 4.1 Design parameters of the BLAs for Mn fluorescence detection combined with the two Amptek detectors.

| Design parameters | I | -I | II | -II |
| :---: | :---: | :---: | :---: | :---: |
| Si wafer | Si (111) |  | Si (400) |  |
| Diffraction Plane DP | \{111\} |  |  |  |
| Asymmetry angle $\chi$ () | 19.5 |  | 35.3 |  |
| Poisson ratio | 0.262 [Bra73] |  |  |  |
| Polarization | No |  |  |  |
| Mn $K_{\alpha}$ energy $E_{K a}(\mathrm{keV})$ | 5.895 |  |  |  |
| Bragg angle $\theta_{B}\left({ }^{\circ}\right)$ | 19.6 |  |  |  |
| Darwin width $\omega_{D}(\mu \mathrm{rad})$ | 42.5 |  |  |  |
| Crystal thickness $t$ ( $\mu \mathrm{m}$ ) | 20 |  |  |  |
| Crystal central bending radius $r$ (mm) | 23.2 | 18.0 | 41.7 | 24.9 |
| Crystal active width (transversal) (mm) | 2 |  |  |  |
| Crystal active length (coronal) (mm) | 2.9 | 2.7 | 4.1 | 3.4 |
| Source to crystal center distance s (mm) | 18 |  | 24 |  |
| Central focal length $f$ (mm) | 23.2 | 14.0 | 40.1 | 14.3 |
| Coronal opening angle () | 7.1 | 8.5 | 5.6 | 7.9 |
| Transversal opening angle ( ${ }^{(1)}$ | 6.4 |  | 4.8 |  |
| Solid angle $\Omega(\mathrm{msr})$ | 13.8 | 16.4 | 8.1 | 11.5 |
| Equivalent reflectivity $\mathrm{Req}^{( }$(\%) | 28.8 | 23.6 | 27.1 | 18.4 |
| FOM (msr) | 4.0 | 3.9 | 2.2 | 2.1 |
| Lamella layers | 14 | 18 | 13 | 22 |
| Reflectivity width $\Delta \theta$ ( $\mu \mathrm{rad}$ ) | $778\left(1.160 \Delta \theta_{B}\right)$ |  | $868\left(1.294 \Delta \theta_{B}\right)$ |  |
| Energy resolution $\Delta E(\mathrm{eV})$ | 12.9 |  | 14.4 |  |
| Energy bandwidth $\Delta E / E$ (\%) | 0.22 |  | 0.24 |  |
| Detectable region vertical size $\Delta v(\mu m)$ | 14 |  | 21 |  |
| Detectable region transversal size $\Delta \mathrm{h}$ (mm) | 2.4 |  | 3.4 |  |

A. FOM (msr), reflectivity width $\left(\Delta \theta_{B}\right)$ and lamella layers $I$

B. FOM (msr), reflectivity width $\left(\Delta \theta_{B}\right)$ and lamella layers $-I$


Figure 4.7 The FOM (pseudo-color mapping and white solid isolines in the unit of $m s r$ ), reflectivity width (white dashed isolines in the unit of $\Delta \theta_{B}$ ) and lamella layers (white dotted isolines) of BLAs using $\operatorname{Si}(111)$ (A for $I$ and B for $-I$ ) for $\mathrm{Mn} \mathrm{K}_{\alpha}$ fluorescence vs. crystal thickness and bending radius at a given active crystal area of 2 mm by 8 mm . The black dashed crosses indicate the final parameters of the crystal thickness and bending radius.
A. FOM (msr), reflectivity width $\left(\Delta \theta_{B}\right)$ and lamella layers $I I$

B. FOM (msr), reflectivity width $\left(\Delta \theta_{B}\right)$ and lamella layers $-I I$


Figure 4.8 The FOM (pseudo-color mapping and white solid isolines in the unit of $m s r$ ), reflectivity width (white dashed isolines in the unit of $\Delta \theta_{B}$ ) and lamella layers (white dotted isolines) of BLAs using Si (400) (A for II and B for $-I I$ ) for $\mathrm{Mn} \mathrm{K}_{\alpha}$ fluorescence vs. crystal thickness and bending radius at a given active crystal area of 2 mm by 8 mm . The black dashed crosses indicate the final parameters of the crystal thickness and bending radius.
represent the FOM with the corresponding pseudo-color bar on the right side. Iso-FOM is shown in white solid lines with the FOM value labeled. Again, the iso-width of reflectivity is shown in white dashed lines denoted in the unit(s) of $\Delta \theta_{B}$ and lamella iso-layers are shown in white dotted lines with the number of lamella layers labeled. Figure 4.7 and 4.8 show that the chosen parameters noted by the black crosses are nearly optimal under a condition that $20 \mu \mathrm{~m}$ is the minimum crystal thickness commercially available.

### 4.1.2 Bender Design

Four sets of BLA benders were designed using Solidworks software (Solidworks Corp., Concord, Massachusetts, USA.) along with source pointers for proper alignment (Figure 4.9) and a positioning holder for two Amptek detectors (Figure 4.10). The logarithmic spiral curves were specifically imported from IDL using functions defined by a macro and evaluated smoothly


Figure 4.9 Four sets of BLA benders (cyan) along with their source pointers (red). The outside rectangles on the curved surfaces of logarithmic spiral shape define a crystal size of 4 mm by 10 mm and the inside rectangles of 2 mm by 8 mm designate the apertures for the beam path. The removable source pointers (red) point at the fluorescence and scattering center $S$.
using "Curvature" functions in Solidworks. The source pointer was removed from the top after proper alignment and a copper plate with a predefined aperture was inserted in the same place during the experiment to define the beam size onto the detectors.

The BLA benders, source pointers and the detector holder were fabricated using a Rapid Prototyper Eden $500 \mathrm{~V}^{\mathrm{TM}}$ (Objet Geometries Ltd., Billerica, Massachusetts, USA) at the Engineering Machine Shop of the U of S.


Figure 4.10 A detector holder (yellow) defines a $2 \theta_{B}$ angle of $39.2^{\circ}$ between the two Amptek detectors (grey). A BLA bender (cyan) could be docked into the either side of the detector holder for an easy switch of the two detectors. A rectangle copper plate (brown) was slide into the slot instead of its source pointer during the experiment. A predefined aperture was drilled in the middle of the copper plate to define the beam size.

### 4.1.3 Crystal Preparations

### 4.1.3.1 Releasing, Cutting and Bending

Si wafer (111) and (400) of 150 mm diameter and $20 \mu \mathrm{~m}$ thickness were ordered from Addison Engineering Inc. (San Jose, California, USA). The Si wafers of $20 \mu m$ thickness were so fragile that both had cracks throughout the wafers right out of the delivery box (Figure 4.11). The Si wafers on the original packing were strongly adhered to a polyvinyl chloride (PVC) film of 80 $\mu m$ thickness by a layer of acrylic adhesive of $15 \mu m$ thickness. The standard way to release a wafer from the PVC film is to go through a specific ultraviolet (UV) exposure, that is, UV irradiation at $200 \sim 400 \mathrm{~nm}$ wavelength in high intensity (minimum $15 \mathrm{~mW} / \mathrm{cm}^{2}$ ) but at low dose (around $300 \mathrm{~mJ} / \mathrm{cm}^{2}$ ). Since such a dedicated UV curing system was not locally available, the Si wafer (400) was exposed under several other types of UV sources locally accessible. It was overexposed by longer irradiation of low intensity UV light before the above UV curing requirements were obtained from the UV tape manufacturer (Ultron Systems Inc., Moorpark, California, USA).

Both the unexposed Si (111) and overexposed $\mathrm{Si}(400)$ wafers were still adhered to the


Figure 4.11 Si wafers out of box with 150 mm diameter and $20 \mu \mathrm{~m}$ thickness.

PVC tape tightly. As indicated by the UV tape manufacturer that nothing can be done to an overexposed UV curable tape, dissolving the PVC tape by an appropriate solvent appeared to be the only solution. The later experiences of crystal bending showed that the PVC film made the tightly taped crystal too stressed to be successfully bent without cracks. Releasing the crystal from the PVC tape allowed it to be freely bent and provided the maximum probability to survive the bending process. Several solvents were tried out to dissolve the PVC tape. Tetrahydrofuran (from EMD Chemicals at Gibbstown, New Jersey, USA) was a successful solvent as suggested by Dr. Manouchehr Hashemi.

The Si wafer taped on the backing PVC film was first scratched into many 4 mm by 10 $m m$ rectangles by a diamond scriber based on the direction of the $\{220\}$ flat edge on the wafer. The orientation was marked on each rectangle. Then the Si wafer was cut into bigger pieces which were dipped into the tetrahydrofuran solution one by one until partially dissolved. Small crystals released from the PVC tape were picked up by a tweezer and cleaned by acetone to remove any residue. Finally these small crystals were dried by themselves, sandwiched between weighing papers and stored in a cardboard box. Attention was paid to try to preserve the orientation of each small piece during the whole process of dissolving, cleaning and relocation as the original orientation markings were cleaned off in the solution. The dissolving process was observed to effectively grow and fully extend any invisible damage from the edges of the crystal pieces. Attempts to dissolve the whole wafer all at once would easily get too many pieces to keep track of each orientation. Cutting the Si (111) wafer was an even greater challenge resulting many pieces of irregular shape obtained due to its tri-fold symmetry (Figure 4.14).

The final step of crystal preparation was to bend and mount the crystal pieces onto the BLA benders. Small pieces of Kapton film were rubbed with fur to make them electrostatic
enough to pick up the crystals automatically and hold them firmly. One end of a Kapton film was first fixed on the BLA bender by Kapton tape. After a crystal was finely positioned on the inner side of the Kapton film, the Kapton film was firmly rolled over using a finger from the outside against the logarithmic spiral surface of the BLA bender. Then the other end of the Kapton film was tightly taped on the bender with the crystal bent and sandwiched between the Kapton film and bender surface without touching any tape (Figure 4.12).


Figure 4.12 BLAs with crystals mounted and copper plates with apertures inserted (from left to right is $I,-I, I I,-I I)$

### 4.1.3.2 Crystal Orientation

Before mounting the crystals, the Si (111) crystal was orientated by X-rays to ensure the proper positioning on the BLA benders. The $\mathrm{Si}(400)$ did not go through this step because its orientation would not be wrong due to its four-fold symmetry as shown in its stereographic projection [Cul56] (Figure 4.13) as long as it was cut along the $\{220\}$ flat edge of the original
wafer. Using a Cu target X-ray tube as a photon source, the back-reflection Laue photographs [Cu156] of the Si (111) crystals were taken at Prof. Ian J. Burgess's lab (department of Chemistry, U of S). The back-reflection Laue photographs (Figure 4.15B and C) confidently defined the orientation of the $\mathrm{Si}(111)$ crystals (Figure 4.14) as compared to the simulated result (Figure 4.15A).


Figure 4.13 Stereographic projection of $\mathrm{Si}(400)$ where the relative reflectivity of each plane was mapped by the pseudo-color and the size of the dot and its Miller index label.

To prepare for the second experiment, the original crystals on the BLAs were all replaced by new crystals and freshly mounted to ensure tight bending along the logarithmic spiral contours on the BLA frames. Before mounting the crystals, the Si crystals were orientated at the BMIT beamline at the CLS. The transmission Laue photographs [Cul56] (Figure 4.16B and C) confirmed the orientation of the $\mathrm{Si}(111)$ crystals (Figure 4.14) compared with the simulated results (Figure 4.16A).


Figure 4.14 Stereographic projection of $\operatorname{Si}$ (111) where the relative reflectivity of each plane was mapped by the pseudo-color and the size of the dot and its Miller index label.


Figure 4.15 Back-reflection Laue photograph of Si (111) of $20 \mu \mathrm{~m}$ thickness was taken by a Cu target X-ray tube at 38 kV tube voltage, 38 mA tube current, 20 minutes exposure time and 30 mm crystal-to-film distance. The simulated result (A) is corresponding to the stereographic projection in Figure 4.14. The original exposure on the film (B) was image processed to the Laue diffraction pattern (C) with some recognized diffraction spots noted.


Figure 4.16 Transmission Laue photograph of $\mathrm{Si}(111)$ of $20 \mu \mathrm{~m}$ thickness at 50 mm crystal-tofilm distance obtained at BMIT beamline. The fluorescence screen was taped with a lead beam stop and gridding of 1 cm spacing. The simulated result (A) is corresponding to the stereographic projection in Figure 4.14. The original capture (B) was inverted (C) with some spots noted.

### 4.1.4 Implementation

### 4.1.4.1 Experimental Setup

The detection system based on the BLA (-II) was set up and validated by biological samples at the HXMA beamline at the CLS. As shown in the experimental setup (Figure 4.17), the BLA and two Amptek detectors (XR-100T CdTe with $25 \mathrm{~mm}^{2}$ detection area and XR-100CR Si with $13 \mathrm{~mm}^{2}$ detection area from Amptek Inc., Bedford, MA, U.S.) were mounted on a XYZ stage $90^{\circ}$ to the incident beam direction in the horizontal plane to minimize the elastic and Compton scattering. Samples were mounted on a XY stage $45^{\circ}$ to the incident beam. Two air filled ion chambers were used to measure the beam intensity, a micro ion chamber of 10 mm length (from Advanced Design Consulting Inc., U.S.) upstream of the sample and an ion chamber of 15 cm plate length downstream of the sample. Our system (Figure 4.17A) was built


Figure 4.17 The experimental setup at the HXMA beamline (B) showing the JJ X-ray slits (a) and the micro ion chamber (b), and a Solidworks assembly (A) of our system including BLA detection system on a XYZ stage (d), a XY stage for the sample holder (c) and a downstream ion chamber (e) on a black breadboard (f).
on a breadboard (from Thorlabs) for easy carry in during the experiment. The monochromatic energy of the incident beam was set to 6.639 keV or 7.212 keV which is 100 eV above the Mn or Fe K-edge, respectively. Due to the limited space in the microprobe endstation at HXMA beamline, our BLA-based detection system was set up at the X-ray Absorption Fine Structure (XAFS) endstation and used non-focused incident beam as the source. The beam size was limited to 1 mm wide by $33 \mu \mathrm{~m}$ high by continuously adjusting the slits (from JJ X-Ray A/S, Denmark) in one direction to avoid backlash effects.

### 4.1.4.2 Vertical Beam Size Measurement

The JJ X-Ray slits were used to set the vertical beam size. However, the sample was located downstream ( $\sim 100 \mathrm{~mm}$ ) of the slits and since the beam was divergent a measurement of the vertical beam size was necessary. A tungsten blade was mounted on the sample stage and vertically scanned across the beam to measure the vertical beam size after the slits. A scanning speed of $4.167 \mu \mathrm{~m} / \mathrm{s}$ and a pulse time of 100 ms made a step size of $0.4167 \mu \mathrm{~m}$ between the successive measurement points. To find the minimum vertical beam size after the slits, several vertical slit gaps were set and the photon counts after the scanning blade were recorded by the downstream ion chamber (Figure 4.18). The blade scanning results were smoothed by averaging and the first derivatives were taken based on the smoothed data to get the full width at half maximum (FWHM) of the derivative peak. From the FWHMs of the first derivative at different vertical gap settings of the slits (Figure 4.18C), a minimum of $25 \mu m$ of the FWHM was achieved at $90 \mu m$ gap setting of the vertical slit. Full beam intensity without the blade was recorded when the vertical gap of the slit was increased from $50 \mu m$ where no intensity was observed until $90 \mu m$ where the minimum FWHM was achieved in the previous test. Back projection along the data line in Figure 4.18D easily estimated a vertical beam size of $33 \mu \mathrm{~m}$
at $90 \mu \mathrm{~m}$ gap setting of the vertical slit.


Figure 4.18 Vertical beam size measurement results. Setting the vertical gap of the JJ X-Ray slits
as $90 \mu \mathrm{~m}$, photon counts after the vertically scanning blade was recorded (A) and its first
derivative (B) was calculated from the smoothed A. The FWHM of the first derivative was measured at different vertical gap settings of the slits (C). The full beam intensity measurement (D) estimated the vertical beam size of $33 \mu m$ at the $90 \mu m$ of the slits gap setting.

### 4.1.4.3 Combined Resolution Measurement

A Mn foil sample ( $44.8 \mu \mathrm{~g} / \mathrm{cm}^{2}$ of Mn on Mylar of $2.5 \mu \mathrm{~m}$ thick, from Micromatters Inc.)
was irradiated by an incident beam of 6.639 keV . The $\mathrm{Mn} \mathrm{K}_{\alpha}$ fluorescence was recorded by the

Amptek Si detector in both the transmission and diffraction directions while the whole detection system was in vertical (Bragg angle) scanning motion (Figure 4.19). It should be noted that moving the BLA in the vertical direction effectively changes the Bragg angle when the source of fluorescence is fixed. There is a slight coupling of Bragg angle with the source to crystal distance
$s$. Since the range of vertical motion $\Delta y$ is small, the change of source to crystal distance $\Delta s\left(s^{\prime}-\right.$
$s$ ) is small. It could be easily derived that

$$
\begin{equation*}
\Delta s=\frac{1}{2} \frac{s^{\prime}}{s^{2}}(\Delta y)^{2} \approx \frac{1}{2 s}(\Delta y)^{2} \tag{4.1}
\end{equation*}
$$

Despite the different dwell time in the data collections (0.1s for the transmission measurement and $25 s$ for the diffraction measurement), a strong peak of the diffracted Mn fluorescence was observed to correspond to the dip in the transmitted Mn fluorescence at the


Figure 4.19 Combined resolution measurement setup. The BLA-based detection system (dashed rectangle) was vertically scanning the Mn foil sample (grey oval) which was irradiated by an incident beam of $6.639 \mathrm{keV} . O$ is the origin of the BLA logarithmic spiral, $S$ is the source of fluorescence, $s$ is the source to crystal (BLA) distance, $\Delta y$ is the vertical motion distance $O S$. $V_{B}$ is the vertical size of the incident beam (blue parallelogram), $\Delta v$ is the vertical size of the detectable region of the BLA (pink parallelogram).
exactly same 11.35 mm relative vertical height (Figure 4.20). The measured FWHM of about 60 $\mu m$ in both peaks should be a convoluted result from the real vertical size of the detectable region ( $\Delta v$ ) and the vertical beam size of $33 \mu m\left(V_{B}\right)$ which was measured in section 4.1.4.2. The sharp peak and the sharp dip indicated that the real vertical size of the detectable region $\Delta v$ was close to the vertical beam size $V_{B}$. A flat top in the peak or a flat bottom in the dip would show up if the real vertical size of the detectable region $\Delta v$ was quite different from the vertical beam size $V_{B}$ in either side (bigger or smaller). Assuming both $\Delta v$ and $V_{B}$ comply with normal (or Gaussian) distribution, the FWHM of the convoluted peak is,

$$
\begin{equation*}
F W H M=\sqrt{\left(V_{B}\right)^{2}+(\Delta v)^{2}} \tag{4.2}
\end{equation*}
$$



Figure 4.20 The transmitted (A) and diffracted (B) $\mathrm{Mn}_{\alpha}$ fluorescence from the Mn foil at 6.639 keV incident energy were collected by the Amptek Si detector while the whole detection system was in vertical scanning motion. The dashed lines indicate that both the dip (A) and the peak (B) occurred at the same relative height of 11.35 mm with FWHM of about $60 \mu \mathrm{~m}$.

Then the real vertical size of the detectable region ( $\Delta v$ ) was calculated as $50 \mu m$ and the energy resolution $\Delta E$ was calculated as 34.5 eV according to energy bandwidth equation

$$
\begin{equation*}
\frac{\Delta E}{E}=\frac{\Delta \theta}{\operatorname{tg} \theta_{B}}=\frac{\Delta v}{s \cdot \operatorname{tg} \theta_{B}} \tag{4.3}
\end{equation*}
$$

Where the $E$ is detected $\mathrm{Mn} \mathrm{K}_{\alpha}$ fluorescence energy, $\theta_{B}$ is the Bragg angle of the $\mathrm{Mn} \mathrm{K}_{\alpha}$ fluorescence incident on $\{111\}$ plane of Si and $s$ is the source to crystal distance (Table 4.1, 24 $m m$ for the BLA -II). Both results were sufficiently close to the theoretical values (Table 4.1, 21 $\mu m$ for the vertical size of detectable region $\Delta v$ and 14.4 eV for the energy resolution $\Delta E)$.

### 4.1.5 The First Experiments

This detection system was first validated by collecting Mn fluorescence from Mn and Fe foils, imaging gelatin calibration samples and adult Drosophila in March 2009.

### 4.1.5.1 Spectra from Mn and Fe Foils

The XRF spectra of the Mn foil and an Fe foil $\left(46.0 \mu \mathrm{~g} / \mathrm{cm}^{2}\right.$ of Fe on Mylar of $2.5 \mu \mathrm{~m}$ thick, from Micromatters Inc.) which were overlapped back to back were collected for 5 minutes by the Amptek Si detector at 7.212 keV incident energy (Figure 4.21). The $\mathrm{Mn} \mathrm{K}_{\alpha}$ fluorescence ( 5.895 keV ) was the only strong peak in the diffracted spectrum (Figure 4.21B), whereas it was a much smaller peak in the transmitted spectrum (Figure 4.21A). But the count rate of the $\mathrm{Mn} \mathrm{K}_{\alpha}$ fluorescence in the diffracted spectrum reduced to nearly $1 / 3$ of that in the transmitted one. Mn $\mathrm{K}_{\beta}$ fluorescence ( 6.490 keV ) was estimated to overlap with the $\mathrm{Fe} \mathrm{K}_{\alpha}$ fluorescence ( 6.400 keV ). Fe $\mathrm{K}_{\beta}$ fluorescence ( 7.058 keV ) was estimated on top of the Compton scattering ( 7.112 keV ) and elastic scattering.


Figure 4.21 The transmitted (A) and diffracted (B) spectra of the overlapped Mn and Fe foils were collected for 5 minutes by the Amptek Si detector with 2048 channels at 7.212 keV incident energy. The Mn fluorescence (grey shadow) peaked at channel 460.

### 4.1.5.2 XRF Imaging of Gelatin

Manganese chloride was dissolved in 10\% gelatin to give final concentrations ranging from 500 mM down to $0.05 \mu M$. The warm Mn-gelatin solutions were transferred into a multiwell plastic plate and allowed to harden (Figure 4.22). This gelatin calibration sample was raster scanned by the BLA ( $-I I$ ) detection system at a speed of $1 \mathrm{~mm} / \mathrm{s}, 1 \mathrm{~mm}$ step size and 1 s dwell time at 6.639 keV incident energy. The images from the Amptek Si detector in the diffraction direction showed that the diffracted Mn fluorescence (Figure 4.23B) nearly occupied the entire diffracted spectra (Figure 4.23A) whereas it was not the case in the images from the Amptek CdTe detector in the transmission direction (Figure 4.24). This means that the BLA efficiently
diffracted the signals of Mn fluorescence while greatly limited the elastic scattering, Compton scattering and other noise. The Figure 4.23C showed that the Mn concentration of 12.5 mM can be easily detected. The circular patterns in the images suggested that the BLA detection system was sensitive to depth because the surface of the gelatin sample was not flat, but concave in each well.


Figure 4.22 Gelatin calibration sample (A) and the pattern of the Mn concentrations within the multi-well (B) both with the imaging region noted by the black rectangle.


Figure 4.23 All spectra image (A) and the Mn fluorescence image (B) of the gelatin sample diffracted to the Amptek Si detector. Setting 0-count-pixels as transparent, the Mn fluorescence image (B) was overlapped on top of the gelatin sample photo to make the composite image (C).


Figure 4.24 All spectra image (A) and the Mn fluorescence and elastic scattering image (B) of the gelatin sample transmitted to the Amptek CdTe detector.

### 4.1.5.3 XRF Imaging of Drosophila

Drosophila were fed on standard yeast/cornmeal Drosophila diet supplemented with Mn ranging from 0.5-100 mM concentrations (Table 4.2) and packed on a Lucite plate by metal-free Mylar tape (Matrix Technology Ltd.) in 6 groups (Figure 4.25). The Drosophila sample was raster scanned by the BLA (-II) detection system at a speed of $1 \mathrm{~mm} / \mathrm{s}, 0.5 \mathrm{~mm}$ step size and 0.5 s dwell time at 6.639 keV incident energy. The diffracted Mn fluorescence (Figure 4.26B) occupied the most part of the diffracted spectra (Figure 4.26A) whereas the transmitted Mn

Table 4.2 Concentrations of $\mathrm{MnCl}_{2} \cdot 4 \mathrm{H}_{2} \mathrm{O}$ in the Drosophila diet

| Drosophila group number | \#1 | \#2 | \#3 | \#4 | \#5 | \#6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Mn concentration (mM) | 100 | 75 | 50 | 25 | 1 | 0.5 |



Figure 4.25 Drosophila sample in the imaging setup (A) and the Drosophila sample photo (B) noted with the imaging region (black rectangle) and the Drosophila packing groups (while lines) with group numbers ( $1-6$ ).


Figure 4.26 All spectra image (A) and the Mn fluorescence image (B) of the Drosophila sample diffracted to the Amptek Si detector. Setting 0-count-pixels as transparent, the Mn fluorescence image (B) was overlapped on top of the Drosophila sample photo to make the composite image (C).
fluorescence (Figure 4.27B) was less prominent in the transmitted spectra (Figure 4.27A).
Excellent correlations were observed between the Mn fluorescence signals and the Drosophila positions in both of the diffracted and transmitted Mn fluorescence images (Figure 4.26C, Figure 4.27C). This correlation was stronger among the Drosophila groups fed on higher Mn


Sample position $\mathrm{X}(\mathrm{mm})$
A. All spectra transmitted
B. Mn fluorescence transmitted

Sample position X (mm)
C. B overlaped on photo

Figure 4.27 All spectra image (A) and the Mn fluorescence image (B) of the Drosophila sample transmitted to the Amptek Si detector. Setting 0-count-pixels as transparent, the Mn fluorescence image (B) was overlapped on top of the Drosophila sample photo to make the composite image (C).
concentrations (\#1-3), but weaker among groups on lower Mn concentrations (\#5-6) as expected. The correlation of Mn signals with the Drosophila group \#6 indicated that the detection limit of 0.5 mM can be achieved by the BLA (-II) detection system.

### 4.1.6 The Second Experiment

The same detection system based on the BLA (-II) mounted with a new crystal was set up at the HXMA beamline at the CLS in May 2010. The beam size was limited to $100 \mu \mathrm{~m}$ wide and $100 \mu \mathrm{~m}$ high for most tests by continuously adjusting the slits (from JJ X-Ray A/S, Denmark) in one direction to avoid backlash effects. This detection system was tested by XRF imaging of Mn and Fe solutions in tubing and human brain slices.

### 4.1.6.1 XRF Imaging of Mn and Fe Solutions

A series of solutions with different combinations of Mn and Fe concentration were prepared from $\mathrm{MnCl}_{2} \cdot 4 \mathrm{H}_{2} \mathrm{O}$ and $\mathrm{FeCl}_{3} \cdot 6 \mathrm{H}_{2} \mathrm{O}$ crystals (Table 4.3). The solutions were injected into 31 pieces of polyethylene tubing (Intramedic ${ }^{\mathrm{TM}} \mathrm{PE} 160,1.14 \mathrm{~mm}$ I.D., 1.57 mm O.D.) and packed on a Lucite plate in sequence (from \#1 tubing on the top to \#31 on the bottom). The tubing sample was raster scanned at a speed of $2 \mathrm{~mm} / \mathrm{s}$ by the BLA detection system. Both the Amptek CdTe detector in the transmission direction and the Amptek Si detector in the diffraction direction were set up with channels for $\mathrm{Mn} \mathrm{K}_{\alpha}$ and $\mathrm{Fe} \mathrm{K}_{\beta}$ fluorescence photons. Setting the incident energy at 6.639 keV ( 100 eV above Mn K-edge) only excited the Mn and thus obtained "Fe off" images (Figure 4.28). Setting the incident energy at 7.212 keV ( 100 eV above Fe K-

Table 4.3 Concentrations of $\mathrm{MnCl}_{2} \cdot 4 \mathrm{H}_{2} \mathrm{O}$ and $\mathrm{FeCl}_{3} \cdot 6 \mathrm{H}_{2} \mathrm{O}$ in the tubing sample

| Tubing number <br> (from top to bottom) | $\mathrm{MnCl}_{2} .4 \mathrm{H}_{2} \mathrm{O}$ <br> Concentration $(\mathrm{mM})$ | $\mathrm{FeCl}_{3} .6 \mathrm{H}_{2} \mathrm{O}$ <br> concentration $(\mathrm{mM})$ |
| :---: | :---: | :---: |
| $\# 1$ | 100 | 0 |
| $\# 2$ | 75 | 0.001 |
| $\# 3$ | 50 | 0.01 |
| $\# 4$ | 25 | 0.0125 |
| $\# 5$ | 10 | 0.025 |


| \#6 | 8.75 | 0.0375 |
| :---: | :---: | :---: |
| \#7 | 7.5 | 0.05 |
| \#8 | 6.25 | 0.0625 |
| \#9 | 5 | 0.075 |
| \#10 | 3.75 | 0.0875 |
| \#11 | 2.5 | 0.1 |
| \#12 | 1.25 | 0.125 |
| \#13 | 1 | 0.25 |
| \#14 | 0.875 | 0.375 |
| \#15 | 0.75 | 0.5 |
| \#16 | 0.625 | 0.625 |
| \#17 | 0.5 | 0.75 |
| \#18 | 0.375 | 0.875 |
| \#19 | 0.25 | 1 |
| \#20 | 0.125 | 1.25 |
| \#21 | 0.1 | 2.5 |
| \#22 | 0.0875 | 3.75 |
| \#23 | 0.075 | 5 |
| \#24 | 0.0625 | 6.25 |
| \#25 | 0.05 | 7.5 |
| \#26 | 0.0375 | 8.75 |
| \#27 | 0.025 | 10 |
| \#28 | 0.0125 | 25 |
| \#29 | 0.01 | 50 |
| \#30 | 0.001 | 75 |
| \#31 | 0 | 100 |



Figure 4.28 "Fe off" images of the tubing sample of Mn and Fe solutions. The intensity bars on the right side of images denote the normalized photon counts.


Figure 4.29 " Fe on" images of the tubing sample of Mn and Fe solutions. The intensity bars on the right side of images denote the normalized photon counts.
edge) excited both the Mn and Fe and hence resulted "Fe on" images (Figure 4.29). In the images from Figure 4.28 and Figure 4.29, missing signals on one side of several tubes corresponded to air in the tubes, and the stronger signals on both ends resulted from the tape on the center region.

From the detector report, the FWHM of the Amptek Si detector at 5.9 keV is 209 eV and the FWHM of the Amptek CdTe detector at 59.5 keV is 694 eV . The coarse energy resolution of the Amptek detectors explained the mutual invasion between the Mn and Fe fluorescence channels. For example, a little $\mathrm{Mn}_{\mathrm{K}} \mathrm{f}$ luorescence invaded into the $\mathrm{Fe} \mathrm{K}_{\beta}$ channel ( C in Figure 4.28-29), a lot of $\mathrm{Fe} \mathrm{K}_{\alpha}$ intruded into the $\mathrm{Mn} \mathrm{K}_{\alpha}$ channel (Figure 4.29B). This phenomenon did not happen in the diffracted images due to the use of the BLA, that is, no Fe fluorescence was detected in the Mn channels (Figure 4.29E) and no Mn fluorescence in the Fe channels (F in Figure 4.28-29). Actually no signal was detected in the Fe channels even in the "Fe on" image (Figure 4.29 F ). This provided convincing evidence that the BLA was properly designed and made for the detection of $\mathrm{Mn} \mathrm{K}_{\alpha}$ fluorescence, not the Fe fluorescence.

However it was noticed that the diffracted $\mathrm{Mn} \mathrm{K}_{\alpha}$ fluorescence was only a small fraction of the transmitted $\mathrm{Mn} \mathrm{K}_{\alpha}$ fluorescence ( E vs. B in Figure 4.28-29). It would not be accurate to interpret the detection limit of Mn fluorescence based on these weak diffracted images.

### 4.1.6.2 XRF Imaging of Human Brains

Five pieces of human brain of the substantia nigra region were selected from a collection of Dr. Ali Rajput (U of S). The brain tissues were formalin fixed with gelatin, sliced to about 1 $m m$ thick, heat sealed by metal-free polyproplene film (from Goodfellow Cambridge Ltd., $30 \mu m$ thick) and taped onto a metal-free Lucite plate for raster scanning for fluorescence imaging. Four pieces of brain slice (Figure 4.30) were imaged during the second beamtime at the HXMA
beamline, three of which were from PD patients and one was a control who died from head injury. The human brain samples were treated under protocol \#06-250 approved by the $U$ of $S$ Biomedical Research Ethics Board (Bio-REB).

The incident energy was set to 7.212 keV to excite both the Mn and Fe . The brain samples were raster scanned by the same BLA detection system. Both the Amptek CdTe detector in the transmission direction and the Amptek Si detector in the diffraction direction were set up with channels for $\mathrm{Mn} \mathrm{K}_{\alpha}$ and $\mathrm{Fe} \mathrm{K}_{\beta}$ fluorescence photons. The same distribution pattern was


Figure 4.30 Human brain slices from PD patients (A-C) and a control (D).
found between images of transmitted $\mathrm{Mn} \mathrm{K}_{\alpha}$ and $\mathrm{Fe} \mathrm{K}_{\beta}$ due to the mutual invasion between the Mn and Fe fluorescence channels in the Amptek CdTe detector (B vs. C in Figure 4.31-4.34). Despite of the weak diffraction from the brain samples, a different distribution pattern was discernible in the diffracted $\mathrm{Mn} \mathrm{K}_{\alpha}$ and $\mathrm{Fe} \mathrm{K}_{\beta}$ images which provided evidence that no Fe fluorescence invaded into the Mn channels (E vs. F in Figure 4.31-4.34). Actually no signal was detected in the diffracted Fe channels (F in Figure 4.31-4.34). This again showed that the BLA was successfully made to specifically detect $\mathrm{Mn} \mathrm{K}_{\alpha}$ fluorescence, not the Fe fluorescence.

Unfortunately it was noticed that the diffracted $\mathrm{Mn} \mathrm{K}_{\alpha}$ fluorescence was only a small fraction of the transmitted $\mathrm{Mn} \mathrm{K}_{\alpha}$ fluorescence ( E vs. B in Figure 4.31-34). Even if no noticeable difference was observed between the Mn distributions in the PD brains and the control brain (E in Figure 4.31-34), it is hard to draw a firm conclusion based on these weak diffracted images.


Figure 4.31 XRF images of the PD1 brain sample at $50 \mu \mathrm{~m}$ by $50 \mu \mathrm{~m}$ beam size and 200 ms dwell time. The intensity bars on the right side of images denote the normalized photon counts.


Figure 4.32 XRF images of the PD2 brain sample at $100 \mu \mathrm{~m}$ by $100 \mu \mathrm{~m}$ beam size and 50 ms dwell time. The intensity bars on the right side of images denote the normalized photon counts.



Figure 4.34 XRF images of the control brain sample at $100 \mu \mathrm{~m}$ by $100 \mu \mathrm{~m}$ beam size and 250 ms dwell time. The intensity bars on the right side of images denote the normalized photon counts.

### 4.1.7 Discussions and Future Works

This project optimized the BLA design specific for $\mathrm{Mn} \mathrm{K}_{\alpha}$ fluorescence detection, with a theoretical reflectivity of $28.8 \%, 23.6 \%, 27.1 \%$ or $18.4 \%$, a theoretical FOM of $4.0 \mathrm{msr}, 3.9 \mathrm{msr}$, 2.2 msr or 2.1 msr for BLA $I,-I, I I$ or -II respectively through proper bending of $20 \mu \mathrm{~m}$ thick Si crystals. Using two Amptek detectors enabled the measurements of the transmitted and diffracted spectra at the same time with a short sample-to-detector distance, 39.4 mm (for $I$ and $-I$ ) or 45.4 $m m$ (for $I I$ and $-I I$ ). The designed energy resolution was 12.9 eV (for $I$ and $-I$ ) or 14.4 eV (for $I I$ and $-I I)$ since the BLAs were designed to diffract the both $\mathrm{Mn} \mathrm{K}_{\alpha 1}$ and $\mathrm{K}_{\alpha 2}$ (11.1 eV apart) fluorescence. The rapid prototyping of BLA frames provides a new method of fabrication with great precision ( $42 \mu m$ for X and $\mathrm{Y}, 16 \mu m$ for Z ). The preliminary experiments on the BLA -II validated its efficacy to improve Mn specificity in XAS imaging. A Mn detection limit of 0.5 $m M$ can be achieved by this detection system. Reasonable vertical size of detectable region of 50 $\mu m$ and an energy resolution of 34.5 eV were achieved compared to the theoretical value of 21 $\mu m$ and 14.4 eV . The differences were easily accounted for as due to mechanical vibration during the scan or a not perfectly aligned BLA detector. Both would lead to a bigger FWHM in the combined resolution measurement.

However, from the image scale comparison between the diffracted and transmitted Mn fluorescence images from the two experiments, we found that the second experiment did not get the same strong diffraction signals as the first experiment using the same BLA (-II). The reason might come from either a not precisely focused BLA after the alignment or not perfect bending and mounting of the crystal on the BLA frame for the second experiment. This would result in that only a portion of the crystal area contributed to the expected diffraction process.

Due to the limited space in the microprobe endstation at the HXMA beamline, our BLA detection system was set up at the XAFS endstation and used non-focused slits-defined small beam as the source which definitely sacrificed the incident flux. The preferred $100 \times 100 \mu \mathrm{~m}^{2}$ beam size in the second experiment limited the incident flux down to around $5.6 \times 10^{7}$ photon/s which was less than the incident flux of $8.8 \times 10^{7}$ photon $/ \mathrm{s}$ provided by the $1 \mathrm{~mm} \times 33 \mu \mathrm{~m}$ beam size in the first experiment. Without Soller slits, bigger vertical beam size than required by the BLA design (21 $\mu m$ for BLA -II) would introduce more noise into the diffraction detector.

It should be mentioned that the alignment of the BLA detection system was a tricky process even with the help of the source pointer to set the initial position of the detection system. Among the three axes of motion in the BLA detection system, focusing along the vertical axis is most sensitive compared with the other two (inboard - outboard and upstream - downstream). Given the beam size in micron scale, it usually takes several scanning of all three axes before it came to a "focused" spot where maximum diffraction signal was observed.

Since two Amptek detectors were set up to receive both the transmitted and diffracted beam at the same time, no Soller slits were used to direct the desired diffracted beam and to block the transmitted beam and undesired diffracted beam such as Fe fluorescence. The BLA was thus observed to diffract a short span of energies at different vertical height. For example, during the second experiment the BLA $-I I$ was found to diffract $\mathrm{Mn} \mathrm{K}_{\alpha}$ fluorescence at 13.7 mm relative vertical height, $\mathrm{Fe} \mathrm{K}_{\alpha}$ fluorescence at 14.3 mm and $\mathrm{Fe} \mathrm{K}_{\beta}$ fluorescence at 15.0 mm relative vertical height. In theory, the vertical height difference for BLA -II between the $\mathrm{Mn} \mathrm{K}_{\alpha}$ diffraction spot and $\mathrm{Fe} \mathrm{K}_{\alpha}$ diffraction spot is 0.67 mm , and the difference between the $\mathrm{Fe} \mathrm{K}_{\alpha}$ spot and $\mathrm{Fe} \mathrm{K}_{\beta}$ spot is 0.72 mm . Both theoretical values were very close to the measured relative vertical height differences. It should be mentioned that even if the BLA at the $\mathrm{Fe} \mathrm{K}_{\alpha}$ spot (or
height) could diffract $\mathrm{Fe} \mathrm{K}_{\alpha}$ fluorescence, the logarithmic spiral shape was not optimized to do so and thus only a part of the crystal in the logarithmic spiral shape contributed to this diffraction. And the same is true for $\mathrm{Fe} \mathrm{K}_{\beta}$ diffraction at the $\mathrm{Fe} \mathrm{K}_{\beta}$ spot. Our BLA detection system was built on an aluminum breadboard which was supported by bolts surrounded with aluminum sheet rolls. The support was later found not stable enough to hold exactly the same vertical height in all circumstances which is critical to diffract the desired fluorescence signals.

Due to the limited beamtime at the HXMA beamline, the other three BLAs (I, -I and II) have not been used to perform the spectra and imaging tests. More tests are needed in the future including EXAFS measurements and a thorough study of human brain tissues using strong diffraction from the BLA detection system.

### 4.2 Novel Design of BLA-based Confocal XRF Imaging of Iodine

Inspired by the circular pattern in the Mn fluorescence images of the gelatin calibration sample, a new imaging method of 3D confocal XRF imaging was conceived by using a BLA (Figure 1.6). This technique enables the X-ray sectioning and 3D mapping of XRF from a certain element within a sample by simple 3D raster scanning. A BLA-based confocal XRF detection system was firstly designed and fabricated for imaging of iodine fluorescence which has an attenuation length of 2.67 cm in human tissue equivalent (ICRU4), 62.2 times longer than that of the Mn fluorescence. This much deeper penetration allows a much longer scanning depth appropriate for small animals such as mice and rats. Optimization of the design parameters, fabrication procedures and experimental plans are presented.

### 4.2.1 Bent Laue Analyzer Design

Two sets of BLAs (denoted as $I$ and $-I$, respectively) were designed with beam incident onto both sides of the $\{111\}$ Bragg planes of a Si (111) wafer. Similar design procedures for the confocal iodine BLAs were followed as the Mn BLAs described in chapter 4.1.1 with an extra effort on the design of the associated Soller slits.

### 4.2.1.1 Methods

Based on a lamella model and the REFLECT program, the reflectivity, reflectivity width and lamella layers of BLAs were calculated as a function of thicknesses and bending radii of the Si crystal as shown in Figure 4.35. The colors represent the reflectivity with the corresponding pseudo-color bar on the right side indicating the mapping between the pseudo-color and the reflectivity value. Iso-reflectivity is shown as white solid lines with the reflectivity value labeled. Considering the collection of both iodine $\mathrm{K}_{\alpha 1}$ and $\mathrm{K}_{\alpha 2}$ fluorescence at the same time, the reflectivity width should be larger than the Bragg angle difference $\Delta \theta_{B}$ between iodine $\mathrm{K}_{\alpha 1}$ and $\mathrm{K}_{\alpha 2}$ which is 0.721 mrad . In Figure 4.35 iso-width of reflectivity is shown in white dashed lines denoted in the unit(s) of $\Delta \theta_{B}$ and lamella iso-layers are shown in white dotted lines with the number of lamella layers labeled. Since choosing the optimal parameter is not straight forward from considering the reflectivity alone, the FOM defined as the product of the reflectivity and the solid angle subtended by the crystal effective diffraction area of 20 mm by 22.36 mm is drawn as a function of crystal thicknesses and bending radii (Figure 4.36). The colors represent the FOM with the corresponding pseudo-color bar on the right side. Iso-FOM is shown in white solid lines with the FOM value labeled. Again, the iso-width of reflectivity is shown in white dashed lines denoted in the unit(s) of $\Delta \theta_{B}$ and lamella iso-layers are shown in white dotted lines with the number of lamella layers labeled. The FOM figures (Figure 4.36) indicate an optimal Si crystal


Figure 4.35 The reflectivity (pseudo-color mapping and white solid isolines), reflectivity width (white dashed isolines in the unit of $\Delta \theta_{B}$ ) and lamella layers (white dotted isolines) of BLAs using Si (111) (A for $I$ and B for $-I$ ) for iodine $\mathrm{K}_{\alpha}$ fluorescence vs. crystal thickness and bending radius. The black dashed crosses indicate the final parameters of the crystal thickness and bending radius.
A. FOM (msr), reflectivity width $\left(\Delta \theta_{B}\right)$ and lamella layers $I$

B. FOM (msr), reflectivity width $\left(\Delta \theta_{B}\right)$ and lamella layers $-I$


Figure 4.36 The FOM (pseudo-color mapping and white solid isolines in the unit of $m s r$ ), reflectivity width (white dashed isolines in the unit of $\Delta \theta_{B}$ ) and lamella layers (white dotted isolines) of BLAs using $\operatorname{Si}$ (111) (A for $I$ and B for $-I$ ) for iodine $\mathrm{K}_{\alpha}$ fluorescence vs. crystal thickness and bending radius at a given active crystal area of 20 mm by 22.4 mm . The yellow dashed crosses indicate the final parameters of the crystal thickness and bending radius.
thickness of around $65 \mu \mathrm{~m}$ based on the maximal FOM along the isolines of reflectivity width of $\Delta \theta_{B}$ in both cases. However, its reflectivity is below $10 \%$ as suggested in the reflectivity figures (Figure 4.35). Since we had $\operatorname{Si}$ (111) wafers with $175 \mu \mathrm{~m}$ thickness and 2 inch diameter, $175 \mu \mathrm{~m}$ is set as the crystal thickness and its reflectivity along the isoline of reflectivity width of $\Delta \theta_{B}$ is much higher in both cases.

Groups of rocking curves (reflectivity vs. incident angle) were drawn with a crystal thickness of $175 \mu \mathrm{~m}$ and a reflectivity width ranging from $0.5 \Delta \theta_{B} \sim 2.5 \Delta \theta_{B}$, showing the merging process of the iodine $\mathrm{K}_{\alpha 1}$ and $\mathrm{K}_{\alpha 2}$ fluorescence peaks. By selecting the just merging point of the two peaks, a reflectivity width of $1.25 \Delta \theta_{B}$ was roughly determined for both cases (I


Figure 4.37 The FOM (solid line) and reflectivity (dashed line) at a constant reflectivity width of $1.25 \Delta \theta_{B}$ vs. crystal thickness of BLAs. The vertical dotted lines indicate the crystal thickness reaching the maximal FOM. The vertical dash-dotted lines indicate the picked crystal thickness.
and $-I$ ). This step aims at the highest energy resolution for collecting both of the iodine $\mathrm{K}_{\alpha 1}$ and $\mathrm{K}_{\alpha 2}$ fluorescence peaks at the same time. From the FOM and reflectivity curves at the desired reflectivity width of $1.25 \Delta \theta_{B}$ (Figure 4.37), the picked crystal thickness of $175 \mu \mathrm{~m}$ was confirmed as a good choice in both cases, even though a crystal thickness of $69 \mu \mathrm{~m}$ could reach the maximal FOM with a moderate reflectivity.

With the crystal thickness $(175 \mu \mathrm{~m})$ and reflectivity width $\left(1.25 \Delta \theta_{B}\right)$ for both cases being set, the BLA parameters were all calculated. For practical reasons the source to crystal center distance $s$ was rounded to an integer number of 138 mm , and the reflectivity width was thus adjusted to $1.245 \Delta \theta_{B}(0.896 \mathrm{mrad})$. The equivalent reflectivity was estimated as a square peak with its width equal to the reflectivity width based on the rocking curves from iodine $\mathrm{K}_{\alpha}$ fluorescence (Figure 4.38).


Figure 4.38 The calculated rocking curves from iodine $\mathrm{K}_{\alpha 1}$ (red lines) and $\mathrm{K}_{\alpha 2}$ (blue lines) fluorescence and the sum of the two (black lines). The equivalent reflectivity was estimated as a square peak (dashed lines) with its width equal to the reflectivity width. The $\theta_{B 1}$ and $\theta_{B 2}$ refer to the Bragg angles of the iodine $\mathrm{K}_{\alpha 1}$ and $\mathrm{K}_{\alpha 2}$ fluorescence, respectively.

### 4.2.1.2 Soller Slits Design

In the experimental setup, a NaI scintillation detector (C48NAXXB from FMB OXFORD Inc., Oxford, UK) with a detection area of $804 \mathrm{~mm}^{2}$ ( 32 mm diameter) was placed after the BLA and tilted up at a fixed $2 \theta_{B}$ angle $\left(8.0^{\circ}\right)$. To accept only the diffracted beams from the BLA, the detector should be placed either far enough away $(0.27 \mathrm{~m})$ to avoid the transmitted beam or after a set of Soller slits which lets through the diffracted beam but absorbs the transmitted one. To achieve larger solid angle (4 times bigger) for the detection of the diffracted beam, Soller slits were designed for each BLA. The Soller slits were made from lead sheet of 0.4 mm thick. The number of slits and the active length of the crystal that would provide the largest solid angle for the diffraction detector after the Soller slits then needs to be determined. Figure 4.39 was calculated where the colors represent the solid angle with the corresponding pseudo-color bar on the right side indicating the mapping between the pseudo-colors and the solid angle values. Isocurves are shown as black solid lines with the solid angle values labeled. Based on the optimal selection in Figure 4.39, 14 pieces of 0.4 mm thick lead sheets with a minimal length of 20 mm were made as the Soller slits and the 27 mm of the crystal active length would provide a solid angle of 20.9 msr ( $I$ case) or 23.8 msr ( $-I$ case) for the diffraction detector after the Soller slits.


Figure 4.39 The solid angle (pseudo-color mapping and black solid isolines) subtended by the detector after Soller slits (A for $I$ and B for $-I$ ) vs. the active diffraction length of the Si crystal and the number of Soller slits. The black dashed crosses indicate the optimal selection of the crystal active length and the number of the Soller slits.

### 4.2.1.3 Specifications

The detectable region of the BLAs is a double prism shape with its waist calculated as $124 \mu m$ (Figure 4.40). The vertical size of the detectable region is adjustable by changing the source-to-crystal distance $s$ and/or the crystal reflectivity width $\Delta \theta$ which is influenced by the diffraction plane $D P$, crystal thickness $t$ and bending radius $r$. The colors represent the probability of the signals originated from a specific point within a sample to be diffracted by the BLA without considering the self-absorption by the sample. The corresponding pseudo-color bars on the left side indicate the mapping between the colors and the diffraction. With all the parameters determined, BLAs were designed (Figure 4.41) with parameters listed (Table 4.4).


Figure 4.40 Calculated detectable region of BLAs. The colors represent the diffraction probability by the BLAs with a pseudo-color bar on the left side of each figure. The horizontal axes denote the dimension ( mm ) along the focal direction $x$ and the vertical axes in the center denote the dimension ( mm ) along $y$ axis in the diffraction plane.


Figure 4.41 The logarithmic spirals (black curve) of the BLAs with respect to the positions of source $S$, focal point $F$, normal center $R$, surface reflection focus $S R$ and the Soller slits (black lines). The horizontal axes denote the dimension ( mm ) along the focal direction $x$ and the vertical axes denote the dimension $(\mathrm{mm})$ along $y$ axis in the diffraction plane. The transmission lines (red), diffraction path (green), crystal surface normal (blue) and the Soller slits (black) are plotted according to the given crystal active length.

Table 4.4 Design parameters of the BLAs for iodine fluorescence detection using NaI detector


### 4.2.2 Bender Design

Two sets of BLA benders were designed using Solidworks software along with source pointers for proper alignment (Figure 4.42). The logarithmic spiral curves were imported from IDL using a macro-defined function to Solidworks. The source pointer was removed from the top after proper alignment and a lead plate with a predefined aperture was inserted in the same place during the experiment to define the size of the beam onto the crystals. The Soller slits were inserted into the slots which were designed to attach the BLA bender and to keep the Soller slits from touching the crystals. The source pointers and the BLA benders with the Soller slits slots were fabricated using a Rapid Prototyper Eden500V ${ }^{\mathrm{TM}}$ (Objet Geometries Ltd., Billerica, Massachusetts, USA) at the Engineering Machine Shop of the U of S.


Figure 4.42 Two sets of BLA benders along with their source pointers (dark grey) and slots for the Soller slits. The rectangles on the curved surfaces of logarithmic spiral shape define the crystal mounting position. The removable source pointers point at the fluorescence and scattering center $S$.

### 4.2.3 Crystal Preparations

Two pieces of Si (111) wafer of $175 \mu \mathrm{~m}$ thickness and 50 mm diameter were oriented by transmission Laue diffraction using white beam at the BMIT BM beamline at the CLS, a similar
process as described in Figure 4.16. Since these round Si (111) wafers did not have flat edges as an orientation reference, the crystal orientation was not as simple as picking one direction from two possibilities. Effort was put on the arbitrary angle measurement of the wafer setup from the transmission Laue photographs and precise angle adjustment using rotational stages, line laser source and a weight on a string at the BMIT BM beamline.

The crystals were then cut into rectangles of 40 mm wide by 50 mm high along the preferred $<111>$ direction by hand using a diamond scriber. To better survive the bending process, the four cut sides of the crystals were etched for strain relief with a $\mathrm{HF}(48 \%)$ : $\mathrm{HNO}_{3}$ (69\%) : distilled $\mathrm{H}_{2} \mathrm{O}$ solution at a 3:6:6~10 volume ratio, a modified CP4A etchant [All57], at the Saskatchewan Structural Sciences Centre (SSSC, Saskatoon, SK, Canada) until orange peellike features were observed on the surface.

The crystal was then bent along the logarithmic spiral surface of the BLA bender. This was done by hand by pressing a piece of Kapton film over the crystal which was then fixed on the BLA bender by Kapton tape (Figure 4.43). Setting a line laser source at the source point $S$ in


Figure 4.43 Two sets of BLAs with the crystals mounted, Soller slits packed and lead plates with apertures inserted.
a dark room, the crystal bending radius and bending uniformity was checked by measuring the position and shape of the surface reflection focus ( $S R$ in Figure 4.41) from the bent crystal (Figure 4.44).


Figure 4.44 Checking the BLA bending through measurement of the reflection focus (c) from the crystal surface (b) using a line laser source (a).

### 4.2.4 Experiment

The experiments with the confocal XRF imaging system were planned on a dual-energy KES setup for iodine detection using a BLM (Figure 4.45). The two beams with energies bracketing the iodine K-edge could be separated by either a beam splitter before the BLM or a three-beam chopper which switched among the beams through rotation. The BLM diffracted the two beams upward at a $13.1^{\circ}$ angle and focused them down to around $100 \mu m$ (a line focus) at
1.5 meters away. The detailed KES setup is described in Chapter 5 with the design of the BLM and the three-beam chopper. The bent Laue detector was set up on an XYZ stage $90^{\circ}$ to the diffracted beam direction which was collinear with the $y$ axis of the BLA (vertical axis in the diffraction plane). The $124 \mu m$ of slice thickness would be achieved by the X-ray sectioning of the BLA. The 3D voxel probing a sample would be $100 \mu m$ (along the $z$ axis defined by the BLM) by $100 \mu m$ (along the $x$ axis defined by horizontal slits) by $124 \mu m$ (along the $y$ axis defined by the BLA). After the bent Laue detection system was aligned, XYZ scanning of a sample with the contrast agent (iodine) would produce a 3D XRF imaging of iodine. A precisely aligned BLA with a Si crystal perfectly bent along the logarithmic spiral curve would only diffract iodine fluorescence photons while the elastic and Compton scattering and other fluorescence photons would be rejected. This confocal XRF imaging combined with the KES setup would provide another opportunity to perform Fluorescence Subtraction Imaging (FSI) which is the subtraction of the two fluorescence images taken above and below the iodine K edge energies [Zha08].


Figure 4.45 Diagram of the BLA-based confocal XRF imaging combined with the dual-energy KES setup (adapted figure from Dr. Dean Chapman)

The BLA-based confocal XRF imaging system (Figure 4.46) was set up at the BMIT bend magnet (BM) beamline at the CLS in July and Aug 2010. The experiment used a threebeam chopper to switch between the beams with average energies of 179 eV above and below the iodine K-edge ( 33.17 keV ). The test object was a "physics rat" head which was printed by a rapid prototyper using the techniques described in Chapter 3.1. The rat head restraint was sealed with water and a cuvette of iodine solution ( $30 \mathrm{mg} / \mathrm{ml}$ concentration) within which a printed step wedge was inserted [Zha09]. The confocal XRF detection system containing the BLA and a NaI


Figure 4.46 Experimental setup of the confocal XRF imaging based on the KES arrangement at the BMIT BM beamline, showing the BLM (a), the three-beam chopper (b), a transmission beam stop (c), a diffraction ion chamber (d), a "physics rat" head with iodine solution (e) as the sample, the confocal BLA with NaI detector (f) with lead shielding, a Budker line detector (g) for KES imaging and a pivoted rail (h) which hold the equipment d-g and provided all of them a tilt angle of $13.1^{\circ}$ upwards.
detector was set up $90^{\circ}$ to the diffracted beam direction. The system alignment and preliminary tests were attempted, but due to beamtime scheduling and prerequisite focus on the BLM-based KES imaging, the system validation and detailed study of the BLA-based confocal XRF imaging still needs further investigation.

### 4.2.5 Discussions and Future works

In chapter 4.2, a novel method of confocal XRF imaging is proposed based on the 1D focusing ability of BLAs. This project optimized the BLA design specific for iodine $\mathrm{K}_{\alpha}$ fluorescence detection, with a theoretical reflectivity of $26.0 \%$ (for I case) or $24.9 \%$ (for $-I$ case) through proper bending of $175 \mu m$ thick Si crystals. Using the optimized Soller slits, the NaI detector after the BLA would achieve a solid angle of 20.9 msr (for $I$ case) or 23.8 msr (for $-I$ case) for the detection of the diffracted iodine $\mathrm{K}_{\alpha}$ fluorescence. This design would achieve a theoretical FOM of 5.4 msr or 5.9 msr for BLA $I$ or $-I$ respectively. The designed energy resolution was 368 eV since the BLAs were designed to diffract both the iodine $\mathrm{K}_{\alpha 1}$ and $\mathrm{K}_{\alpha 2}$ fluorescence (295 eV apart). The vertical size of the detectable region was designed as $124 \mu \mathrm{~m}$ which could be adjusted by changing the source to crystal distance $s$, the crystal thickness $t$, the crystal bending radius $r$ or a different diffraction plane $D P$. Combined with a pencil beam or a 2D focused beam, a 3D voxel with volume of $100 \mu \mathrm{~m}$ by $100 \mu \mathrm{~m}$ by $124 \mu \mathrm{~m}$ could be used to probe the 3D elemental (iodine) mapping of a sample. One limitation is that the detection depth (number of slices) depends on the fluorescence energy and the attenuation by the sample. Even though the experimental validation of the confocal XRF imaging system still needs further investigation, the proposed method shows great promise to perform a 3D elemental (iodine) mapping of a small animal such as a mouse. This method does not require a CT reconstruction algorithm for a 3D image and it could directly investigate a small region of interest within a
sample without the need to image the whole sample as a prerequisite. This method provides an alternative to perform the confocal XRF imaging and opens up a new application for bent Laue detectors.

# Chapter 5 K-Edge Subtraction and Near Edge Spectral Imaging 

Chapter 4 presents several Laue crystals bent in log-spiral shapes which were used in the Cauchois geometry as X-ray fluorescence analyzers. These BLAs either improves the Mn specificity in the XRF imaging or enables the novel design of a BLA-based confocal XRF imaging.

This chapter presents a cylindrically bent Laue crystal which is used in a focusing geometry as a beam monochromator. This BLM enables the simultaneous KES imaging and three-energy KES. When the single ray and geometric foci are matched, this BLM enables the Near Edge Spectral Imaging (NESI) that utilizes the full near edge spectrum for imaging of contrast species. This chapter starts from the conventional dual-energy KES, to three-energy KES with a three-beam chopper, to a novel generalized version - NESI.

### 5.1 Conventional KES

### 5.1.1 Rationale

KES is an imaging method that is used to image dilute contrast agents such as iodine in living organisms. The conventional KES assumes a sample as a two-component system, a contrast material $(C)$ and a matrix material $(M)$. The number of photons $(N)$ arriving at the detector in the beam of higher energy ( $h$, above the edge energy) and lower energy ( $l$, below the edge energy) would be

$$
\begin{align*}
& N_{l}=N_{0 l} e^{-\frac{\mu}{\rho_{M M}} \rho_{p_{M}} t_{M}} e^{-\frac{\mu}{\rho_{C l}} \rho_{c t_{C}}} \\
& N_{h}=N_{0 h} e^{-\frac{\mu}{\rho_{M h}} \rho_{M} t_{M}} e^{-\frac{\mu}{\rho_{C h}} \rho_{c} t_{C}} \tag{5.1}
\end{align*}
$$

where $N_{0}$ is the incident number of photons, $\frac{\mu}{\rho}$ is the mass absorption coefficient, $\rho$ is the density and $t$ is the thickness of a component. If we define $r_{h}$ and $r_{l}$ as the negative logarithm of the normalized images from the beam of high and low energy respectively,

$$
\begin{align*}
& r_{l}=-\ln \left(\frac{N_{l}}{N_{0 l}}\right)=\frac{\mu}{\rho_{M l}} \rho_{M} t_{M}+\frac{\mu}{\rho_{C l}} \rho_{C} t_{C}  \tag{5.2}\\
& r_{h}=-\ln \left(\frac{N_{h}}{N_{0 h}}\right)=\frac{\mu}{\rho_{M h}} \rho_{M} t_{M}+\frac{\mu}{\rho_{C h}} \rho_{C} t_{C}
\end{align*}
$$

the projected density images of the two components are derived as

$$
\begin{align*}
& \rho_{M} t_{M}=\frac{\frac{\mu}{\rho_{C h}} r_{l}-\frac{\mu}{\rho_{C l}} r_{h}}{\frac{\mu}{\rho_{M l}} \frac{\mu}{\rho}{ }_{C h}-\frac{\mu}{\rho_{M h}} \frac{\mu}{\rho_{C l}}}  \tag{5.3}\\
& \rho_{C} t_{C}=\frac{\frac{\mu}{\rho_{M l}} r_{h}-\frac{\mu}{\rho_{M h}} r_{l}}{\frac{\mu}{\rho_{M l}} \frac{\mu}{\rho_{C h}}-\frac{\mu}{\rho_{M h}} \frac{\mu}{\rho_{C l}}}
\end{align*}
$$

These are the line integrals of the densities along the beam path within the object and typically bear the unit of $\mathrm{g} / \mathrm{cm}^{2}$ for $\rho_{M} t_{M}$ and $\mathrm{mg} / \mathrm{cm}^{2}$ for $\rho_{C} t_{C}$ when the contrast content is dilute. The matrix material is typically chosen to be water thus giving a "water equivalent image". As shown in equation (5.3), if the above and below K-edge attenuation for the matrix materials is the same $\left(\frac{\mu}{\rho_{M l}}=\frac{\mu}{\rho_{M b}}\right)$, then $\rho_{C} t_{C}$ is proportional to the difference between the negative logarithm of the normalized high and low images, hence the term K-edge subtraction to describe the imaging process.

For KES CT images, the projection images at a serial of angles are first rearranged to sinograms for each slice. A sinogram is then CT reconstructed into a slice image. Since the normalization step is done either in the projection images or in the sinograms and the CT
reconstruction automatically performs the negative logarithm step, the reconstructed slices of the above and below edge energy are the $r_{h}$ and $r_{l}$ signals, respectively. Substituting the above and below slice images into the equation (5.3) will determine the projected density images along a pixel depth $\left(t_{0}\right)$, that is $t_{M}=t_{C}=t_{0}$. The density image slices of the contrast material and equivalent water are finally obtained by dividing the pixel size $t_{0}$ and they typically bear the unit of $\mathrm{g} / \mathrm{cm}^{3}$ for $\rho_{M}$ and $\mathrm{mg} / \mathrm{cm}^{3}$ for $\rho_{C}$ when the contrast content is dilute.

Under the assumptions of Poisson counting statistics for the detected signals, the SNR of the projected density images are derived as,

$$
\begin{align*}
& S N R_{C}=\frac{\frac{\mu}{\rho_{M l}} \frac{\mu}{\rho_{C h}}-\frac{\mu}{\rho_{M h}}{ }^{\frac{\mu}{\rho}}{ }_{C l}}{\sqrt{\frac{\mu}{\rho}^{2}}\left(\frac{1}{N_{h}}+\frac{1}{N_{0 h}}\right)+\frac{\mu}{\rho}^{2}}{ }_{M h}\left(\frac{1}{N_{l}}+\frac{1}{N_{0 l}}\right) \tag{5.4}
\end{align*} \rho_{C} t_{C} .
$$

Assuming equal incident flux for two beams and dilute contrast material, SNR are simplified as,

$$
\begin{align*}
& S N R_{C} \approx \sqrt{\frac{N_{0}}{1+e^{\mu t}}} \frac{\Delta \frac{\mu}{\rho_{C}}}{\sqrt{2}} \rho_{C} t_{C} \\
& S N R_{M} \approx \sqrt{\frac{N_{0}}{1+e^{\mu t}}} \frac{\Delta \frac{\mu}{\rho}{ }_{C}}{\sqrt{\frac{\mu}{\rho}^{2}}{ }_{C h}+\frac{\mu^{2}}{\rho_{C l}}} \frac{\mu}{\rho_{M}} \rho_{M} t_{M} \tag{5.5}
\end{align*}
$$

where $\Delta \frac{\mu}{\rho_{C}}{ }^{=} \frac{\mu}{\rho_{C h}}-\frac{\mu}{\rho_{C l}}, \frac{\mu}{\rho_{M}}=_{\frac{\mu}{\rho}}^{M h} \approx_{\rho_{M l}}, N_{0}=N_{0 h} \approx N_{0 l}, \mu=\frac{\mu}{\rho_{M}} \rho_{M}$ and $t=t_{M}+t_{C}$. The equation (5.5) points out that the SNR of the contrast image is proportional to the thickness, density and the absorption jump of the contrast material, as well as to the square root of the incident flux. It also is decreased with the thickness, density and attenuation coefficient of the matrix material.

### 5.1.2 Problem with Bone Present

In some cases the presence of bone is inevitable especially in the whole body imaging of an animal or human. As a hard tissue, bone has quite noticeable absorption change over the iodine edge energy compared with water which is considered equivalent to tissue (Figure 5.1).

When bone $(B)$ is present, the dual-energy KES equation (5.1) for such a threecomponent system would be,

$$
\begin{align*}
& N_{l}^{\prime}=N_{01} e^{-\frac{\mu}{\rho_{M l}} \rho_{\mu_{M}} t_{M}} e^{-\frac{\mu}{\rho_{C l}} \rho_{C l} t_{c}} e^{-\frac{\mu}{\rho_{B l}} \rho_{g_{B} t_{B}}} \\
& N_{h}^{\prime}=N_{0 h} e^{-\frac{\rho_{M l}}{\rho_{M}} \rho_{M} t_{M}} e^{-\frac{\rho_{C h}}{\rho_{C}} \rho_{C} t_{c}} e^{-\frac{\mu}{\rho_{B h}} \rho_{B} t_{B}} \tag{5.6}
\end{align*}
$$

And taking the negative logarithm of the normalized images results in,

$$
\begin{align*}
& r_{l}^{\prime}=-\ln \left(\frac{N_{l}^{\prime}}{N_{0 l}}\right)=\frac{\mu}{\rho_{M l}} \rho_{M} t_{M}+\frac{\mu}{\rho_{C l}} \rho_{C} t_{C}+\frac{\mu}{\rho_{B l}} \rho_{B} t_{B}  \tag{5.7}\\
& r_{h}^{\prime}=-\ln \left(\frac{N_{h}^{\prime}}{N_{0 h}}\right)=\frac{\mu}{\rho_{M h}} \rho_{M} t_{M}+\frac{\mu}{\rho_{C h}} \rho_{C} t_{C}+\frac{\mu}{\rho_{B h}} \rho_{B} t_{B}
\end{align*}
$$

If equation (5.7) is used in equation (5.3), the resulting solutions for the projected contrast and matrix material are altered. Each picks up an additional term proportional to the projected


Figure 5.1 The absorption coefficients of the iodine (purple), bone (brown) and water (blue) compared at the high (orange) and low (green) side of the iodine K-edge energy.
density of bone material with a sensitivity coefficient of $s_{C B}$ or $s_{M B}$, respectively.

$$
\begin{align*}
& \left(\rho_{C} t_{C}\right)^{\prime}=\rho_{C} t_{C}+s_{C B} \rho_{B} t_{B} \quad \text { where } \quad s_{C B}=\frac{\frac{\mu}{\rho_{M l}} \frac{\mu}{\rho}_{B h}-\frac{\mu}{\rho_{M h}}{ }^{\frac{\mu}{\rho}}}{\frac{\mu}{\rho}_{M l} \frac{\mu}{\rho}_{C h}-{\frac{\mu}{\rho_{M h}}}^{\frac{\mu}{l}^{\rho}}}{ }_{C l} \quad<0  \tag{5.8}\\
& \left(\rho_{M} t_{M}\right)^{\prime}=\rho_{M} t_{M}+s_{M B} \rho_{B} t_{B} \quad \text { where } \quad s_{M B}=\frac{\frac{\mu}{\rho}_{B l} \frac{\mu}{\rho_{C h}}-\frac{\mu}{\rho_{B h}} \frac{\mu}{\rho}_{C l}}{\frac{\mu}{\rho}_{M l} \frac{\mu}{\rho_{C h}}-\frac{\mu}{\rho_{M h}}{ }^{\frac{\mu}{\rho}}}>1
\end{align*}
$$

The values of $\rho_{C} t_{C}$ and $\rho_{M} t_{M}$ in equation (5.8) (after the equal sign) represent the true values of the projected contrast and matrix material, respectively. The parenthetical values of $\left(\rho_{C} t_{C}\right)$ and ( $\rho_{M} t_{M}$ ) before the equal sign represent the changed values of projected contrast and matrix material due to the presence of bone, respectively. The signs of the sensitivity coefficients indicate that the presence of bone could decrease or even cancel out the content of the contrast material in the contrast image while it greatly increases the content of the matrix material in the matrix image. The sensitivity coefficient is energy dependent as expected from the Equation
(5.8). Figure 5.2 indicates that the both sensitivity coefficients $s_{C B}$ and $s_{M B}$ increase with bigger


Figure 5.2 The sensitivity of bone to the contrast image (A) and matrix image (B) in relation with the energy difference of the high or low energy from the edge energy of Iodine.
$\delta E$ which is the energy difference between the high or low imaging energy and the edge energy. So the bigger energy difference $\delta E$, the worse the influence from the bone. That $s_{M B}$ starts from a positive number is due to a fixed ratio of the absorption change of bone over that of the matrix material when just crossing the edge energy. That $s_{C B}$ starts from 0 is because of a huge contrast absorption change just around the edge energy instead of the linear absorption change of bone. For 150 eV above and below the iodine K-edge, the typical value of $s_{M B}$ is $2.38\left(\mathrm{~g} / \mathrm{cm}^{2}\right) /\left(\mathrm{g} / \mathrm{cm}^{2}\right)$ which means that $1 \mathrm{~g} / \mathrm{cm}^{2}$ of the projected density of bone will add $2.38 \mathrm{~g} / \mathrm{cm}^{2}$ of equivalent projected density for the matrix material, and the typical value of $s_{C B}$ is $-0.25\left(\mathrm{mg} / \mathrm{cm}^{2}\right) /\left(\mathrm{g} / \mathrm{cm}^{2}\right)$ which means that $1 \mathrm{~g} / \mathrm{cm}^{2}$ of the projected density of bone will cancel out $0.25 \mathrm{mg} / \mathrm{cm}^{2}$ of the projected density of contrast material. Given a detection limit of $17.5 \mathrm{mM} . \mathrm{cm}\left(2.22 \mathrm{mg} / \mathrm{cm}^{2}\right.$ of iodine) in a detection system [Zha09] and imaging energies of 150 eV above and below the iodine K-edge, the presence of 4.75 cm length of bone would totally cancel out the least detectable amount of iodine in the contrast image. Thus the presence of bone induces a serious artifact in the conventional KES imaging.

### 5.2 Three-Energy KES using a Three-Beam Chopper

To overcome the image blurring due to the presence of bone, three-energy KES imaging is introduced. Combined with a BLM and a three-beam chopper, this method achieves simultaneous three-energy KES imaging and KES CT of live animals without motion artifact. This X-ray imaging system not only allows a contrast image free of both artifacts, but also produces an additional image of bone which has potential application for anatomy or even visualization of calcifications.

### 5.2.1 Rationale

For a three-component system (contrast material $C$, soft tissue $T$ and bone $B$ ), the number of photon ( $N$ ) arriving at the detector in the beam below the edge energy (1), above the edge energy (2) and a third imaging energy (3) would be,

If we define $r_{i}(1 \leq i \leq 3)$ as the negative logarithm of the normalized images from the beam $i$,

$$
\begin{align*}
& r_{1}=-\ln \frac{N_{1}}{N_{01}}=\frac{\mu}{\rho_{T 1}} \rho_{T} t_{T}+\frac{\mu}{\rho_{B 1}} \rho_{B} t_{B}+\frac{\mu}{\rho_{C 1}} \rho_{C} t_{C} \\
& r_{2}=-\ln \frac{N_{2}}{N_{02}}=\frac{\mu}{\rho_{T 2}} \rho_{T} t_{T}+\frac{\mu}{\rho_{B 2}} \rho_{B} t_{B}+\frac{\mu}{\rho_{C 2}} \rho_{C} t_{C}  \tag{5.10}\\
& r_{3}=-\ln \frac{N_{3}}{N_{03}}=\frac{\mu}{\rho_{T 3}} \rho_{T} t_{T}+\frac{\mu}{\rho_{B 3}} \rho_{B} t_{B}+\frac{\mu}{\rho_{C 3}} \rho_{C} t_{C}
\end{align*}
$$

using $3 \times 3$ matrix operations the projected density images of the three components are easily derived as,

Or

$$
\begin{aligned}
& \rho_{T} t_{T}=\frac{1}{D_{3}}\left(V_{T 1} r_{1}+V_{T 2} r_{2}+V_{T 3} r_{3}\right) \\
& \left.\rho_{B} t_{B}=\frac{1}{D_{3}}\left(V_{B 1} r_{1}+V_{B 2} r_{2}+V_{B 3} r_{3}\right) \text { where }\left[\begin{array}{lll}
\frac{\mu}{\rho_{T 1}} & \frac{\mu}{\rho_{B 1}} & \frac{\mu}{\rho} \\
\frac{\mu}{\rho_{T 2}} & \frac{\mu}{\rho_{B 2}} & \frac{\mu}{\rho_{C 2}} \\
\frac{\mu}{\rho} & \frac{\mu}{\rho_{B 3}} & \frac{\mu}{\rho_{C 3}}
\end{array}\right]^{-1}=\frac{1}{D_{3}}\left[\begin{array}{lll}
V_{T 1} & V_{T 2} & V_{T 3} \\
V_{B 1} & V_{B 2} & V_{B 3} \\
V_{C 1} & V_{C 2} & V_{C 3}
\end{array}\right] .\right] .
\end{aligned}
$$

$$
\rho_{C} t_{C}=\frac{1}{D_{3}}\left(V_{C 1} r_{1}+V_{C 2} r_{2}+V_{C 3} r_{3}\right)
$$

$$
\begin{align*}
& N_{1}=N_{01} e^{-\frac{\mu}{\rho_{T}} \rho_{T} \rho_{T}} e^{-\frac{\mu}{\rho_{B 1}} \rho_{B} \rho_{t_{B}}} e^{-\frac{\mu}{\rho_{C_{1}}} \rho_{c_{c}}} \\
& N_{2}=N_{02} e^{-\frac{\mu}{\rho_{T 2}} \rho_{T} t_{T}} e^{-\frac{\mu}{\rho_{B 2}} \rho_{B} \rho_{B} t_{B}} e^{-\frac{\mu}{\rho_{C 2}} \rho_{c t_{c}}}  \tag{5.9}\\
& N_{3}=N_{03} e^{-\frac{\mu}{\rho_{T 3}} \rho_{T} t_{T}} e^{-\frac{\mu}{\rho_{B 3}} \rho_{B B_{t}}} e^{-\frac{\mu}{\rho_{C 3}} \rho_{C} c_{C}}
\end{align*}
$$

Under the assumptions of Poisson counting statistics for the detected signals, the SNR of the projected density images are derived as,

$$
\begin{align*}
& S N R_{T}=\frac{D_{3}}{\sqrt{V_{T 1}^{2}\left(\frac{1}{N_{1}}+\frac{1}{N_{01}}\right)+V_{T 2}^{2}\left(\frac{1}{N_{2}}+\frac{1}{N_{02}}\right)+V_{T 3}^{2}\left(\frac{1}{N_{3}}+\frac{1}{N_{03}}\right)}} \rho_{T} t_{T} \\
& S N R_{B}=\frac{D_{3}}{\sqrt{V_{B 1}^{2}\left(\frac{1}{N_{1}}+\frac{1}{N_{01}}\right)+V_{B 2}^{2}\left(\frac{1}{N_{2}}+\frac{1}{N_{02}}\right)+V_{B 3}^{2}\left(\frac{1}{N_{3}}+\frac{1}{N_{03}}\right)}} \rho_{B} t_{B}  \tag{5.13}\\
& S N R_{C}=\frac{D_{3}}{\sqrt{V_{C 1}^{2}\left(\frac{1}{N_{1}}+\frac{1}{N_{01}}\right)+V_{C 2}^{2}\left(\frac{1}{N_{2}}+\frac{1}{N_{02}}\right)+V_{C 3}^{2}\left(\frac{1}{N_{3}}+\frac{1}{N_{03}}\right)}} \rho_{C} t_{C}
\end{align*}
$$

Assuming dilute contrast material in the object, equal incident and transmitted flux for the three beams, the SNR equation are simplified as,

$$
\begin{align*}
& S N R_{T} \approx \sqrt{\frac{N_{0}}{1+e^{\mu t}} \frac{\frac{\mu}{\rho_{T 1}}}{\rho_{T 1}+\frac{\mu}{\rho_{T 2}} V_{T 2}+\frac{\mu}{\rho_{T 3}}} V_{T 3}} \rho_{T} t_{T} \\
& S N R_{B} \approx \sqrt{\frac{N_{0}}{1+e^{\mu t}} \frac{\frac{\mu}{\rho_{B 1}} V_{T 2}^{2}+V_{T 3}^{2}}{V_{B 1}+\frac{\mu}{\rho_{B 2}} V_{B 2}+\frac{\mu}{\rho_{B 3}} V_{B 3}} \sqrt{V_{B 1}^{2}+V_{B 2}^{2}+V_{B 3}^{2}}} \rho_{B} t_{B}  \tag{5.14}\\
& S N R_{C} \approx \sqrt{\frac{N_{0}}{1+e^{\mu t}}} \frac{\frac{\mu}{\rho_{C 1}} V_{C 1}+\frac{\mu}{\rho_{C 2}} V_{C 2}+\frac{\mu}{\rho_{C 3}} V_{C 3}}{\sqrt{V_{C 1}^{2}+V_{C 2}^{2}+V_{C 3}^{2}}} \rho_{C} t_{C}
\end{align*}
$$

where $N_{0}=N_{01} \approx N_{02} \approx N_{03}, \mu=\frac{\mu}{\rho_{T}} \rho_{T}, t=t_{T}+t_{C}+t_{B}$ and $N=N_{1} \approx N_{2} \approx N_{3}=N_{0} e^{\mu t}$

Similar to the SNR of the dual-energy KES, the three-energy SNR of the contrast image is proportional to the thickness and density of the contrast material, is proportional to the square root of the incident flux, and still has an opposite relation to the thickness, density and attenuation coefficient of the tissue material.

### 5.2.2 Materials and Methods

### 5.2.2.1 The Third Energy Optimization

Using the equations in Chapter 5.2.1 for the three-energy KES, an optimization of the third imaging energy was surveyed in an energy range from 35 keV to 150 keV (Figure 5.3). The other two imaging energies were set as 100 eV above and below the iodine K-edge energy (33.17 keV ). Two parameters were optimized at the same time in the calculation. One is the third imaging energy and the other is the fraction of dose allocated to each of the three imaging energies. The calculation assumed a total dose of $10 m G y$ for the three energies incident on a sample of 5 cm thick water or tissue equivalent, 0.5 cm thick bone and a projected iodine density of $1 \mathrm{mg} / \mathrm{cm}^{2}$. For each third imaging energy, the SNR of the iodine image was calculated for each of the possible dose allotments among the three energies and the maximal SNR of iodine was recorded. As noted by the dashed line in Figure 5.3, the optimal third imaging energy was found to be 92 keV . Since the beams were prepared by \{311\} diffraction in our experiments, the second

## Optimization of the third imaging energy



Figure 5.3 The maximal SNR of iodine image achievable at different third imaging energies when the above and below the edge energy are set as 33.27 keV and 33.07 keV , respectively. The optimal third imaging energy is 92 keV as denoted in the dashed line.
harmonic of the diffracted central energy which is 99.51 keV and closest to the optimum was chosen as the third imaging energy. As listed in Table 5.1, a projected iodine density of $1 \mathrm{mg} / \mathrm{cm}^{2}$ should achieve the maximal SNR of 2.97 in the iodine image when the dose of the above and below energies ( 100 eV from the edge energy) are on average 99.5 times higher than that of the 99.51 keV , or the incident fluxes of the above and below energies are on average 73.6 times higher than that of the 99.51 keV , when the detector response is not considered. In other words, if the detection limit is set when the SNR is slightly bigger than 1 , the above incident fluxes or dose requirements among the three energies would achieve an iodine detection limit lower than 1 $\mathrm{mg} / \mathrm{cm}^{2}$.

Table 5.1 The maximal SNR of the iodine image could be achieved for the third imaging energy of 99.51 keV and the corresponding dose and flux requirements, when the detector response is not considered.

|  | Below edge beam | Above edge beam | Third imaging beam |
| :---: | :---: | :---: | :---: |
| Beam energies $(\mathrm{keV})$ | 33.07 | 33.27 | 99.51 |
| Total dose $(\mathrm{mGy})$ |  | 10 |  |
| Dose allotments $(\mathrm{mGy})$ | 4.925 | 5.025 | 0.05 |
| Dose ratios | 98.5 | 100.5 | 1 |
| Incident flux (photon/cm ${ }^{2}$ ) | $9.3 \times 10^{9}$ | $9.6 \times 10^{9}$ | $1.3 \times 10^{8}$ |
| Incident flux ratios | 72.5 | 74.8 | 1 |
| Maximal SNR of iodine image |  | 2.97 |  |

### 5.2.2.2 Bent Laue Monochromator Design

The designs and calculations of the BLM were based on the thesis work of a previous student Dr. Honglin Zhang. For a BLM diffracting the iodine K-edge energy ( 33.17 keV ) for BMIT at the CLS, the $\{311\}$ diffraction from a $\operatorname{Si}$ (511) wafer would provide a "magic"
asymmetry angle which meets with the sub-micron focus size condition [Zha09]. Two BLMs were designed for both the BM and insertion device (ID) beamline for BMIT at the CLS.

The BLM design procedures started from the determination of the Si crystal's bending radius. Since the crystal thickness has no relation with the geometric focus length $f_{2}$ and very little effect on the single ray focus length $L$ [Zha09], a $600 \mu m$ thick $\operatorname{Si}$ (511) wafer was used since it was already available in our lab. Given the $\{311\}$ diffraction of 33.17 keV from a $600 \mu \mathrm{~m}$ thick Si (511) wafer at a source-to-crystal distance of the BMIT BM or ID beamline, the geometric focus length $f_{2}$ and the single ray focus length $L$ were calculated for a range of crystal bending radii. The optimal crystal bending radius was chosen at the cross point of the $f_{2}$ and $L$ curves.

Diffraction from a bent crystal normally has a broader energy bandwidth (about $10^{-3}$ ) than the diffraction from a perfect crystal (about $10^{-5}$ ). The diffracted energies within the bandwidth are spatially separated since the incident angles of the incident white beam are gradually changing along the cylindrically bent crystal. For a beam chopper after the BLM to separate the beams of different energies, the beams should have well-defined sizes or beam heights. The chopper-accepted beam height is closely related to the incident beam height which was defined as 5 mm for the BMIT ID beamline. The edge-to-edge energy span ( $2 \delta E_{\text {max }}$ ) that is diffracted from a 5 mm high incident beam was determined based on the above given parameters and the crystal bending radius.

The BLMs were then fully determined for the BMIT BM and ID beamlines with the geometric scheme shown in Figure 5.4 and design parameters listed in Table 5.2. As shown in Figure 5.4, the cylindrically bent BLM was tilted $9.9^{\circ}\left(\chi+\theta_{B}\right)$ from the vertical to diffract the horizontal incident beam $13.1^{\circ}\left(2 \theta_{B}\right)$ upward. The geometric focus length $f_{2}$ was designed to be
equal to the single ray focus length $L$ to reach the sub-micron focus size. 100 mm after the BLM, the chopper separated the three beams with a total beam height of 4.779 mm . The 100 mm distance between centers of the BLM and the chopper is the closest spacing allowed for physical setup while maintaining a reasonable beam height at the chopper position for easier machining of the chopper. For the same chopper to be used for both the BMIT BM and BMIT ID beamline at the CLS, the incident beam height of the BLM for BMIT BM beamline was adjusted to 5.056 $m m$ to keep the same chopper beam height of 4.779 mm . The edge-to-edge diffracted energies were designed to be 268 eV or 223 eV above and below 33.17 keV for the BMIT BM or BMIT ID beamline, respectively. The BLM focus is a line focus. The focus width depends on the incident beam width and the BLM width. The theoretical focus sizes in Table 5.2 are the vertical height of the foci which were theoretically calculated assuming a perfect point source. The real source has a certain size, for example $118 \mu m$ height by $379 \mu m$ width for the BMIT BM source


Figure 5.4 The BLM reaching the sub-micron focus size condition that the geometric focus length $f_{2}$ is equal to the single ray focus length $L$ (Adapted figure from [Zha09]).

Table 5.2 Design parameters of the BLMs for iodine KES at the BMIT BM and ID beamlines

| Design parameters | BMIT BM <br> beamline | BMIT ID <br> beamline |
| :---: | :---: | :---: |
| Si wafer | Si (511) |  |
| Crystal thickness t ( $\mu \mathrm{m}$ ) | 600 |  |
| Diffraction Plane DP | \{311\} |  |
| Asymmetry angle $\chi\left({ }^{\circ}\right.$ ) | 3.3 |  |
| Poisson ratio | 0.28 [Bra73] |  |
| Central ray energy (keV) | 33.17 |  |
| Bragg angle $\theta_{B}\left({ }^{\circ}\right)$ | 6.55 |  |
| Darwin width $\omega_{D}(\mu \mathrm{rad})$ | 3.03 |  |
| Energy resolution of perfect crystal (eV) | 0.87 |  |
| Source-to-crystal distance $f_{1}(m)$ | 20.59 | 24.50 |
| Crystal bending radius $r$ ( $m$ ) | 3.13 | 3.72 |
| Geometric focus length $f_{2}(m)$ <br> Single ray focus length $L$ ( $m$ ) | 1.45 | 1.73 |
| Incident beam height (mm) | 5.056 | 4.997 |
| Chopper beam height (mm) | 4.779 |  |
| Theoretical focus size ( $\mu \mathrm{m}$ ) | 0.021 | 0.081 |
| Practical limit of focus size ( $\mu \mathrm{m}$ ) | 8.3 | 2.8 |
| Edge-to-center energy difference $\delta E_{\max }(\mathrm{eV})$ | 268 | 223 |
| Diffracted beam divergence (mrad) | 3.5 | 2.9 |
| Intrinsic energy resolution (eV) | 0.95 | 0.80 |
| Intrinsic energy resolution considering Darwin width (eV) | 1.29 | 1.18 |

and $39 \mu m$ height by $1038 \mu m$ width for the BMIT ID source. Considering the source-to-crystal distance $f_{l}$ and crystal-to-focus distance $f_{2}$, the practical limit of the focus sizes at the sample position would be $8.3 \mu \mathrm{~m}$ and $2.8 \mu \mathrm{~m}$ for BMIT BM and ID beamline, respectively. Since the
real focus size would not be smaller than its practical limit and the measured focus size of the present study is about $100 \mu m$ (Chapter 5.2.3.3), the calculation of the diffracted beam divergence is based on the $100 \mu m$ focus size, the incident beam height projected on the BLM and the distance between the two $\left(f_{2}\right.$ or $L$ ). The intrinsic energy resolution in Table 5.2 is a property of the BLM and independent of the pixel size and distance of the detector in use. We could see that under the magic condition of $f_{2}=L$, the intrinsic energy resolution of the BLM is close to the energy resolution of a perfect crystal. Considering the Darwin width of the crystal, the intrinsic energy resolution of the BLM is estimated as 1.29 eV and 1.18 eV for the BMIT BM and ID beamline, respectively.

### 5.2.2.3 Crystal Preparations

The Si (511) wafers were oriented by transmission Laue diffraction using white beam at the BMIT BM beamline at the CLS. The two fold symmetry was obvious in the transmission Laue photograph (Figure 5.5). Because the asymmetry angle is critical to achieve a sub-micron focus size for a BLM [Zha09], the error of asymmetry angle was measured for each wafer at RMD Engineering Inc. (Saskatoon, SK, Canada). Si wafers normally have an off-cut which is the angle between the actual surface plane and the desired atomic plane at the surface. Since the error of the $\{311\}$ asymmetry angle is closely related to the off-cut of the (511) wafer and the error of the $\{220\}$ flat edge which is always perpendicular to the (511) plane, the error of the $\{220\}$ flat edge was measured instead. The off-cut angle was determined with a pencil beam (mainly $\mathrm{K}_{\alpha}$ fluorescence at 8.04 keV ) from a copper-target X-ray tube incident on the $\{220\}$ flat edge at its Bragg angle $\left(23.7^{\circ}\right)$. A detector on the diffractometer was positioned to find the diffracted beam (Figure 5.6). The same $\{220\}$ diffraction measurement was repeated with the (511) wafer flipped on the stage. The angle difference between the two measurements estimated


Figure 5.5 Stereographic projection of $\operatorname{Si}(511)(A)$, the transmission Laue simulation (B) at 30 mm crystal-to-film distance and the real photograph taken at the BMIT BM beamline (C). The relative reflectivity of each plane was mapped by color and size of the dot and its Miller index.
the error of the $\{220\}$ flat edge which turned out to be in the range of $0.01^{\circ} \sim 0.41^{\circ}$ for the 10 tested wafers. Three wafers with the least error or off-cut $\left(0.01^{\circ}, 0.03^{\circ}\right.$ and $\left.0.07^{\circ}\right)$ were chosen as the BLM candidates.

Several Si (511) wafers of 5 inch diameter and $600 \mu m$ thickness were cut into rectangles of 70 mm wide by 103.5 mm high or 100 mm wide by 75 mm high along the desired $[1,-3,-1]$ direction which is $25.285^{\circ}$ away from the $[1,-1,-1]$ direction. The cut sides of the wafers went through the same etching process as described in chapter 4.2.5 at the SSSC in Saskatoon.

The surface flatness of the Si wafers were checked for uniform bending by an optical flat (0.1 $\lambda$ accuracy on single surface, Edmund Optics Inc., Barrington NJ USA), a first surface mirror (Edmund Optics Inc., Barrington NJ USA) and a monochromatic light source $(0.546 \mu \mathrm{~m}$ wavelength, Sequal UniLamp UL-12, Universal Photonics Inc., Hicksville NY USA) (Figure 5.7). The interference patterns showed the surface unevenness of about $10 \mu \mathrm{~m}$.

The rectangular Si (511) wafer was then mounted in a four-bar bender [Zho97-2] to be bent cylindrically along the $<311>$ direction. The bending radius was measured by focusing a fan laser beam (line laser source) in a dark room. The crystal bending uniformity was checked and


Figure 5.6 Sketch of off-cut measurement for $\operatorname{Si}$ (511) wafer


Figure 5.7 The sketch (A) and photo (B) of checking the flatness of the crystal surface. A green light box (b) and a first surface mirror (e) were put into a dark box (a) with two holes, one of which was covered by an optical flat (c) and a Si wafer (d). Counting the fringes in the interference pattern (C) indicated the unevenness of the crystal surface.
adjusted all across the wafer to make the focus on a viewing screen the same size and position
(Figure 5.8).


Figure 5.8 The sketch (A) and photo (B) for bending radius measurement and bending uniformity check while the bent crystal (b) in a four-bar bender (e) was moving from side to side on a linear stage (f). The weight on a string was a vertical reference for the line laser source.

### 5.2.2.4 Three-Beam Heights Optimization

Optimization of the three-beam heights was based on the flux requirement of the three beams to achieve the best SNR in the contrast image. The calculation considered the geometry and fluxes from both the BMIT BM (1.354 Tesla of magnetic field) and BMIT ID (Wiggler of 25 full and 2 half poles at 4.3 Tesla of magnetic field) beamlines at the CLS, and also considered the detecting efficiency of both the available detectors, the Budker line detector ( 40 cm equivalent thickness Xenon gas filled, $100 \mu \mathrm{~m}$ pixel size, from Budker Institute of Nuclear Physics, Russia) and the Photonic Science area detector (FDI VHR $90 \mathrm{~mm}, 100 \mu \mathrm{~m}$ thick or $7.5 \mathrm{mg} / \mathrm{cm}^{2}$ projected density $\mathrm{Gd}_{2} \mathrm{O}_{2} \mathrm{~S}, 18.7 \mu \mathrm{~m}$ pixel size, from Photonic Science Ltd., UK).

Similar to the simulation in chapter 5.2.2.1, the calculation assumed a total dose of 10 $m G y$ for three energies incident on a sample of 5 cm thick water or tissue equivalent, 0.5 cm thick bone and a projected iodine density of $1 \mathrm{mg} / \mathrm{cm}^{2}$. Detailed calculation of the flux requirement of the three beams to achieve the best SNR in the contrast image would consider the detector efficiency to respond to different energies and accurate energy difference $\delta E$ of the above or below edge energy away from the iodine K-edge energy.

To determine the energy difference $\delta E$ corresponding to the best SNR in the contrast image, several loops of iteration procedures were followed to refine the energy difference $\delta E$. The $\delta E$ iteration started from $\delta E_{\max }$, the edge-to-center energy difference of the diffracted beam, which is 268 eV or 223 eV for the BMIT BM or ID beamline as shown in Table 5.2, respectively. Knowing the exact above and below edge energies and the third energy as 99.51 keV , the flux requirement of the three energies to achieve the best SNR in the iodine image was calculated for both the Budker and the Photonic Science detectors. Considering the flux and energy distributions and filters in the BMIT BM or ID beamline as well as the $\{311\}$ BLM reflectivity,
this flux requirement of the three energies was used to determine the three-beam heights after the BLM which directly defined the average energies of above and below beam. A new $\delta E$ was then produced and used to adjust the above and below energies in the next iteration until no change of $\delta E$ was observed. The final $\delta E$, three-beam heights ratio, the dose and flux requirements to achieve the best SNR in the iodine image are listed in Table 5.3.

The maximal SNRs of the iodine image in Table 5.3 show that the Budker detector responds better than the Photonic Science detector which is reasonable since the Budker detector has more photon stopping power throughout the energy range than the Photonic Science detector. The three-beam height ratios in Table 5.3 indicate that the BMIT ID beamline has more flux of 99.51 keV than the BMIT BM beamline which is predictable since the critical energy of the BMIT ID beamline is 24.05 keV while it is 7.57 keV for the BMIT BM beamline. But all the three-beam height ratios for the optimal SNR in Table 5.3 are not practical to machine a threebeam chopper. For practical reasons, the three-beam height ratios of 1:2:1 and 1:1:1 were suggested. The flux ratios and the SNR that would be achieved were calculated and listed in Table 5.3 as well. The designated three-beam height ratio of 1:2:1 and 1:1:1 achieved acceptable SNR at the BMIT ID beamline and only little SNR differences between the two.

These four choices of three-beam heights were also marked in Figure 5.9 which plots the change of the three-beam fluxes while enlarging the central beam heights at the BMIT BM and ID beamline. The flux of below edge beams (green lines) are barely seen since they are overlapped by the above edge beams (red lines).

Considering the impracticality of the optimal SNR and little SNR differences between the three-beam height ratios of 1:2:1 and 1:1:1, the choice of three equal beam heights is a good decision both theoretically and practically. With three beams of equal height, a projected iodine

Table 5.3 Parameters for the three-beam height optimization. The "Optimal SNR" listed the three-beam heights reaching the flux and dose requirements of the best SNR of the iodine image. The "Designated three-beam height ratio" listed the fluxes and SNR achieved using different detectors. The symbol $D$ is for dose, $N$ for flux and $h$ for beam height. The subscript 1 is for above edge beam, 2 for below edge beam and 3 for 99.51 keV beam.

| Beam line | Detector | Optimal SNR |  | Three-beam height ratio ( $h_{1}: h_{3}: h_{2}$ ) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | 1:2:1 |  | 1:1:1 |  |
|  |  | Photonic Science | Budker | Photonic Science | Budker | Photonic <br> Science | Budker |
| BMIT | Energy difference $\delta E(\mathrm{eV})$ | 269 | 268 | 201 |  | 179 |  |
|  | Three-beam heights ratio | 1:4461:1 1:2568:1 |  | 1:2:1 |  | 1:1:1 |  |
|  | Dose ratio (( $\left.\left.D_{1+} D_{2}\right) / 2 D_{3}\right)$ | 16 | 28 |  |  | - |  |
| BM | Flux ratio ( $\left.\left(N_{1+} N_{2}\right) / 2 N_{3}\right)$ | 12 | 21 | 69,253 |  | 153,522 |  |
|  | SNR of iodine image | 0.28 | 3.97 | 0.03 | 0.66 | 0.02 | 0.50 |
|  | SNR ratio ( SNR/SNR $_{\max }$ ) | 100\% | 100\% | 10\% | 17\% | 8\% | 13\% |
| BMIT | Energy difference $\delta E(\mathrm{eV})$ | 220 | 217 | 167 |  | 149 |  |
|  | Three-beam heights ratio | 1:66:1 | 1:39:1 | 1:2:1 |  | 1:1:1 |  |
|  | Dose ratio ( $\left.\left(D_{1+} D_{2}\right) / 2 D_{3}\right)$ | 20 | 33 | - |  | - |  |
| ID | Flux ratio ( $\left.\left(N_{1+} N_{2}\right) / 2 N_{3}\right)$ | 14 | 24 | 429 |  | 839 |  |
|  | SNR of iodine image | 0.28 | 3.98 | 0.24 | 3.75 | 0.22 | 3.62 |
|  | SNR ratio ( SNR/SNR $_{\max }$ ) | 100\% | 100\% | 85\% | 94\% | 79\% | 90\% |

density of $1 \mathrm{mg} / \mathrm{cm}^{2}$ should achieve the a SNR of 3.62 in the iodine image using the Budker detector at the BMIT ID beamline when the incident fluxes of the above and below energies are on average 839 times higher than that of the 99.51 keV . The fluxes for the three beams of equal height were calculated (Table 5.4). The efficiency in Table 5.4 is the flux of certain energy collected in one beam over that in all three beams. It was noted that there is a negligible amount of 99.51 keV in the above and below beams and great amount of 33.17 keV in the middle beams that needed to be dealt with.


Figure 5.9 Three-beam fluxes vs. central beam height in half vertical angle from the source point for the BMIT BM (A) and ID (B) beamline. The dotted lines indicate the flux ratio requirements for the best SNR in iodine image using Photonic Science detector, and the dashed lines indicate the best SNR in iodine image using Budker detector. The dash-dotted lines indicate the flux ratio for three-beam height ratio of 1:2:1 (Above: 99.51 keV : Below), and the long dashed lines indicate the flux ratio for the three beams of equal height.

Table 5.4 Energies, fluxes and efficiencies of the three beams of equal height just after the BLM

| Beam position after BLM | BMIT BM |  |  | BMIT ID |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Energy (keV) | Photon flux ratio | Efficiency <br> (\%) | Energy (keV) | Photon flux ratio | Efficiency <br> (\%) |
| Above $E_{A}$ | 33.35 | 150,735 | 41 | 33.32 | 840 | 62 |
| Middle $E_{K}$ | 33.17 | 431,863 | 58 | 33.17 | 1018 | 38 |
| Below $E_{B}$ | 32.99 | 156,308 | 42 | 33.02 | 838 | 62 |
| Middle $E_{3 K}$ | 99.51 | 1 | 85 | 99.51 | 1 | 50 |
| Above $E_{3 K A}$ or Below $E_{3 K B}$ | 99.51 | 0.09 | 8 | 99.51 | 0.5 | 25 |

### 5.2.2.5 Three-Beam Chopper Design

Each of the three beams at the chopper position would be 1.593 mm high and 70 mm or 100 mm wide depending on the BLM crystal. The cross-section of the three-beam chopper was designed to aim at $60^{\circ}$ opening time for each beam and $120^{\circ}$ spacing between the successive beam centers in one revolution (Figure 5.10). The hexagonal chopper prepared an open tunnel of about $60^{\circ}$ of rotation freedom for the above or below edge beam.

A 1.1 mm thick absorber was designed to block the 33.17 keV but let through most of the 99.51 keV in the middle beam. The material used for the absorber and actually the entire threebeam chopper was the tin bronze alloy C907 [ASTM-B505] which contains $11 \%$ of tin and $89 \%$ of copper by weight. This tin bronze provided great rigidness for fast rotation of the chopper and excellent stopping power of 33 keV while transmitting 99 keV which is quantified as a high ratio of the linear absorption coefficient $\mu_{E_{K}} / \mu_{E_{3 K}}$ in Table 5.5. After the 1.1 mm thick absorber, $99.99659 \%$ of the 33.17 keV flux would be stopped while letting through $56.536 \%$ of the 99.51 keV flux. Given the middle beam incident flux ratio ( $N_{0 E_{K}} / N_{0 E_{3 K}}$ ) of 431,863 at the BMIT BM and 1,018 at BMIT ID beamline (Table 5.4), the transmitted flux ratio ( $N_{E_{K}} / N_{E_{3 K}}$ ) after the 1.1


Figure 5.10 Cross-section views of the three-beam chopper for penetrating Above edge beam (A), Below edge beam (B) and High energy beam of 99.51 keV (C).

Table 5.5 Material selection for the three-beam chopper

| Linear absorption <br> coefficient $\mu(1 / c m)$ | Iodine $K$-edge <br> $E_{K}(33.17 \mathrm{keV})$ | $2^{\text {nd }}$ Hamonic <br> $E_{3 K}(99.51 \mathrm{keV})$ | Linear absorption coefficient ratio <br> $\left(\mu_{E_{K}} / \mu_{E_{3 K}}\right)$ |
| :---: | :---: | :---: | :---: |
| Silver | 296 | 15 | 19.2 |
| Tin | 231 | 12 | 18.8 |
| Tin bronze alloy C907 | 93 | 5 | 18.0 |
| Tin bronze alloy C913 | 108 | 6 | 17.9 |
| Tin bronze alloy C903 | 88 | 5 | 17.6 |
| Lead | 263 | 64 | 4.1 |

$m m$ thick absorber would be 26 at the BMIT BM beamline and 0.06 at the BMIT ID beamline, respectively. This factor would degrade the performance of the third image in the three-energy KES at the BMIT BM beamline.

The average transmission ratios (Figure 5.11) and the relative intensity distributions (Figure 5.12) of different beam energies were simulated for a $420^{\circ}$ revolution of the three-beam chopper at the BMIT BM and ID beamlines. The photon flux results for both beamlines in Chapter 5.2.2.4 were input as the incident fluxes of different beam energies while the beam transmission through the three-beam chopper was calculated at every chopper rotation angle. The peaks of the above edge beam $E_{A}$ and the below edge beam $E_{B}$ had about $60^{\circ}$ of on-duty time and characteristic shapes due to the cross-sectional design of the three-beam chopper. The third imaging energy $E_{3 K}$ could not be seen in the linear scale profiles at both the BMIT BM and ID beamlines (Figure 5.11A and C, Figure 5.12A and C), but they showed up in the logarithmic scale profiles (Figure 5.11B and D, Figure 5.12D). The edge energy $E_{K}$ in the middle beam emerged a little (less than $10 \%$ ) along with the above edge beam $E_{A}$ or the below edge beam $E_{B}$,


Figure 5.11 Simulated average beam fluxes after the three-beam chopper vs. chopper rotation angle at the BMIT BM (A, B in logarithmic scale) and ID (C, D in logarithmic scale) beamlines.


Figure 5.12 The relative intensity distributions of different beam energies in RGB false-colors were simulated just after the three-beam chopper vs. chopper rotation angle at the BMIT BM (A, B in logarithmic scale) and BMIT ID (C, D in logarithmic scale) beamline. The vertical axes denote the three equal beam heights of $w$ which is 1.593 mm .
but it would not matter much since it is mostly distributed just near the edge of the $E_{A}$ or $E_{B}$ beam (Figure 5.12). This means that the emerged $E_{K}$ is still well above or below the 33.17 keV since the diffracted energies are changing all along the BLM. As previously pointed out, the edge energy $E_{K}$ in the middle beam of the BMIT BM beamline even suppressed the third imaging energy $E_{3 K}$ which would not provide an acceptable third image for the three-energy KES at the BMIT BM beamline. This would be much better at the BMIT ID beamline since $E_{3 K}$ was the most prominent energy within the opening for the third imaging energy. $E_{3 K A}$ and $E_{3 K B}$ from the above and below beam would contribute as well to the third imaging energy while the $E_{K}, E_{A}$ and $E_{B}$ energies were well controlled.

To balance the weight, two opposite three-beam choppers were attached to make the center of mass coincide with the center of rotation (Figure 5.13). The three-beam chopper was inserted into a segment of slotted aluminum rail (XT95, Thorlabs Inc., Newton NJ USA) which held a step motor (PK564BW, Oriental Motor USA Crop., CA USA) and an encoder (ROC413 /ROQ425, Heidenhain Inc., Germany) on both ends. The three-beam chopper was machined with great precision $( \pm 0.04 \mathrm{~mm})$ by Daniel Vessey at the Engineering machine shop of U of S .


Figure 5.13 Three-beam chopper in 3D view and 3D cross-section view

### 5.2.3 Implementation

### 5.2.3.1 Experimental Setup

The three-energy KES experiments were set up at the BMIT BM beamline at the CLS starting in July 2010 (Figure 5.14 and Figure 5.15), when the preferred BMIT ID beamline was still under construction. The incident white beam was set as 5 mm high and $40 \sim 100 \mathrm{~mm}$ wide depending on the widths of the BLM, the sample and the detector. After a front end ion chamber and an imaging shutter, the incident white beam was diffracted by the $9.9^{\circ}$ vertically inclined BLM and tilted upwards $13.1^{\circ}$. An aluminum rail system pivoting on the BLM center without touching the BLM was set up to hold all the equipment at a $13.1^{\circ}$ angle. The equipment on the rail included the three-beam chopper at 100 mm after the BLM, a monitor ion chamber, a sample stage at about 1.5 meters away from the BLM and the detector stages afterwards.

The system alignment started from the BLM which was set on a vertical stage, a horizontal (inboard-outboard or in-out paper direction in Figure 5.14) stage and two cradle stages sharing the same center of rotation at the beam height. One cradle stage was the rotation for the Bragg angle $\theta_{B}$ and the second cradle stage was an orthometric rotation for an azimuthal angle. The BLM center was first vertically and horizontally aligned to the incident white beam position.


Figure 5.14 Diagram of the three-energy KES (adapted figure from Dr. Dean Chapman)

A box of iodine solution of $30 \mathrm{mg} / \mathrm{ml}$ in front of a fluorescence screen was used to find the iodine K-edge while the BLM was adjusted in Bragg angle $\theta_{B}$. An abrupt change of the intensity on the fluorescence screen corresponded to the iodine K-edge energy and the corresponding height was marked as the diffracted beam height above the rails. Precise measurement of the iodine K-edge was performed using the ion chamber reading while scanning the Bragg angle $\theta_{B}$. The Photonic Science area detector was set up to image the beams after the iodine solution and to make the Kedge line horizontally flat through appropriate adjustment of the azimuthal angle if necessary. Imaging the beams after the iodine solution was also performed using the Budker line detector while the Bragg angle $\theta_{B}$ of the BLM was gradually changed across the iodine K-edge within a small range. Any adjustment of the azimuthal angle required the $\theta_{B}$ to be tuned afterwards to refine the iodine K-edge again.


Figure 5.15 Experimental setup of the three-energy KES imaging at the BMIT BM beamline, showing the BLM, the three-beam chopper, a transmission beam stop, a diffraction ion chamber, a mouse with iodine injection, a Budker line detector and a pivoted rail which held the equipment and provided a tilt angle of $13.1^{\circ}$ upwards.

The next step was the alignment of the detector, especially the Budker line detector. Considering the diffracted beam divergence of 3.5 mrad at the BMIT BM beamline (Table 5.2), any beam through the 6 mm gap hitting the 20 mm long ion chamber plates produced variable background features in the images which could not be easily eliminated by image processing afterwards.

The three-beam chopper was aligned to balance the above and below edge beams using a digital level and the ion chamber. Combined with an iodine solution of known thickness and concentration, the real energy difference $\delta E$ for the above and below edge beams were estimated (Chapter 5.2.3.2).

The final step was the alignment of the sample stage which was critical for the KES CT experiment. To level the sample stage parallel to the beam plane, sinograms of the tip of a pin which was set on the edge of the rotating sample stage were examined using full beams and the Budker detector. Two methods could find the beam focus position after the alignment of the sample stage (Figure 5.16). The pin's position relative to the beam focus could be determined from the pin dip profile in the full beam sinogram, the same setup for the sample stage


Figure 5.16 The beam focus position could be determined by either the slop of the pin dip profile by the full beam irradiation (A) or through the FWHM comparison of the pin dip profiles between the above edge and below edge beam irradiations (B).
alignment. Steep edges in the pin dip profile indicated closeness to the beam focus, while gradual slopes in the pin dip profile implied that the beam was farther from focus (Figure 5.16A).

Combined with the three-beam chopper, sinograms of the pin tip using the above beam only and the below beam only were compared to find the beam focus position and set the sample stage at the beam focus accordingly. A big FWHM difference of the pin dip profile at the same sinogram position between the above and below sinograms indicated that the beam was farther from focus, while small FWHM difference between the above and below sinograms implied closeness to the beam focus (Figure 5.16B). Two methods were used to determine the beam focus size at the beam focus position. One was based on the derivative of a blade scan profile and the other was based on the FWHM of the slits scan profile. Three blade or slits scans along the beam path would estimate the beam focus position as well, without the requirement of the perfectly aligned sample stage.

### 5.2.3.2 Three-Beam Chopper Profile

The photon fluxes after the three-beam chopper were monitored by the ion chamber for


Figure 5.17 Measured normalized transmissions after the three-beam chopper vs. chopper rotation angle at BMIT BM beamline, with and without a 2 cm thick iodine solution of $30 \mathrm{mg} / \mathrm{ml}$.
more than a full revolution either with or without a 2 cm thick iodine solution of $30 \mathrm{mg} / \mathrm{ml}$ in front (Figure 5.17). The data was collected at an increment of $0.25^{\circ}$ rotation per ion chamber reading while the three-beam chopper was continuously rotating at a speed of $10 \% \mathrm{~s}$. The data were normalized by the maximal ion chamber reading without the iodine solution and the ring current decay was taken into account. As expected from the simulation in Figure 5.11, the roundhead peak was the below edge beam and the flat-head peak was the above edge beam which was highly absorbed when the iodine solution was present. The ratios of the transmission drop in both the above and below edge beams as shown in Figure 5.17 can be used to calculate the concentration of the iodine solution through

$$
\begin{equation*}
\rho=\frac{\ln \left(\frac{N_{A 0}}{N_{A}} \frac{N_{B}}{N_{B 0}}\right)}{\left(\frac{\mu}{\rho_{A}}-\frac{\mu}{\rho_{B}}\right) t} \tag{5.15}
\end{equation*}
$$

where $N_{A 0} / N_{A}$ is the ratio of averaged fluxes in the above edge beam without ( $N_{A 0}$ ) and with $\left(N_{A}\right)$ iodine, $N_{B O} / N_{B}$ is the ratio of maximal fluxes in the below edge beam without ( $N_{B 0}$ ) and with ( $N_{B}$ ) iodine, $\frac{\mu}{\rho}_{A, B}$ is the mass absorption coefficient of iodine at above (A) or below (B) beam energy and $t$ is the thickness of the iodine solution. Given the iodine solution thickness of 2 cm and the energy difference $\delta E$ of 179 eV (Table 5.3), the measured flux ratio $N_{A O} / N_{A}$ of 12.5 and $N_{B O} / N_{B}$ of 2.2 directly determined an iodine concentration of $29.983 \mathrm{mg} / \mathrm{ml}$, with an error of $0.57 \%$.

Equation (5.15) could be rearranged as

$$
\begin{equation*}
{\frac{\mu}{\rho_{A}}}_{A}-{\frac{\mu}{\rho_{B}}}_{B}=\frac{\ln \left(\frac{N_{A 0}}{N_{A}} \frac{N_{B}}{N_{B 0}}\right)}{\rho t} \tag{5.16}
\end{equation*}
$$

Interpolation of the absorption coefficient difference in iodine would estimate the real energy difference $\delta E$ under the assumption of equal energy difference $\delta E$ of the above and below edge
beams from the edge energy. Given the $30 \mathrm{mg} / \mathrm{ml}$ concentration and 2 cm thickness of the iodine solution, the measured flux ratio $N_{A O} / N_{A}$ of 12.5 and $N_{B O} / N_{B}$ of 2.2 directly estimated an energy difference $\delta E$ of 184 eV , an error of $2.8 \%$ compared with the 179 eV calculated in Table 5.3, for the chopper prepared above and below edge beams.

In summary, the agreement between the prepared iodine solution and the transmission measurements were quite good. Any differences were easily explained by small variations in the prepared solution concentration or subtle differences in the average imaging energies.

The beam intensity distribution after the three-beam chopper was monitored by the Photonic science area detector without any sample while the three-beam chopper was rotating $420^{\circ}$ at a speed of $10 \%$ and a step size of $0.5 \%$ step (Figure 5.18). Every image out of the area detector was horizontally summed and averaged into one vertical line at the corresponding chopper rotation angle. Adding all the averaged vertical flux distribution line at every angle built up the Figure 5.18. This real flux distribution matched well with the simulation in Figure 5.12A except that the above and below beams switched the position vertically since the detector was put downstream of the beam focus while the simulation was calculated for upstream of the beam focus. The vertical beam size on the detector depended on the distance of the downstream detector from the beam focus. The vertical beam size of 0.22 mm for each beam shown in the


Figure 5.18 Beam intensity distributions vs. chopper rotation angle measured by the Photonic science detector after the beam focus at the BMIT BM beamline.
ordinate would estimate a detector distance of about 0.2 m from the beam focus and about 1.7 m away from the BLM.

### 5.2.3.3 Beam Focus Profile

The beam focus profile was measured using Huber slits and an ion chamber at the BMIT BM beamline on July 10, 2010. The incident white beam was set 2.5 mm wide and 5 mm high at the BLM position. Huber slits with a vertical gap setting of $6.25 \mu m$ was used to vertically scan across the beam at a $5 \mu m$ step size while an ion chamber after the Huber slits was averaging 20 voltage readings for each vertical step. The same vertical slits scan was repeated 36 times along the beam path at a 5 mm step size. The ion chamber readings were normalized by the ring current decay and plotted in Figure 5.19A, after an adjustment for the sagging aluminum rails along the beam path. The FWHM of each vertical scan was calculated and plotted as the solid curve, and the FWHM of Gaussian-fitted vertical scan was plotted as the dashed curve (Figure 5.19B). At 95 mm relative distance, both curves reached the minimal FWHM which means a focus size of $91 \mu m$ from the real scan and a focus size of $84 \mu m$ from the Gaussian-fitted scan. Over all the measured beam focus sizes were in the range of $80 \sim 100 \mu \mathrm{~m}$ for the several prepared BLMs.


Figure 5.19 Figure A is the normalized ion chamber readings ( $V$ ) after the Huber slits vs. the relative distance along the beam path $(\mathrm{mm})$ and the vertical scanning range $(\mu \mathrm{m})$. Figure B is the FWHM of the slits scan (solid curve) and FWHM of the Gaussian-fitted data (dashed curve) vs. relative distance along the beam path ( mm ) with the minimal FWHM noted (dashed line).

### 5.2.4 Results

### 5.2.4.1 First Simultaneous Iodine KES in Canada - a "Physics Rat" Head

The first simultaneous KES imaging was performed using the Photonic Science area detector without the three-beam chopper at the BMIT BM beamline at the CLS on July 10, 2010. The test object was a "physics rat" head which was printed by a rapid prototyper based on a CT scan data of a rat, the same technique described in Chapter 3.1. The rat head restraint was filled with water and sealed at neck position with a cuvette and a step wedge inserted (Figure 5.20A and B). An iodine solution filled the cuvette and occupied the space left by the step wedge.

The incident white beam was set 40 mm wide and 5 mm high at the BLM position. The Photonic Science area detector (18.7 $\mu \mathrm{m}$ pixel size) was set up looking at the beam at 0.67 m away from the beam focus position. While the test object was line-scanned 50 mm at a vertical speed of $0.033 \mathrm{~mm} / \mathrm{s}$, the Photonic Science detector was taking 1000 images at an acquisition time of $1.5 s$ per image. An "iodine" image was taken with a box of $30 \mathrm{mg} / \mathrm{ml}$ iodine solution in the beam path to find the iodine K-edge line, the arbitrarily defined above edge and below edge regions. The energy distribution within the beam region was estimated based on


Figure 5.20 The "physics rat" head sample (A) was filled with water and a cuvette of $30 \mathrm{mg} / \mathrm{ml}$ iodine solution inside which a step wedge (B) was inserted.

$$
\begin{equation*}
\Delta E=\frac{E_{K}}{\operatorname{tg} \theta_{B}} \Delta \theta \tag{5.17}
\end{equation*}
$$

which indicates that a $\Delta \theta$ angle away from the K -edge line corresponds to a $\Delta E$ energy away from the K-edge energy $\left(E_{K}\right)$. An average above and below edge energies were thus estimated as 171 eV above and 254 eV below the iodine K-edge energy, respectively. The above edge and below edge regions in every image of the test object were averaged into two lines. Stacking the above edge and below edge lines from the 1000 images built up the above edge and below edge images, respectively. The dual-energy KES algorithm (Equation (5.3)) was applied and the first simultaneous iodine KES image was produced at the BMIT BM beamline and in Canada (Figure 5.21). The iodine image clearly showed the gradually changing projected density of iodine and a big air bubble in the iodine solution.

After a refill of the iodine solution, a similar data set was collected and processed. While the test object was line-scanned 43.75 mm at a speed of $0.25 \mathrm{~mm} / \mathrm{s}$, the Photonic Science detector was taking 875 images at an acquisition time of $0.2 s$ per image. It took $175 s$ for one scan to


Figure 5.21 The first simultaneous iodine KES image in Canada at the BMIT BM beamline
simultaneously get the above and below edge images which were taken on average 178 eV above and 271 eV below the iodine K-edge energy, respectively. The water-equivalent image showed a plain matrix within the outline of the cuvette, while the iodine image clearly showed the projected iodine gradient due to the step wedge in the beam path (Figure 5.22 A and B ). The horizontally averaged profile in the step wedge region showed the little steps in the projected iodine gradient and the vertical dimension matched with the step wedge's size of 1 mm per step
(Figure 5.22 C and D). The scale in the iodine image indicated that the iodine concentration was


Figure 5.22 The water-equivalent image (A) and iodine image (B) of a "physics rat" head using simultaneous dual-energy KES imaging. The enlarged iodine image in the step wedge region (C) is shown with its horizontally averaged gradient of the projected iodine density (D).
about $5 \mathrm{mg} / \mathrm{ml}$ based on the $1 \mathrm{~cm}^{2}$ dimension of the cuvette. Some iodine was found in the gap between the cuvette and the inserted step wedge which led to an abrupt peak in the averaged gradient profile at 0 mm vertical position (Figure5.22D).

### 5.2.4.2 Iodine Uptake Three-Energy KES imaging of a Live Mouse

Three-energy KES imaging of a live mouse was performed using the three-beam chopper and Budker line detector ( $100 \mu \mathrm{~m}$ pixel size, 2560 pixels) at the BMIT BM beamline at the CLS on Aug 17, 2010. After intraperitoneal injection of the sodium iodine (NaI) solution, the mouse was anesthetized and KES imaged by one vertical scan which was repeated at $52,55,61,66,69$, $75,78,83,88,94$ and 112 minutes after the NaI injection to explore the iodine uptake process. The mouse was treated under Animal Care protocol \#20050096 approved by UCACS.

The incident white beam was set 40 mm wide and 5 mm high at the BLM position. While the three-beam chopper was continuously rotating at a speed of $400 R P M$, the anesthetized mouse was line-scanned 32 mm at a vertical speed of $0.667 \mathrm{~mm} / \mathrm{s}$ and the Budker detector read 4800 lines with an acquisition time of $10 \mathrm{~ms} / \mathrm{line}$. For each chopper revolution the Budker detector took 15 lines of data and the sample stage vertically moved $100 \mu \mathrm{~m}$, about the beam focus size. The raw data appeared like many stripes corresponding to the fast switching of the three beams. A closer view of the raw data indicated the very weak third beam $\left(E_{3 K}\right)$ of 99.51 keV which appeared as a bigger black gap between the above $\left(E_{A}\right)$ and below $\left(E_{B}\right)$ edge beams (Figure 5.23A and B). Data from each energy beam was curve-fit based on the chopper rotation profile and averaged to one line of data for each of the three energies. Adding all the data lines for each of the three energies produced a projection image taken by the corresponding energy beam. It took $48 s$ for one 32 mm scan of the live mouse to get three images of the above edge, below edge and harmonic energies all at once.

The projected density images of iodine and water were then calculated from the above and below edge images based on the dual-energy KES equation (5.3) (Figure5.24). The three energy KES algorithm, equation (5.11), was not used and the bone image was not produced due to the lack of 99.51 keV flux at the BMIT BM beamline. The iodine images showed the progressive accumulation of iodine in the bladder as it was cleared from the blood by the kidneys into the urine. This increase of the iodine in the bladder of a live mouse was tracked over time
(Figure5.25).


Figure 5.23 The raw data (A) and its closer view (B) of the three-energy KES performed at the BMIT BM beamline. The sample was a live mouse after NaI injection and anesthesia.


Figure 5.24 The projected density images of iodine (A) and water (B) of a live mouse using chopper enabled KES imaging. The image group $1 \sim 11$ were taken at $52,55,61,66,69,75,78$,
$83,88,94,112$ minutes after the NaI injection, respectively.


Figure 5.25 Averaged iodine content in the bladder of a live mouse vs. time after NaI injection

### 5.2.4.3 First KES CT in Canada - a "Physics Rat" Head

The first KES CT imaging was performed using the three-beam chopper and Budker line detector at the BMIT BM beamline on Nov 24, 2010. The same "physics rat" head sample (Fig5.20) was KES-CT imaged with the iodine solution of different concentrations, $5 \mathrm{mg} / \mathrm{ml}, 2.5$ $\mathrm{mg} / \mathrm{ml}, 1 \mathrm{mg} / \mathrm{ml}$ and $0.5 \mathrm{mg} / \mathrm{ml}$ which were diluted from the organically bound iodine (Optiray ${ }^{\mathrm{TM}}$ 240 ioversol contrast agent, $240 \mathrm{mg} / \mathrm{ml}$ ).

The incident white beam was set 52 mm wide and 5 mm high at the BLM position. The "physics rat" head sample was KES-CT scanned 120 slices with one scan for each slice. For each slice of image, while the sample was rotated $400^{\circ}$ at a speed of $20.8^{\circ} / s$ and the Budker detector read 3850 lines with an acquisition time of $5 \mathrm{~ms} /$ line, the three-beam chopper stayed at the "Above" beam position for half turn of sample, rotated $120^{\circ}$ to switch to the "Below" beam position at a speed of $120 \%$ and stayed for another half turn of sample. After one scan for each slice, both the three-beam chopper and the sample stage rotated to the same starting point and the sample stage vertically moved $100 \mu m$, about the beam focus size, for the next slice. Each slice of data took $19.25 s$ to get two sinograms using the above and below edge energies. If there were
enough 99.51 keV flux for the third imaging energy, each slice of data could get three sinograms using three energies all at once.

A $180^{\circ}$ rotation section of the sinogram which was 1731 lines of data was picked for each energy to do the CT reconstruction. The sinogram was first normalized by a flat sinogram (no sample) and then reconstructed to an image slice. The reconstructed above and below edge slices were rotated and translated to match and the image slices of iodine density and water density were then calculated by the dual-energy KES algorithm (Figure 5.26). The measured iodine density within the cuvette of the iodine image and the measured water density outside of the cuvette in the water image were averaged and listed in Table 5.6. It is noted that the estimated iodine density matched well with the prepared iodine concentrations with errors in a range of $6 \% \sim 9 \%$. The errors may come from the inaccuracy of the prepared iodine solutions, not perfectly balanced three-beam chopper and the error of energy difference $\delta E$ which was $2.8 \%$ in one measurement (see Chapter 5.2.3.2). An unbalanced three-beam chopper would change the averaged beam energy and thus the energy difference $\delta E$. The inaccurate beam energy would introduce differences between the real attenuation coefficients and the tabulated values based on the designed $\delta E$ which were used in the density image calculations from the measured data. The beam energy error was thus transferred to the density errors measured in the density images.


Figure 5.26 The above edge (A), below edge (B), iodine density (C) and equivalent water density (D) KES-CT slice images of a "physics rat" head with iodine solution of $5 \mathrm{mg} / \mathrm{ml}(1), 2.5 \mathrm{mg} / \mathrm{ml}$ (2), $1 \mathrm{mg} / \mathrm{ml}$ (3) and $0.5 \mathrm{mg} / \mathrm{ml}$ (4).

Table 5.6 Iodine density measurements for the KES CT data of a "physics rat" head

| Prepared iodine <br> concentration <br> $(m g / m l)$ | Averaged iodine <br> density in iodine <br> image (mg/ml) | Averaged water <br> density in water <br> image $(g / m l)$ | Estimated iodine <br> density $(m g / m l)$ | Relative error <br> $(\%)$ |
| :---: | :---: | :---: | :---: | :---: |
| $\rho_{l 0}$ | $\rho_{l}$ | $\rho_{w}$ | $\rho_{l e}=\rho_{l} /\left(\rho_{w} / 1\right)$ | $\left(\rho_{l e}-\rho_{l 0}\right) / \rho_{l 0}$ |
| 0.5 | 0.46 | 0.97 | 0.47 | -5.5 |
| 1 | 1.07 | 0.98 | 1.09 | 9.0 |
| 2.5 | 2.21 | 0.93 | 2.37 | -5.1 |
| 5 | 4.53 | 0.94 | 4.85 | -3.1 |

### 5.2.5 Discussions and Conclusions

To overcome the image artifacts from motion and the presence of bone in conventional dual-energy KES, a BLM-based three-energy KES was suggested and the third imaging energy of 99.51 keV was chosen based on an optimization calculation. Two BLMs specific for iodine KES at the BMIT BM and ID beamlines were designed to meet the conditions of sub-micron focus size in theory.

A novel three-beam chopper was designed and machined using tin bronze to operate with both BLMs and perform the three-energy KES at both beamlines. It was the first beam chopper for fast switching among three beams. The decision of three beam heights finally arrived at a simple result of three equal beam heights after a detailed optimization based on the maximal SNR in the contrast image, the same total dose for three energies, the beamline flux distribution, the detector response and the BLM reflectivity. The three-beam chopper profiles measured in the experiment matched well with the simulations of the beam fluxes and distributions. The threebeam chopper was successfully used in the three-energy KES setup which did not produce the bone image due to the lack of 99.51 keV flux at the BMIT BM beamline as expected from the
flux calculation. It would be straightforward to use the three-beam chopper and perform threeenergy KES at the BMIT ID beamline which could provide ample 99.51 keV flux when it is available for commissioning.

Considering the source size of the BMIT BM beamline, the practical limit of the beam size that could be focused by optics is $8.5 \mu m$ when the theoretical condition of sub-micron focus size was met. Great effort was put on the BLM crystal preparations to aim for precise and even bending of the crystal including crystal orientation, off-cut measurement, cutting, etching, checking surface flatness, bending and measuring bending radius and uniformity. The measured beam focus size were in the range of $80 \sim 100 \mu \mathrm{~m}$ for the several prepared BLMs. The error may come from the errors of crystal asymmetry angle and alignment errors. Based on the available crystals and apparatus for crystal preparation, the focus size of $100 \mu m$ is good enough for KES imaging of small animals and matched well with the $100 \mu$ m pixel size of the Budker detector. It still leaves great room to explore the potential focus size of a few microns in the future to provide high resolution KES imaging to a variety of applications.

Using the BLM, the first simultaneous dual-energy KES imaging was performed at the BMIT BM beamline, and in Canada. It took $175 s$ for one 43.75 mm scan to simultaneously get the above and below edge images of the "physics rat" head. The projected iodine image clearly showed the density gradient with little steps due to the step wedge. This method would remove the motion artifact and provide better KES imaging for live animals.

Three-energy KES imaging of a live mouse was successfully performed using the threebeam chopper which was continuously rotating at 400 RPM . It took 48 s for one 32 mm scan of the live mouse to get three images of the above edge, below edge and harmonic energies all at once. It was a useful technique to track the iodine accumulation in the bladder of a live mouse
with time, because it was quick ( $48 \mathrm{~s} /$ scan), free of motion artifact by the nearly simultaneous KES imaging ( 50 ms between the successive three energies) and free of the artifact due to the presence of bone if enough harmonic flux were provided to make the three-energy KES algorithm feasible.

The first KES CT imaging was performed on the "physics rat" head sample at the BMIT BM beamline. Each slice of data took $19.25 s$ to get two sinograms of the above and below edge energies successively. If there were enough flux for the third imaging energy, each slice of data could easily get three sinograms using three energies successively. After CT reconstruction, image registration and KES algorithm, the iodine images of the "physics rat" head clearly showed the density variations produced by the different iodine concentrations within the cuvette.

Given the 45 mm diameter of the "physics rat" head sample, the 1731 lines of data for a half turn which means $0.104^{\circ}$ angle between measurements was more than double sampling (2.448 times sampling) of the CT resolution requirement. If the single sampling which requires 707 lines of data for a half turn and $0.255^{\circ}$ angle between measurements was performed, it only needs $8.64 s$ for one slice of data assuming $440^{\circ}$ of sample rotation. So the KES CT could perform even faster. For example it will take two and half hours to collect 800 KES CT slices of an 80 mm long mouse.

Three motions were involved in the KES CT scan, the sample vertical scanning $\left(S_{V}\right)$, the sample rotation $\left(S_{R}\right)$ and the chopper rotation for energy iteration $\left(C_{E}\right)$. The KES CT imaging was performed in the priority sequence of $S_{R}-C_{E}-S_{V}$ and this is not the only way to perform the KES CT imaging. If the motion artifact from a live animal is the major concern, the KES CT could use continuous rotation of the three-beam chopper for each sample rotation angle. That is the KES CT imaging performed in the priority sequence of $C_{E}-S_{R}-S_{V}$ or $C_{E}-S_{V}-S_{R}$ depending
on the major direction of the concerned motion relative to the orientation of sample. The latter priority sequence of $C_{E}-S_{V}-S_{R}$ is actually the three-energy KES imaging described in Chapter 5.2.4.2 repeated at every sample rotation angle. The reasons to choose the priority sequence of $S_{R}$ - $C_{E}-S_{V}$ to perform the KES CT of the "physics rat" head are that the sample was not a live animal and the three-beam chopper did not need to continuously rotate since the third energy was skipped due to lack of flux at the BMIT BM beamline. For live animal imaging, these forms of KES CT methods would be performed in the future to explore their potential.

In summary, this BLM and three-beam chopper enabled three-energy KES imaging system would easily overcome the image artifacts from motion and the presence of bone, but it introduced a cross-over artifact as a result of the focusing beam. On the other hand, the BLM greatly increased the flux and dose onto the sample due to the focusing beam. This high resolution and high flux KES setup after achieving a focus size of a few microns would open a door to a new level of applications such as cell level imaging and radiation therapy investigations. The three-energy KES imaging system would produce an additional image of bone which might be useful for anatomy or calcification determinations when enough flux of the third imaging energy is provided at the BMIT ID beamline in the near future. Besides the tissue and contrast material, this imaging system could be used to image other material that is important in the test object as the third component instead of bone, for example the iron.

### 5.3 Near Edge Spectral Imaging

### 5.3.1 Introduction

Similar to the dual-energy KES taking a two-color image and the three-energy KES taking a false-color image from three colors, a new spectrum-based imaging method was conceived to take a true-color image of an object using typically hundreds of colors (energy $-E$ ).

Its raw data output is a data cube of $(x, y, E)$. Its resulting data is visualized as an image cube containing density distribution images of various material components in the object. Since this spectral imaging method is optimally applied with the spectrum encompassing an absorption edge of an element within the object, it is named as Near Edge Spectral Imaging (NESI). The NESI algorithm showed that it is a generalized version of KES imaging and the KES is a special case of NESI.

As mentioned in Chapter 5.2.2.2, the BLMs were designed by matching the geometric and single ray focal lengths. An important consequence of the matching of the single ray and geometric foci is that each ray has a unique energy. Thus the designed BLMs prepared a convergent beam whose energy changed linearly across the beam. The designed BLMs can be used to interrogate the absorption properties of materials such as is done with XAS where a detailed spectral measurement of the absorption of an element in the vicinity of the absorption edge can elucidate the oxidation state and local environment of that element. The powerful XAS method has resulted in structural and chemical state information of many systems. In the case of the structural information, the material need not be crystallized to determine the local environment which is very powerful for biological systems.

Such a BLM-based NESI system (Figure 1.1) was built up for small animal imaging at the BMIT BM beamline at the CLS which is exactly the same setup as described in chapter 5.2.4.1. An algorithm was developed to determine different components including the contrast species in the object using the spectral information. Preliminary results of NESI projection and NESI CT imaging of test objects and biological systems were presented along with a direct comparison with KES imaging.

### 5.3.2 Rationale

Projection images taken by $n$ number of energies could resolve $n$ number of components in an object as long as the attenuation coefficients of the components have enough variations during the energy range to distinguish themselves and achieve precise resolving accuracy. Assuming a sample system containing components less than $n$, the components are overdetermined by the NESI algorithm and should achieve better results since more flux is involved.

### 5.3.2.1 Two-Component NESI

If the NESI system assumes an object as a two-component system, a contrast material ( $C$ ) and a matrix material $(M)$, each vertical line in the pixelated detector is a measurement of the number of photons transmitted through the object as a function of energy.

$$
\begin{equation*}
N_{i}=N_{0_{i}} e^{-\frac{\mu}{\rho_{M}} \rho_{M} \rho_{M} t_{M}-\frac{\mu_{C i}}{\rho_{C}} \rho_{C} t_{C}} \quad(1 \leq i \leq n) \tag{5.18}
\end{equation*}
$$

where the index $i$ corresponds to the energy of photon detected across the vertical extent of the beam on the detector and $n$ is the number of energy points. The detailed attenuation characteristics of the two materials $\left(\frac{\mu}{\rho_{M i}}, \frac{\mu}{\rho}{ }_{C i}\right)$ can be easily measured, tabulated or modeled.

As in the case of KES, equation (5.18) can be recast by taking the negative logarithm to give a linear equation of the projected materials,

$$
\begin{equation*}
r_{i}=-\ln \left(\frac{N_{i}}{N_{0_{i}}}\right)=\frac{\mu}{\rho_{M i}} \rho_{M} t_{M}+\frac{\mu}{\rho}_{C i} \rho_{C} t_{C} \quad(1 \leq i \leq n) \tag{5.19}
\end{equation*}
$$

The task now is to find the projected densities ( $\rho_{M} t_{M}, \rho_{C} t_{C}$ ) that lead to the best fit to the measured values. A least-squares fit can be used in the derivation (see Appendix A) and results in the projected density equations,

$$
\begin{align*}
& \rho_{M} t_{M}=\frac{\sum_{i} \frac{\mu^{2}}{\rho_{C i}} \sum_{i}\left(\frac{\mu}{\rho_{M i}} r_{i}\right)-\sum_{i}\left(\frac{\mu}{\rho}{ }_{C i} \frac{\mu}{\rho_{M i}}\right) \sum_{i}\left(\frac{\mu}{\rho}{ }_{C i} r_{i}\right)}{\sum_{i} \frac{\mu^{2}}{\rho_{C i}} \sum_{i} \frac{\mu}{\rho}_{M i}^{2}-\left[\sum_{i}\left(\frac{\mu}{\rho}{ }_{C i} \frac{\mu}{\rho_{M i}}\right)\right]^{2}}  \tag{5.20}\\
& \rho_{C} t_{C}=\frac{\sum_{i} \frac{\mu^{2}}{\rho_{M i}} \sum_{i}\left(\frac{\mu}{\rho}{ }_{C i} r_{i}\right)-\sum_{i}\left(\frac{\mu}{\rho}{ }_{C i} \frac{\mu}{\rho_{M i}}\right) \sum_{i}\left(\frac{\mu}{\rho}{ }_{M i} r_{i}\right)}{\sum_{i} \frac{\mu^{2}}{\rho_{C i}} \sum_{i} \frac{\mu}{\rho}^{2}-\left[\sum_{i}\left(\frac{\mu}{\rho}{ }_{C i} \frac{\mu}{\rho_{M i}}\right)\right]^{2}}
\end{align*}
$$

Introducing the average of the $\frac{\mu}{\rho}$ products as

$$
\begin{equation*}
\frac{\mu}{\rho}_{C C} \equiv \frac{1}{n} \sum_{i} \frac{\mu}{\rho}_{C i}^{2} \quad \frac{\mu}{\rho}_{M M} \equiv \frac{1}{n} \sum_{i} \frac{\mu}{\rho}_{M i}^{2} \quad \frac{\mu}{\rho}_{C M} \equiv \frac{1}{n} \sum_{i}\left(\frac{\mu}{\rho}{ }_{C i} \underline{\mu}_{M i}\right) \tag{5.21}
\end{equation*}
$$

leads to

$$
\begin{align*}
& \rho_{M} t_{M}=\frac{1}{n} \frac{{ }^{\frac{\mu}{\rho_{C C}}} \sum_{i}\left(\frac{\mu}{\rho_{M i}} r_{i}\right)-\frac{\mu}{\rho_{C M}} \sum_{i}\left(\frac{\mu}{\rho}_{C i} r_{i}\right)}{\frac{\mu}{\rho}_{C C} \frac{\mu}{\rho_{M M}}-\frac{\mu}{\rho}_{C M}^{2}} \quad(1 \leq i \leq n)  \tag{5.22}\\
& \rho_{C} t_{C}=\frac{1}{n} \frac{\frac{\mu}{\rho_{M M}} \sum_{i}\left(\frac{\mu}{\rho_{C i}} r_{i}\right)-\frac{\mu}{\rho_{C M}} \sum_{i}\left(\frac{\mu}{\rho_{M i}} r_{i}\right)}{\frac{\mu}{\rho_{C C}}{ }^{\frac{\mu}{\rho_{M M}}}-\frac{\mu^{2}}{\rho_{C M}}}
\end{align*}
$$

This is the equation that is used to extract projected contrast and matrix density images from the NESI raw data cube. As derived in Appendix B, the dual-energy KES is a special case of the two-component NESI when two energies are chosen, that is $n=2$.

Under the assumptions of Poisson counting statistics to represent the noise from the detected signals, the SNR of the projected density images are calculated as (see Appendix C)

$$
\begin{align*}
& S_{N}=\frac{n\left(\frac{\mu}{\rho_{C C}}{ }^{\frac{\mu}{\rho}}{ }_{M M}-\frac{\mu^{2}}{\rho_{C M}}\right)}{\sqrt{\sum_{i}\left[\left(\frac{\mu}{\rho_{M M}}{ }^{\frac{\mu}{\rho_{C i}}}-\frac{\mu}{\rho_{C M}} \frac{\mu}{\rho_{M i}}\right)^{2}\left(\frac{1}{N_{i}}+\frac{1}{N_{0 i}}\right)\right]}} \rho_{C} t_{C} \\
& S_{N}=\frac{n\left(\frac{\mu}{\rho_{C C}} \frac{\mu}{\rho_{M M}}-\frac{\mu^{2}}{\rho_{C M}}\right)}{\left.\left.\sqrt{\sum_{i}\left[\left(\frac{\mu}{\rho_{C C}}\right.\right.} \frac{\mu}{\rho_{M i}}-\frac{\mu}{\rho_{C M}} \frac{\mu}{\rho_{C i}}\right)^{2}\left(\frac{1}{N_{i}}+\frac{1}{N_{0 i}}\right)\right]} \rho_{M} t_{M} \tag{5.23}
\end{align*}
$$

In order to better understand what parameters affect the SNR with this NESI algorithm we made three simplifications: 1) equal incident flux $N_{0 i}$ for all energies, 2) equal transmitted flux $N_{i}$ for all the energies and 3) dilute contrast material in the object. These lead to simplified SNR expressions for the projected density images as (see Appendix C)

$$
\begin{align*}
& S N R_{C} \approx \sqrt{\frac{n N_{0}}{1+e^{\mu t}}} \sqrt{1-\frac{\frac{\mu}{\rho}^{2}}{\frac{\mu}{C M}_{\rho_{M M}}^{\frac{\mu}{\rho}}}{ }_{C C}} \sqrt{\frac{\mu}{\rho_{C C}}} \rho_{C} t_{C}  \tag{5.24}\\
& S N R_{M} \approx \sqrt{\frac{n N_{0}}{1+e^{\mu t}}} \sqrt{1-\frac{\frac{\mu^{2}}{\rho_{C M}}}{\frac{\mu}{\rho_{M M}} \frac{\mu}{\rho}_{C C}} \sqrt{\frac{\mu}{\rho_{M M}}} \rho_{M} t_{M}}
\end{align*}
$$

As expected, the SNR is proportional to the amount of material present $\left(\rho_{C} t_{C}, \rho_{M} t_{M}\right)$ and proportional to the square root of the incident photon count, that is $S N R \propto \sqrt{n N_{0}}$ where $n N_{0}$ is the total number of incident photons at each pixel width at the sample position. Both SNR equations are dimensionless and both contain the root-mean-square (RMS) average of $\frac{\mu}{\rho_{C}}$ and $\frac{\mu}{\rho}_{M}$. Introducing $\frac{\mu}{\rho}{C_{R M S}}$ and $\frac{\mu}{\rho_{M_{R M S}}}$ for the RMS values and $\Gamma_{2}$ term for the two-component NESI,

$$
\begin{equation*}
\frac{\mu^{\rho}}{C_{R M S}} \equiv \sqrt{\frac{\mu}{\rho}}{ }_{C C} \quad{\frac{\mu}{\rho_{M_{R U S}}}} \equiv \sqrt{\frac{\mu}{\rho_{M M}}} \quad \quad \Gamma_{2} \equiv \sqrt{1-\frac{\frac{\mu}{\rho}^{2}}{\frac{\mu}{\rho_{M M}} \mu^{\frac{\mu}{\rho}}}} \tag{5.25}
\end{equation*}
$$

the simplified SNR equations are then expressed as,

$$
\begin{align*}
& S N R_{C} \approx \sqrt{\frac{n N_{0}}{1+e^{\mu \mu}}} \Gamma_{2} \frac{\mu}{\rho} C_{\text {RuS }} \rho_{C} t_{C}  \tag{5.26}\\
& S N R_{M} \approx \sqrt{\frac{n N_{0}}{1+e^{\mu \mu}}} \Gamma_{2} \frac{\mu}{\rho_{M_{R U S}}} \rho_{M} t_{M}
\end{align*}
$$

For reference, a comparison between the RMS values and the normal values of the attenuation coefficients of iodine and water are simulated in Figure 5.27. The simulated RMS values are averaged over an energy span of 450 eV which approximately matched the measured

NESI data. As seen from this figure, the RMS plot of the water attenuation is overlapped with its normal values while the RMS curve of the iodine attenuation is a smoothed version of its normal values. The SNR for $1 \mathrm{mg} / \mathrm{cm}^{2}$ of projected iodine content and $1 \mathrm{~g} / \mathrm{cm}^{2}$ of projected water content are simulated from equation (5.23) over an energy span of 450 eV while changing the imaging energy of the center beam (Figure 5.28A). The calculation assumes using the BLM for BMIT BM beamline to focus an incident flux of $1 \times 10^{6}$ photon/pixel width on the sample. Instead of the equal incident flux assumption for the simplified SNR derivations, the SNR calculations here use the simulated vertical flux distribution from the BMIT BM source and after the BLM (Figure $5.28 B$ ) as the incident beam, the total of which add up to $1 \times 10^{6}$ photons. Again, the RMS values of the attenuation coefficients are averaged over this 450 eV energy range. Quite different from Figure 5.27 , the SNR plot clearly indicates that imaging near the iodine K-edge, i.e. 33.17 keV or


Figure 5.27 The RMS values (blue solid curves) and normal values (read dashed curves) of the iodine ( $C$ subscript) and water ( $M$ subscript) attenuation coefficients with relation to the imaging energy of the center beam. The RMS values are averaged over an energy span of 450 eV . The iodine K-edge at 33.17 keV is indicated for reference.
33.06 keV , achieves an optimal SNR for the iodine image or water image, respectively. It is the $\Gamma_{2}$ term that significantly alters the SNR curves and promotes an optimum SNR near an absorption edge of the contrast material. This calculation indicates that the two-component NESI algorithm is best applied near an absorption edge of the contrast material to achieve the best SNR in the component images and that is where the name "near edge" spectral imaging comes from.

All of the above simulations are based on the RMS averaging of the attenuation coefficients on the 450 eV energy span. To investigate the optimal energy span that could achieve the best SNR in the two-component NESI, the same calculation described in Figure 5.28 was repeated for a series of energy spans, ranging from 27 eV to 900 eV (Figure 5.29). The solid curves of $S N R_{C-N E S I 2}$ and $S N R_{M-N E S I 2}$ in Figure 5.29 A indicate that there is an optimal energy span of 252 eV or 270 eV that reaches the maximal SNR for the projected iodine or water, respectively.

Figure 5.29B shows that the center imaging energies that reach the optimal SNR for the


Figure 5.28 Figure A is the simulated iodine (red) and water (blue) SNR from Equation (5.23) vs. the center NESI energy. The SNR calculations assume $1 \mathrm{mg} / \mathrm{cm}^{2}$ iodine material, $1 \mathrm{~g} / \mathrm{cm}^{2}$ water material and an incident flux of $1 \times 10^{6}$ photon/pixel width. A significant peak is achieved at 33.17 keV or 33.06 keV for the iodine or water SNR, respectively. Figure B is the relative incident intensity distribution used in the SNR calculation.
projected iodine and water (such as in Figure 5.28A) are deviating away from the iodine K-edge energy with increasing imaging energy span. For comparison, the SNR for the dual-energy KES are simulated as well from equation (5.4) for the same $1 \mathrm{mg} / \mathrm{cm}^{2}$ of projected iodine and $1 \mathrm{~g} / \mathrm{cm}^{2}$ of projected water. The SNR calculations for KES always assume one third of the vertical beam


Figure 5.29 Figure A is the simulated iodine (red) and water (blue) SNR for two-component NESI (solid curve) and dual-energy KES (dashed curve) vs. the imaging energy span. The SNR calculations assume $1 \mathrm{mg} / \mathrm{cm}^{2}$ iodine material, $1 \mathrm{~g} / \mathrm{cm}^{2}$ water material, an incident flux of $1 \times 10^{6}$ photon/pixel width for NESI and KES incident fluxes relative to that of NESI as shown in Figure C. Figure B shows the center imaging energy that achieves the maximal SNR (such as in Figure 5.28 A ) at every imaging energy span. Figure D is the averaged energy difference of the above ( $\delta E_{h-K E S 2}$ ) and below ( $\delta E_{l-\text { KES2 }}$ ) beams used in the KES SNR calculation.
on both shoulders of the full energy span (such as Figure 5.28B) as the incident above and below beams. The total incident fluxes for the above ( $N_{\text {Oh-KES2 }}$ ) and below ( $N_{O l-\text { KES2 }}$ ) beams are plotted with scales relative to the total incident flux of the NESI full beam which is rescaled to 1 (Figure 5.29 C). Since the incident flux is not equal along energies (Figure 5.28B), the averaged energy difference $\delta E$ of the above and below beams which are used in the KES SNR calculations are significantly smaller than the total energy span for the NESI (Figure 5.29D). The simulated SNR comparison in Figure 5.29A indicates that the two-component NESI performs better than dualenergy KES only in a certain energy span. Even though the 450 eV energy span in some data is not optimal for NESI SNR under the simulation assumptions, it still has a better SNR than dualenergy KES.

### 5.3.2.2 Three-Component NESI

If the NESI assumes an object as a three-component system, a contrast material ( $C$ ), soft tissue ( $T$ ) and bone (B), equation (5.18) would be changed as.

$$
\begin{equation*}
N_{i}=N_{0 i} e^{-\frac{\mu}{\rho_{T}} \rho_{t} t_{t}} e^{-\frac{\mu}{\rho_{B i}} \rho_{B} t_{B}} e^{-\frac{\mu}{\rho_{C}} \rho_{c c_{C}}} \quad(1 \leq i \leq n) \tag{5.27}
\end{equation*}
$$

where the index $i$ corresponds to the energy of photon and $n$ is the number of energy points. Taking the negative logarithm gives a linear equation as,

$$
\begin{equation*}
r_{i}=-\ln \left(\frac{N_{i}}{N_{0 i}}\right)=\frac{\mu}{\rho}_{T i} \rho_{T} t_{T}+{\frac{\mu}{\rho_{B i}}}_{{ }_{B i}} \rho_{B} t_{B}+\frac{\mu}{\rho_{C i}} \rho_{C} t_{C} \quad(1 \leq i \leq n) \tag{5.28}
\end{equation*}
$$

Using the left inverse (a pseudoinverse [Str09]) of an $n \times 3$ matrix, the projected densities of the three components are derived (see Appendix D) as the following equation (5.29),



where the averages of the $\frac{\mu}{\rho}$ products are defined as,

$$
\begin{array}{lll}
\frac{\mu}{\rho_{T T}} \equiv \frac{1}{n} \sum_{i} \frac{\mu^{2}}{\rho_{T i}} & \frac{\mu}{\rho_{B B}} \equiv \frac{1}{n} \sum_{i} \frac{\mu^{2}}{\rho_{B i}} & \frac{\mu}{\rho_{C C}} \equiv \frac{1}{n} \sum_{i} \frac{\mu^{2}}{\rho_{C i}}  \tag{5.30}\\
\frac{\mu}{\rho_{T B}} \equiv \frac{1}{n} \sum_{i}\left(\frac{\mu}{\rho_{T i}} \frac{\mu}{\rho_{B i}}\right) & \frac{\mu}{\rho_{T C}} \equiv \frac{1}{n} \sum_{i}\left(\frac{\mu}{\rho_{T i}} \frac{\mu}{\rho_{C i}}\right) & \frac{\mu}{\rho_{B C}} \equiv \frac{1}{n} \sum_{i}\left(\frac{\mu}{\rho_{B i}} \frac{\mu}{\rho_{C i}}\right)
\end{array}
$$

Or a simpler expression as,

$$
\begin{align*}
& \rho_{T} t_{T}=\frac{1}{n D_{33}}\left[R_{T 1} \sum_{i}\left(\frac{\mu}{\rho} \frac{\mu}{T i} r_{i}\right)+R_{T 2} \sum_{i}\left(\frac{\mu}{\rho_{B i}} r_{i}\right)+R_{T 3} \sum_{i}\left(\frac{\mu}{\rho}{ }_{C i} r_{i}\right)\right] \\
& \rho_{B} t_{B}=\frac{1}{n D_{33}}\left[R_{B 1} \sum_{i}\left(\frac{\mu}{\rho_{T i}} r_{i}\right)+R_{B 2} \sum_{i}\left(\frac{\mu}{\rho_{B i}} r_{i}\right)+R_{B 3} \sum_{i}\left(\frac{\mu}{\rho} \rho_{C i} r_{i}\right)\right]  \tag{5.31}\\
& \rho_{C} t_{C}=\frac{1}{n D_{33}}\left[R_{C 1} \sum_{i}\left(\frac{\mu}{\rho_{T i}} r_{i}\right)+R_{C 2} \sum_{i}\left(\frac{\mu}{\rho_{B i}} r_{i}\right)+R_{C 3} \sum_{i}\left(\frac{\mu}{\rho_{C i}} r_{i}\right)\right] \\
& \text { where }\left[\begin{array}{lll}
\frac{\mu}{\rho_{T T}} & \frac{\mu}{\rho_{T B}} & \frac{\mu}{\rho_{T C}} \\
\frac{\mu}{\rho} & \frac{\mu}{\rho}_{B B} & \frac{\mu}{\rho_{B C}} \\
\frac{\mu}{\rho_{T C}} & \frac{\mu}{\rho}_{B C} & \frac{\mu}{\rho} \\
C C
\end{array}\right]^{-1}=\frac{1}{D_{33}}\left[\begin{array}{lll}
R_{T 1} & R_{T 2} & R_{T 3} \\
R_{B 1} & R_{B 2} & R_{B 3} \\
R_{C 1} & R_{C 2} & R_{C 3}
\end{array}\right]
\end{align*}
$$

These are the equations that are used to extract projected density images from the NESI raw data cube. As derived in Appendix E, the three-energy KES is a special case of the three-component NESI when three energies are chosen, that is $n=3$.

Under the assumptions of Poisson counting statistics to represent the noise from the detected signals, the SNR of the projected density images are calculated as (see Appendix F)

$$
\begin{align*}
& S N R_{T}=\frac{n D_{33}}{\sqrt{\sum_{i}\left[\left(R_{T 1} \frac{\mu}{\rho_{T i}}+R_{T 2} \frac{\mu}{\rho_{B i}}+R_{T 3} \frac{\mu}{\rho_{C i}}\right)^{2}\left(\frac{1}{N_{i}}+\frac{1}{N_{0 i}}\right)\right]}} \rho_{T} t_{T} \\
& S N R_{B}=\frac{n D_{33}}{\sqrt{\sum_{i}\left[\left(R_{B 1} \frac{\mu}{\rho}{ }_{T i}+R_{B 2} \frac{\mu}{\rho_{B i}}+R_{B 3} \frac{\mu}{\rho_{C i}}\right)^{2}\left(\frac{1}{N_{i}}+\frac{1}{N_{0 i}}\right)\right]}} \rho_{B} t_{B}  \tag{5.32}\\
& S N R_{C}=\frac{n D_{33}}{\sqrt{\sum_{i}\left[\left(R_{C 1} \frac{\mu}{\rho}{ }_{T i}+R_{C 2} \frac{\mu}{\rho_{B i}}+R_{C 3} \frac{\mu}{\rho}{ }_{C i}\right)^{2}\left(\frac{1}{N_{i}}+\frac{1}{N_{0 i}}\right)\right]}} \rho_{C} t_{C}
\end{align*}
$$

In order to better understand what parameters affect the SNR with this NESI algorithm we made three simplifications: 1) equal incident flux $N_{0 i}$ for all energies, 2) equal transmitted flux $N_{i}$ for all the energies and 3) dilute contrast material in the object. These lead to simplified SNR expressions for the projected density images as (see in Appendix F),

$$
\begin{aligned}
& S N R_{T} \approx \sqrt{\frac{n N_{0}}{1+e^{\mu \mu}}} \sqrt{1-\frac{\frac{\mu}{\rho_{B B}} \frac{\mu}{\rho}^{2}}{T C}+\frac{\mu}{\rho_{C C}} \frac{\mu}{\rho}^{2}-2 \frac{\mu}{\rho_{T B}} \frac{\mu}{\rho}^{\frac{\mu}{\rho}}{ }_{T T}\left(\frac{\mu}{\rho^{\prime}}{ }_{B B} \frac{\mu}{\rho^{\prime}}{ }_{C C}-\frac{\mu}{\rho}_{B C}{ }^{2}\right)} \sqrt{\frac{\mu}{\rho_{T T}}} \rho_{T} t_{T}
\end{aligned}
$$

$$
\begin{align*}
& S N R_{C} \approx \sqrt{\frac{n N_{0}}{1+e^{\mu \mu}}} \sqrt{1-\frac{\frac{\mu}{\rho}_{T T} \frac{\mu^{2}}{\rho_{B C}}+\frac{\mu}{\rho_{B B}} \frac{\mu}{\rho}_{T C}^{2}-2 \frac{\mu}{\rho_{T B}} \frac{\mu}{\rho_{T C}} \frac{\mu}{\rho}_{B C}}{\frac{\mu}{\rho}}{ }_{C C}\left(\frac{\mu}{\rho_{T T}} \frac{\mu}{\rho}_{B B}-\frac{\mu}{\rho_{T B}}\right)} \sqrt{\frac{\mu}{\rho}}{ }_{C C} \rho_{C} t_{C} \tag{5.33}
\end{align*}
$$

Introducing $\frac{\mu}{\rho_{T_{R N S}}}, \frac{\mu}{\rho_{B_{R M S}}}$ and $\frac{\mu}{\rho}{ }_{C_{R U S}}$ for the RMS values, $\Gamma_{3 T}, \Gamma_{3 B}$ and $\Gamma_{3 C}$ terms for the threecomponent NESI,

$$
\begin{align*}
\frac{\mu}{\rho}_{T_{R U S}} & \equiv \sqrt{\frac{\mu}{\rho}}{ }_{T T} \quad \frac{\mu}{\rho}_{B_{R M S}} \equiv \sqrt{\frac{\mu}{\rho}}{ }_{B B}
\end{align*} \stackrel{\mu}{\rho}_{C_{R M S}} \equiv \sqrt{\frac{\mu}{\rho}}{ }_{C C}
$$

the simplified SNR equations are then expressed as,

$$
\begin{align*}
& S N R_{T} \approx \sqrt{\frac{n N_{0}}{1+e^{\mu t}}} \Gamma_{3 T} \frac{\mu}{\rho} T_{R \text { RuS }} \rho_{T} t_{T} \\
& S N R_{B} \approx \sqrt{\frac{n N_{0}}{1+e^{\mu t}}} \Gamma_{3 B} \frac{\mu}{\rho_{B_{R N S}}} \rho_{B} t_{B}  \tag{5.35}\\
& S N R_{C} \approx \sqrt{\frac{n N_{0}}{1+e^{\mu t}}} \Gamma_{3 C} \frac{\mu}{\rho} C_{R u S} \rho_{C} t_{C}
\end{align*}
$$

Similarly, the SNR is proportional to the amount of material present ( $\rho_{T} t_{T}, \rho_{B} t_{B}$ and $\rho_{C} t_{C}$ ) and proportional to the square root of the incident photon count $\sqrt{n N_{0}}$. The SNR equations are dimensionless and contain the RMS averages of the attenuation coefficients.

### 5.3.2.3 m-Component NESI

In a general case, the NESI assumes an object as an $m$-component system with a subscript $j$ for different materials and contrast species. Each vertical line in the pixelated detector is a measurement of the number of photons transmitted through the object as a function of energy.

$$
\begin{equation*}
N_{i}=N_{0 i} e^{\sum_{j}^{-\frac{\mu}{\rho_{j i}} \rho_{j} t_{j}}} \quad(1 \leq i \leq n, 1 \leq j \leq m, n \geq m) \tag{1.36}
\end{equation*}
$$

where the index $i$ corresponds to the energy of photon and $n$ is the number of energy points. Taking the negative logarithm gives a linear equation as,

$$
\begin{equation*}
r_{i}=-\ln \left(\frac{N_{i}}{N_{0_{i}}}\right)=\sum_{j} \frac{\mu}{\rho}{ }_{j i} \rho_{j} t_{j} \quad(1 \leq i \leq n, 1 \leq j \leq m, n \geq m) \tag{2.37}
\end{equation*}
$$

Using the left inverse of an $n \times m$ matrix, the projected densities of the components are derived (see Appendix G) as,

$$
\begin{aligned}
& \rho_{j} t_{j}=\frac{1}{n D_{m m}}\left[R_{j 1} \sum_{i}\left(\frac{\mu}{\rho_{1 i}} r_{i}\right)+\ldots+R_{j j} \sum_{i}\left(\frac{\mu}{\rho}{ }_{j i} r_{i}\right)+\ldots+R_{j m} \sum_{i}\left(\frac{\mu}{\rho_{m i}} r_{i}\right)\right]
\end{aligned}
$$

and the averages of the $\frac{\mu}{\rho}$ products are defined as,

$$
\begin{align*}
& \frac{\mu}{\rho}_{\langle 1\rangle\rangle} \equiv \frac{1}{n} \sum_{i} \frac{\mu^{2}}{\rho_{1 i}} \quad \frac{\mu}{\rho}{ }_{\langle j j\rangle} \equiv \frac{1}{n} \sum_{i} \frac{\mu^{2}}{\rho_{j i}} \quad \frac{\mu}{\rho}\langle\langle m m\rangle) \equiv \frac{1}{n} \sum_{i} \frac{\mu^{2}}{m i} \tag{5.39}
\end{align*}
$$

$$
\begin{aligned}
& \stackrel{\mu}{\rho}_{\langle j 1\rangle} \equiv \frac{1}{n} \sum_{i}\left(\frac{\mu}{\rho_{j i}} \frac{\mu}{\rho}_{{ }_{1 i}}\right) \equiv \frac{\mu}{\rho_{\langle 1 j\rangle}} \\
& \frac{\mu}{\rho_{\langle m j\rangle}} \equiv \frac{1}{n} \sum_{i}\left(\frac{\mu}{\rho_{m i}} \frac{\mu}{\rho}{ }_{j i}\right) \equiv \frac{\mu}{\rho_{\langle j m\rangle}}
\end{aligned}
$$

Under the assumptions of Poisson counting statistics to represent the noise from the detected signals, the SNR of the projected density images are calculated (see Appendix H) as,

$$
\begin{equation*}
\operatorname{SNR}_{j}=\frac{\rho_{j} t_{j}}{\sigma_{\rho_{j} t_{j}}}=\frac{n D_{m m}}{\sqrt{\sum_{i}\left[\left(R_{j 1} \frac{\mu}{\rho_{1 i}}+\ldots+R_{j j} \frac{\mu}{\rho}{ }_{j i}+\ldots+R_{j m} \frac{\mu}{\rho_{m i}}\right)^{2}\left(\frac{1}{N_{i}}+\frac{1}{N_{0 i}}\right)\right]}} \rho_{j} t_{j} \tag{5.40}
\end{equation*}
$$

Assuming equal incident flux $N_{0 i}$ for all the energy $i$, equal transmitted flux $N_{i}$ for all the energy $i$ and $N \approx N_{0} e^{-\mu t}$, the simplified SNR for the projected material would be,

$$
\begin{equation*}
S N R_{j} \approx \sqrt{\frac{n N_{0}}{1+e^{\mu t t}}} \frac{\sqrt{n} D_{m m}}{\sqrt{\sum_{i}\left(R_{j 1} \frac{\mu}{\rho_{1 i}}+\ldots+R_{j j} \frac{\mu}{\rho_{j i}}+\ldots+R_{j m} \frac{\mu}{\rho_{m i}}\right)^{2}}} \rho_{j} t_{j} \tag{5.41}
\end{equation*}
$$

As expected, the SNR is proportional to the amount of material present $\left(\rho_{j} t_{j}\right)$ and proportional to the square root of the incident photon count $\sqrt{n N_{0}}$.

### 5.3.3 Implementation

### 5.3.3.1 Experimental Setup

The same BLM described in chapter 5.2.2.2 was used to prepare the beam for the NESI system. This BLM was used with a pixelated area detector without the three-beam chopper to block the X-ray energies at and near the contrast element K-edge. This has an advantage that the imaging flux is higher and the possibility of faster imaging due to increased dose rate. This is especially an advantage on beamlines with low critical energy devices such as bend magnets. For example, the experiments were performed on the BMIT BM beamline (1.354 T magnetic field) at the CLS (2.9 GeV) which has a critical energy of 7.5 keV . At such a low critical energy source, the high energy component, for example 33.17 keV for iodine K-edge energy, is more compressed to the orbital plane where the traditional KES beam splitter would block most of the flux.

A schematic diagram and the experimental setup of the NESI system are shown in Figure 5.30. While the BLM was placed in a filtered white X-ray beam from the BMIT BM beamline, the $\{311\}$ diffraction near the iodine K-edge of 33.17 keV was selected by an aperture in a leaded wall which was set between the BLM and the object. This leaded wall prevented other X-ray diffractions from the crystal and the scatter from the direct beam stop from giving background and unnecessary dose to the object, beam monitoring ionization chamber and the detection systems. The photon rate was monitored by an air-filled ionization chamber and was found to be


Figure 5.30 NESI schematic diagram (A) and the experimental setup (B) including a BLM (a) on a four-bar bender, direct beam stop (b), lead shielding (c) with an aperture, two bottles of 30 $m g / m l \mathrm{NaI}$ and organic iodine solution (d) stacked on top of an ion chamber, tubes of iodine solution (e) on a sample stage and the Photonic Science detector (f) at the very back.
$2.31 \times 10^{9}$ photons $/ \mathrm{sec} /$ horizontal $\mathrm{mr} / \mathrm{mA}$ ring current with 0.11 mm of copper filter and 0.883 mm of aluminum filter in the beamline. This flux rate corresponds to a minimal energy bandwidth of $1.67 \%$. The vertical beam size at the BLM position was about 5 mm . At the focus the vertical beam size was measured as approximately 0.1 mm which corresponds to a maximum dose rate of $14.4 \mathrm{mGy} / \mathrm{s}$ at a ring current of 250 mA . The sample was placed at or near the focus. The maximal dimension of the sample was typically less than 50 mm which allowed for minimal beam enlargement along the beam path due to convergence and divergence over the size of the object. The Photonic Science detector (FDI VHR $90 \mathrm{~mm}, 18.7 \mu \mathrm{~m}$ pixel size, Photonic Science Ltd., UK) was placed about 2.53 m downstream of the crystal and 1.03 m downstream of the object. Two bottles of $63 \mathrm{mg} / \mathrm{cm}^{2}$ iodine filters, NaI and organic iodine (from Optiray ${ }^{\circledR 1} 240$ Ioversol) solution, were used to analyze the K-edge lines and beam features.

### 5.3.3.2 Beam Profile

An image of the beam with no object in the way is shown in Figure 5.31 A with the intensity bar on the right side. Figure 5.31B shows the image of beam obtained when a 63 $\mathrm{mg} / \mathrm{cm}^{2}$ organic iodine filter was placed in the beam. Figure 5.31C is a negative logarithm image of the measured beam (Figure 5.31B) divided by the flat field beam (Figure 5.31A) both of which were first corrected by a dark image subtraction. Thus this image (Figure 5.31C) is proportional to the linear attenuation coefficient of the object since the thickness of the object is a constant all over the image area.

The attenuation jump line in Figure 5.31B and 5.31C near the vertical middle of the image was identified as the K-edge of iodine which was roughly the midpoint of the attenuation transition. This line corresponds to the maximal slope vertically across the image in Figure
5.31C. The measured K-edge line was plotted as a cyan line in Figure 5.31D which was nearly
overlapped by its fitted black line. The measured maximal intensity line across the beam width
from Figure 5.31A was plotted as a blue line in Figure 5.31D which was nearly overlapped by its
fitted orange line. The $-3.3^{\circ}$ angle of slope in the peak intensity line may come from the not
exactly horizontal axis of the $\{311\}$ diffraction plane, an azimuthal angle adjustment for the


Figure 5.31 Images of the x-ray beam were acquired using the Photonic Science detector. Figure
A and B are intensity based images of the beam in the absence of an object (A) and after an organic iodine filter of $63 \mathrm{mg} / \mathrm{cm}^{2}$ (B), respectively. An attenuation image (C) was then obtained through a negative logarithm of the ratio of Figure B to Figure A. The beam energy distribution (D) within the selected beam region of 275 eV energy span was plotted relative to the iodine K edge energy. The measured and fitted K-edge lines, peak intensity lines, top and bottom beam edge lines based on $1 \%$ peak intensity ("B top" and "B bottom"), top and bottom energy edge lines based on 275 eV energy span ("E top" and "E bottom") were plotted with their color mapping noted. The outside of the selected energy region was arbitrarily set to 0 just for viewing.

Figure E is the change of energy resolution per vertical pixel width across the beam width.

BLM or a misaligned detector window. A $1.2^{\circ}$ angle between the slightly mismatched K-edge line and the peak intensity line indicated a crystal mounting error that the axis of the \{311\} diffraction plane was not exactly parallel to the bending bars.

As more noises appeared on the both sides of the beam (Figure 5.31C) where the incident beam intensity was low, the beam edges were defined according to an arbitrary threshold of $1 \%$ of the maximal intensity along each vertical line of the data. The measured top or bottom beam edge was plotted as a celeste or azure line in Figure 5.31 C which was overlapped by its fitted green-yellow or purple line, respectively. Most of the flux diverged into the region between the top and bottom beam edge lines in Figure 5.31C which had an average vertical size of 4.69 mm and an average top-to-bottom energy spread of 557 eV . The variations of the top and bottom beam edge lines implied non-uniform bending across the BLM width which resulted in an energy resolution change across the beam width with a standard deviation of 0.05 eV (Figure 5.31E). The detector's effective pixel size of $18.7 \mu m$ corresponds to an average energy resolution of 2.2 $e V$ energy change per vertical pixel width and $2.4 \mathrm{eV} / \mathrm{pixel}$ after consideration of the Darwin width of a perfect crystal. The energy resolution was calculated based on the estimated focus-todetector distance, beam height from $1 \%$ of the peak intensity and the equation (5.17).

Within the 557 eV energy range, only 275 eV energy span was selected to be analyzed in the NESI algorithm for better SNR performance (Figure 5.29A). The measured top or bottom edges of 137.5 eV below or above the K-edge energy was plotted as a yellow or magenta line in Figure 5.31D which was overlapped by its fitted red or green line, respectively. In the beam energy distribution relative to the iodine K-edge energy (Figure 5.31D), the above measured and fitted lines were plotted with color mapping noted and the outside of the selected energy region was arbitrarily set to 0 just for easy viewing.

The measured mass attenuation coefficient $\frac{\mu}{\rho}$ of iodine was calculated and averaged from the K-edge transition data in Figure 5.31C and then plotted in black in Figure 5.32A. The tabulated mass attenuation coefficient of iodine was convolved with an energy spread function (a Gaussian function with a Gaussian width of 20 eV ) to give a good match with the measured data and it was plotted in blue in Figure 5.32A. The same convolution was applied to the tabulated mass attenuation coefficients of other components including the matrix material which is assumed to be water.

For comparison, the XANES data of sodium iodide measured by M.C. Feiters [Fei05] with a 2 eV energy resolution was plotted in red in Figure 5.32A. The fact that our measured data showed less near edge features than the Feiters' data indicated that our energy resolution should be worse than Feiters' 2 eV energy resolution which matched well with the estimated energy resolution of $2.4 \mathrm{eV} / \mathrm{pixel}$. The slopes of the three iodine K-edge transitions were plotted


Figure 5.32 Iodine mass attenuation coefficients $\frac{\mu}{\rho}$ (A) and their slopes (B) of the measured data (black) from Figure 5.31C, the tabulated data after convolution (blue) and the Feiters' XANES data of the sodium iodine (red) acquired at an energy resolution of 2 eV [Fei05] (see the data use permission in Appendix I.6).
in Figure 5.32B. The Feiters' data had the steeper slope with a FWHM of 14.2 eV centered at 33.168 keV energy, while our measured data had a milder slope with a FWHM of 32.6 eV centered at 33.169 keV which matched well with the tabulated data after convolution. Besides, the NESI method definitely covered a much wider energy range than the standard XANES measurements and would be promising to obtain more sensitive data when better energy resolution is achieved.

### 5.3.4 Results

### 5.3.4.1 NESI of a "Physics Rat" Head

The same "physics rat" head sample with $30 \mathrm{mg} / \mathrm{ml}$ iodine solution as shown in Figure 5.20 was imaged by projection NESI (described in chapter 5.3.3.1) at the BMIT BM beamline in January 2012. While the sample was vertically line-scanned 800 steps with a step size of 50 $\mu \mathrm{m} / \mathrm{step}$, the Photonic Science detector took an image of the beam transmitted through the sample at each step. With each projection image of $2300(x) \times 301(E)$ pixels, the raw data cube of $2300(x) \times 800(y) \times 301(E)$ pixels covered a physical cube of $43 \mathrm{~mm}(x) \times 40 \mathrm{~mm}(y) \times 555$ $e V(E)$, while only half of the energies, 275 eV of the beam, was used in the data analysis. Besides 10 "dark" images without the beam and 10 "flat" images without the sample, 10 "edge" images of a $63 \mathrm{mg} / \mathrm{cm}^{2}$ organic iodide filter were taken before and after the 800 projection images to analyze the beam parameters, such as the K-edge line, beam region and energy mapping as described in Figure 5.31.

Since the tabulated mass attenuation coefficients $\frac{\mu}{\rho}$ of iodine matched best with the measured transitions in the "edge" images after a 20 eV blurring through a convolution with a Gaussian function (as seen in Figure 5.32A), the tabulated mass attenuation coefficients of the matrix material which is assumed to be water was also blurred with a 20 eV Gaussian function.

Since the energy mapping within the beam region is known (Figure 5.31D), the maps of the mass attenuation coefficients of iodine $\frac{\mu}{\rho}_{C i}$ and water $\frac{\mu}{\rho}_{M i}$ within the beam region were obtained as well as their mean square maps $\frac{\mu}{\rho}_{C C}, \frac{\mu}{\rho}_{M M}$ and $\frac{\mu}{\rho}_{C M}$. Based on the NESI two-component theory, the projected density images of the iodine (Figure 5.33A) and water (Figure 5.33B) were obtained using the equation (5.22). The iodine image clearly showed 10 steps of the projected iodine variations in the step wedge region and the iodine sandwiched between the cuvette and its insert. The water image showed no density variations in the step wedge region. A big air bubble appeared in both images. The SNR of the projected density images were then calculated using the NESI SNR equation (5.23) and shown in Figure 5.34A and B without image processing. For comparison, conventional KES images (Figure 5.33C and D) were obtained from the same data cube. The high and low beams were set within the selected beam region after one third of the region around the K-edge line was blocked away. The energy lines of the high and low beams were set by averaging the energy mapping vertically while considering the beam flux contributions. The average beam energies for the high and low beams were 33.26 keV and 33.09 keV . Each projection image was then averaged into two lines of high and low data and the projected density images were obtained using the KES equation (5.3). Similarly, the SNR of the KES images were calculated using the equation (5.4) and shown in Figure 5.34C and D. The step wedge region in Figure 5.33 and 5.34 were plotted in Figure 5.35 after horizontal shifting and vertical averaging to compare the two-component NESI with KES imaging. Figure 5.35A clearly showed the 10 steps of the projected iodine density with about 2.8 $\mathrm{mg} / \mathrm{cm}^{2} / \mathrm{step}$ for the NESI and $2.7 \mathrm{mg} / \mathrm{cm}^{2} /$ step for the KES imaging both of which were supposed to be $3 \mathrm{mg} / \mathrm{cm}^{2} / \mathrm{step}$. The error may come from not accurately prepared iodine concentration and energy mapping errors. The plot was found to be downward shifted about a


Figure 5.33 NESI and KES projected density images of a "physics rat" head in unit of $\mathrm{g} / \mathrm{cm}^{2}$


Figure 5.34 SNR of the projected density images of the "physics rat" head in Figure 5.33
step depth and the error may come from the over subtracted water and plastic container attenuations. Figure 5.35A indicated that the NESI is more sensitive in iodine detection than the KES processing partially because the NESI utilized the beam energy more accurately while the KES application used here simply averaged the energy bands for the high and low beams. The NESI projected density plots of water exactly matched with the KES plots (Figure 5.35B) both of


Figure 5.35 The step wedge region in Figure 5.33 and 5.34 were plotted vs. horizontal distance including the projected density of iodine (A), projected density of water (B), the SNR of the iodine image (C) and the water image (D) for both two-component NESI (red solid curves) and KES imaging (black dashed curves).
which showed no signs of iodine. The NESI showed higher SNR performance on both iodine (Figure 5.35C) and water (Figure 5.35D) images. And the SNR plot of iodine image (Figure 5.35C) directly showed that the SNR is proportional to the detected iodine amount.

### 5.3.4.2 NESI of a mouse with injected iodine

The same NESI projection imaging was successfully performed on a euthanized mouse injected with iodine solution in the lung region at the BMIT BM beamline in January 2012. While the mouse within a centrifuge tube was vertically scanned 2100 steps at $50 \mu \mathrm{~m} / \mathrm{step}$, the Photonic Science detector took an image at each step and collected a raw data cube of $2300(x) \times$ $2100(y) \times 301(E)$ pixels which covered a physical cube of $43 \mathrm{~mm}(x) \times 105 \mathrm{~mm}(y) \times 555 \mathrm{eV}$ (E). Again only 275 eV energy span of the beam was used in the data analysis for better SNR performance.

After the same analysis as described in Chapter 5.3.4.1, the NESI and KES projected density images of the mouse were obtained in both Dorsal-Ventral (DV) view (Figure 5.36) and lateral view (Figure 5.37). The iodine images indicated that the most amount of iodine located within the lung region while the water images did not show signs of iodine in the same region. The NESI and KES images were so close that only the statistics in Table 5.7 could tell the difference. Table 5.7 showed that the NESI picked up a little bit more iodine than KES, the total amount of water was pretty close between the two methods and the NESI images had better SNR than KES in both the DV and lateral views. It was also noted that the total amount of materials in the two views were not exactly matched with each other. The reason may come from the different averaged flat image (without sample), ring current decay and variations, different beam height at the detector ( 4.685 mm for DV view and 4.635 mm for lateral view) and thus the energy resolution (2.224 eV for DV view and 2.236 eV for lateral view) based on the different beam


Figure 5.36 NESI and KES images of a mouse in DV view with injected iodine in unit of $\mathrm{g} / \mathrm{cm}^{2}$


Figure 5.37 NESI and KES images of a mouse in lateral view with iodine in unit of $\mathrm{g} / \mathrm{cm}^{2}$

Table 5.7 NESI vs. KES respecting to the total amount of material detected and SNR

|  |  | NESI | KES |
| :---: | :---: | :---: | :---: |
| DV view | Total amount of iodine in $\rho_{C} t_{C}$ image $(\mathrm{mg})$ | 49.6 | 47.2 |
|  | Total amount of water in $\rho_{M} t_{M}$ image $(\mathrm{g})$ | 29.8 | 29.8 |
|  | Average $S N R$ of $\rho_{C} t_{C}$ image | 13.4 | 12.1 |
|  | Average $S N R$ of $\rho_{M} t_{M}$ image | 83.4 | 74.9 |
| Lateral <br> view | Total amount of iodine in $\rho_{C} t_{C}$ image (mg) | 54.6 | 52.2 |
|  | Total amount of water in $\rho_{M} t_{M}$ image $(\mathrm{g})$ | 29.6 | 29.4 |
|  | Average $S N R$ of $\rho_{C} t_{C}$ image | 14.8 | 13.5 |
|  | Average $S N R$ of $\rho_{M} t_{M}$ image | 82.8 | 73.9 |

edges of $1 \%$ peak intensity.

### 5.3.4.3 NESI CT of Tubing with Organic Iodine

A bundle of tubing segments (Intramedic ${ }^{\circledR}$ non-radiopaque polyethylene tubing PE330, 2.92 mm I.D. and 3.73 mm O.D., Becton Dickinson and Company, USA) were sealed with organic iodine solution (diluted from Optiray ${ }^{\circledR} 240$ Ioversol) at concentrations of $0 \sim 2 \mathrm{mg} / \mathrm{ml}$ and were packed into a centrifuge tube (Figure 5.38) as the test object for the NESI CT experiment at the BMIT BM beamline in November 2011. While the tubing was continuously rotating, the Photonic Science detector took 2500 projections at a step angle of $0.072^{\circ}$ and exposure time of 120 ms for each projection image of $2084(x) \times 341(E)$ pixels. The collected raw data cube of $2084(x) \times 2500(\theta) \times 341(E)$ pixels covered a physical cube of $39 \mathrm{~mm}(x) \times 180^{\circ}(\theta) \times 557 \mathrm{eV}$ (E). Again only 275 eV energy span of the beam was used in the data analysis.

After the same analysis as described in Chapter 5.3.3.2 and Chapter 5.3.4.1, sinograms of the iodine and water projected density were obtained from the NESI and KES algorithm. After the filtered back projection, the sinograms were reconstructed into iodine and water CT slice
images (Figure 5.39). The variations of the iodine concentration in the 35 tubes (Figure 5.39A and B) are obviously observed and well matched with the tubing packing patterns (Figure 5.38B) in both NESI and KES images. No such variations were observed in the water images (Figure 5.39 C and D ) and the water amount in the tubes with iodine solutions were exactly the same as the tube containing pure water (a smaller tube on the top right). This statement was confirmed by the measurements shown in Figure 5.40B which clearly indicated that no iodine showed up in the water images of both NESI and KES algorithms. Even though the CT images suffered the ring artifact mostly from the nonlinear distribution of the ring current and the artifact of enhanced edges due to the phase contrast, the averaged projected iodine amount displayed a linear concentration changes among the tube (Figure 5.40A). The fact that a little bit more iodine was detected in the NESI iodine images than the KES indicated a better sensitivity of NESI algorithm to detect iodine. Due to the image artifacts the SNR measurements of iodine and water within the tubes were quite noisy (Figure 5.40C and D), but the overall trend of


Figure 5.38 The photo (A) and cross-section view (B) of the tubing sample with organic iodine concentration noted in $\mathrm{mg} / \mathrm{ml}$.
proportionality to the iodine amount was still noticeable and better SNR in NESI over the KES was observed in many of the measurements (Figure 5.40C). If we define the iodine detection limit of an imaging system as the detectable iodine concentration with SNR better than one, the detection limit of this NESI and KES imaging system was achieved by the tube of $0.2 \mathrm{mg} / \mathrm{ml}$ iodine concentration with SNR of 1.29 in NESI and 1.25 in KES imaging. Considering the slice


Figure 5.39 NESI and KES CT images of the tubing with different iodine concentrations
thickness defined by the beam height at the focus which was roughly $100 \mu \mathrm{~m}$, the detection limit would be $2 \mu \mathrm{~g} / \mathrm{cm}^{2}$. Assuming a slice thickness of $100 \mu \mathrm{~m}$, the measured projected water density was 5 times smaller and the measured projected iodine densities were $4 \sim 5$ times smaller than the theoretical value. The reason may come from the image processing and still needs further investigation.


Figure 5.40 Projected iodine (A) and water (B) densities were averaged in every tube. SNR of the iodine (C) and water (D) within each tube were measured in both NESI and KES images.

### 5.3.5 Discussion and Future Work

In this chapter, a novel idea of NESI was conceived and a full set of its theoretical equations were derived. Preliminary experiments were performed on both NESI projection and CT imaging. The imaging results showed its sensitivity to detect dilute iodine and better SNR performance over a certain energy span compared with the conventional KES imaging. Besides, the setup for NESI is simpler and the alignments are easier compared with the three-energy KES and BLM-based KES imaging.

While two-component NESI analysis was successfully performed, the three-component NESI analysis of the real data encountered singular matrix problem and needs alternative mathematical manipulation on the matrix inverse. The sensitivity of NESI for resolving components of more than two still needs further investigation.

Through the theoretical simulation (Figure 5.29) and the data analysis, the NESI was found to have better performance within a certain energy span, such as 275 eV instead of 557 eV which nearly corresponded to the full beam. Besides its contribution to better SNR performance, imaging closer to the edge energy minimizes the image blurring due to bone in the twocomponent analysis where the sensitivity coefficient of bone to contrast image $S_{C B}$ decreases with small $\delta E$ (Figure 5.2). Also, narrower energy span corresponds to smaller vertical beam size and an overall smaller crossover angle to the beams which will minimize the crossover artifact that plagues the conventional BLM-based KES method. All these benefits promote the NESI for imaging applications of dilute contrast materials.

This narrowed energy span is still more than enough for the XANES analysis as seen in Figure 5.32. The spectral imaging to resolve different species of iodine was limited by the current energy resolution of $2.4 \mathrm{eV} / \mathrm{pixel}$. An improvement in energy resolution can be achieved
by switching to a high resolution imaging detector and/or increasing the sample-to-detector distance. Since these actions will worsen the image artifact due to the phase contrast, it would be better pursued after figuring out a way to remove the phase artifact through proper image processing. The improvement of energy resolution would be limited by the BLM's intrinsic energy resolution of 0.95 eV or 1.29 eV considering the Darwin width of a perfect crystal at the BMIT BM beamline (Table 5.2). Improvement on the intrinsic energy resolution of a BLM while maintaining the sub-micron focus condition still needs further investigation.

Another promising application of NESI would be the EXAFS analysis which requires a different optimization of the NESI system towards wide energy span and high energy resolution. The overwhelming impact of NESI is that it will bring together contrast imaging and elemental speciation imaging through XANES and EXAFS analysis which have been totally different realms. It will be interesting the see what the merging of these two fields bring and what promising applications will be revealed in the near future.

## Chapter 6 Conclusions and Further Research

### 6.1 Conclusions

The aim of this research is to use bent Laue crystals to develop biomedical X-ray imaging modalities and to solve biomedical X-ray imaging problems. The main conclusions of this research are summarized as follows.

1. The novel NESI system showed high sensitivity for iodine with a detection limit of 2 $\mu \mathrm{g} / \mathrm{cm}^{2}$ and a slightly better SNR performance than the conventional KES imaging. The NESI setup was simpler and the alignments were easier. Its narrower energy span showed great promise to minimize the crossover artifact in BLM-based KES imaging and the image artifact due to bone in the two-component analysis.
2. The novel three-beam chopper was successfully used in the three-energy KES imaging with measured profiles matched well with the simulations.
3. The BLM and three-beam chopper-enabled three-energy KES imaging was quick, free of motion artifact and the artifact due to the presence of bone at a cost of cross-over artifact. The first simultaneous dual-energy KES imaging and the first KES CT imaging were successfully performed in Canada at the BMIT BM beamline.
4. The BLA improved Mn specificity in XRF imaging and achieved a Mn detection limit of 0.5 mM concentration, $50 \mu \mathrm{~m}$ vertical size of the detectable region and 34.5 eV energy resolution.
5. A novel confocal XRF imaging system with a probing voxel of $100 \times 100 \times 124 \mu \mathrm{~m}^{3}$ showed great promise to perform 3D iodine fluorescence mapping of a small animal. This method provides an alternative to perform the confocal XRF imaging and opens up a new application for BLAs.
6. Rapid prototyping is a simple, fast and relatively inexpensive method to fabricate humane custom animal restraints, field flatteners and crystal bender frames. The rapid-prototyped BLA frames provided a new method of log-spiral bending of crystals.
7. The rapid-prototyped animal restraint holds great promise in improving the image quality and repeatability while reducing stress on experimental animals.
8. The field flattener improved the image SNR and decreased the wide dynamic range and linear response requirements on the imaging detector at a cost of raised maximum exposure to some regions of the subject and reduced anatomical information in the images. This method holds great promise to visualize low concentrations of contrast agents.

### 6.2 Recommendations for Future Work

Based on the research presented in this dissertation, directions for future work are recommended according to different projects.

### 6.2.1 Small Animal Restraints and Field Flatteners

1. Standardize the animal restraints and field flatteners for "generic" rats;
2. Raise the compressed range of incident photon flux to the high end of the detector linearity to further improve the SNR;
3. Investigate clinical applications of animal restraints and field flatteners.

### 6.2.2 Mn XRF imaging and Confocal XRF Imaging

1. Employ a focused micro-probe source, stabilize the support of the detector system and develop a precise alignment procedure to quickly lock onto the focused position for the Mn XRF imaging project;
2. Apply the Mn XRF imaging system to EXAFS measurements and a thorough study of Mn in the substantia nigra of a larger number of human brains;
3. Compare the four BLA detectors for the Mn XRF imaging;
4. The confocal XRF imaging method needs further system validation and experimental application to small animals.

### 6.2.3 Three-Energy KES

1. Perform three-energy KES imaging at the BMIT ID beamline to obtain an image of bone;
2. Explore applications for other third component besides bone;
3. Improve the BLM focus size down to a few microns;
4. Explore the high resolution and high flux KES imaging and therapy applications.

### 6.2.4 NESI

1. Remove the phase contrast artifact and ring artifact in the NESI images;
2. Analyze $m$-component NESI $(m \geq 3)$ and its sensitivity to resolve components of more than two;
3. Improve energy resolution and the intrinsic energy resolution of a BLM while maintaining the sub-micron focus size condition;
4. Improve spatial resolution to sub-ten microns;
5. Spectral imaging through XANES and EXAFS analysis;
6. Consider time resolved spectroscopy;
7. Combine contrast imaging and elemental speciation imaging into one system.

# Appendix A Least Squares Fit Derivation for TwoComponent NESI 

The NESI data can be transformed into the values that represent the measured total attenuation $r_{i}$ at each energy $i$. Ideally there is a combination of mass attenuation coefficients and projected density values that constitute these measured data. Due to the statistics of these measured data there may not be a solution that exactly matches. For a two-component NESI system, a contrast material $(C)$ and a matrix material $(M)$, the mass attenuation coefficients of the components $\left(\frac{\mu}{\rho_{M i}}, \frac{\mu}{\rho_{C i}}\right)$ are either known, easily modeled or measured. We assume there is a single projected density value, $\rho_{C} t_{C}$ for the contrast material and $\rho_{M} t_{M}$ for the matrix material, that best fits the measured data. The calculated fit to the measured data could be presented as,

$$
\begin{equation*}
r_{i}^{\prime}=\frac{\mu}{\rho_{M i}} \rho_{M} t_{M}+\frac{\mu}{\rho_{C i}} \rho_{C} t_{C} \tag{A.1}
\end{equation*}
$$

Define an error function as the difference between the measured data and calculated values,

$$
\begin{equation*}
e \equiv \sum_{i}\left(r_{i}-r_{i}^{\prime}\right)^{2}=\sum_{i}\left(r_{i}-\frac{\mu}{\rho}_{M i} \rho_{M} t_{M}-\frac{\mu}{\rho}_{C i} \rho_{C} t_{C}\right)^{2} \tag{A.2}
\end{equation*}
$$

This function is to be minimized by varying the projected density values. Taking a partial derivative with respect to these two variables and setting the resulting equation to zero finds the minimum of the error function.

$$
\begin{align*}
& \frac{\partial e}{\partial\left(\rho_{M} t_{M}\right)}=-2 \sum_{i}\left(r_{i}-\frac{\mu}{\rho_{M i}} \rho_{M} t_{M}-\frac{\mu}{\rho}{ }_{C i} \rho_{C} t_{C}\right) \frac{\mu}{\rho_{M i}}=0  \tag{A.3}\\
& \frac{\partial e}{\partial\left(\rho_{C} t_{C}\right)}=-2 \sum_{i}\left(r_{i}-\frac{\mu}{\rho_{M i}} \rho_{M} t_{M}-\frac{\mu}{\rho_{C i}} \rho_{C} t_{C}\right) \frac{\mu}{\rho}{ }_{C i}=0
\end{align*}
$$

These are easily recast into a solvable set of two equations as,

$$
\begin{align*}
& \sum_{i} r_{i} \frac{\mu}{\rho}_{M i}=\rho_{M} t_{M} \sum_{i} \frac{\mu}{\rho}_{M i}^{2}+\rho_{C} t_{C} \sum_{i} \frac{\mu}{\rho}_{C i} \frac{\mu}{\rho}_{M i}  \tag{A.4}\\
& \sum_{i} r_{i} \frac{\mu}{\rho}_{C i}=\rho_{M} t_{M} \sum_{i} \frac{\mu}{\rho}_{C i} \frac{\mu}{\rho}_{M i}+\rho_{C} t_{C} \sum_{i} \frac{\mu}{\rho}_{C i}^{2}
\end{align*}
$$

The sums of the $\frac{\mu}{\rho}$ products can be replaced by their averages

$$
\begin{equation*}
\frac{\mu}{\rho}_{C C} \equiv \frac{1}{n} \sum_{i} \frac{\mu}{\rho}_{C i}^{2} \quad \frac{\mu}{\rho}_{M M} \equiv \frac{1}{n} \sum_{i} \frac{\mu}{\rho}_{M i}^{2} \quad \frac{\mu}{\rho}_{C M} \equiv \frac{1}{n} \sum_{i}\left(\frac{\mu}{\rho}_{C i} \frac{\mu}{\rho}_{M i}\right) \tag{5.21}
\end{equation*}
$$

where $n$ is the number of energy points. Equation (A.4) can be represented as a matrix form,

$$
\left.\left.\begin{array}{l}
{\left[\begin{array}{l}
\sum_{i} r_{i} \frac{\mu}{\rho_{M i}} \\
\sum_{i} r_{i} \frac{\mu}{\rho}_{C i}
\end{array}\right]=n\left[\begin{array}{ll}
\frac{\mu}{\rho_{M M}} & \frac{\mu}{\rho} \\
\frac{\mu}{\rho} & \frac{\mu}{\rho} \\
C M
\end{array}\right.}
\end{array}\right]\left[\begin{array}{c}
\rho_{M} t_{M}  \tag{A.5}\\
\rho_{C} t_{C}
\end{array}\right] \quad \begin{array}{r}
\rho_{M} t_{M} \\
\rho_{C} t_{C}
\end{array}\right]=\frac{1}{n}\left[\begin{array}{ll}
\frac{\mu}{\rho}_{M M} & \frac{\mu}{\rho}_{C M} \\
\frac{\mu}{\rho} & \frac{\mu}{\rho} \\
C C
\end{array}\right]^{-1}\left[\begin{array}{l}
\sum_{i} r_{i} \frac{\mu}{\rho_{M i}} \\
\sum_{i} r_{i} \frac{\mu}{\rho_{C i}}
\end{array}\right] .
$$

This equation is easily solved for the projected density values,

$$
\left.\left[\begin{array}{c}
\rho_{M} t_{M}  \tag{A.6}\\
\rho_{C} t_{C}
\end{array}\right]=\frac{1}{n} \frac{\left[\begin{array}{cc}
\frac{\mu}{\rho} & -\frac{\mu}{\rho} \\
-\frac{\mu}{\rho} & \frac{\mu}{\rho}_{C M} \\
\frac{\mu}{C M}^{\rho_{M M}} & -\frac{\mu}{\rho} \\
C M
\end{array}\right]}{\sum_{i} r_{i} \frac{\mu}{\rho}_{M i}} \sum_{i} \frac{\mu}{\rho}_{C i}\right]
$$

This is the equation (5.22) for the two-component NESI in chapter 5.3.2.1,

# Appendix B Dual-Energy KES from Two-Component NESI 

In theory, dual-energy KES equation (5.3) should be a special case of the two-component NESI equation (5.20). For a consistency check, setting the index $i$ to two values, $h$ for above the edge energy and $l$ for below the edge energy,

$$
\begin{align*}
& \rho_{M} t_{M}=\frac{\sum_{i} \frac{\mu^{2}}{C_{i}} \sum_{i}\left(\frac{\mu}{\rho_{M i}} r_{i}\right)-\sum_{i}\left(\frac{\mu}{\rho}{ }_{C i} \frac{\mu}{\rho_{M i}}\right) \sum_{i}\left(\frac{\mu}{\rho}{ }_{C i} r_{i}\right)}{\sum_{i} \frac{\mu^{2}}{\rho_{C i}} \sum_{i} \frac{\mu^{2}}{\rho_{M i}}-\left[\sum_{i}\left(\frac{\mu}{\rho}{ }_{C i} \frac{\mu}{\rho_{M i}}\right)\right]^{2}}  \tag{5.20}\\
& \rho_{M} t_{M}=\frac{\left(\frac{\mu^{2}}{\rho_{l l}}+\frac{\mu^{2}}{\rho_{C h}}\right)\left(\frac{\mu}{\rho_{M l}} r_{l}+\frac{\mu}{\rho_{M h}} r_{h}\right)-\left(\frac{\mu}{\rho_{\rho l}} \frac{\mu}{\rho_{C l}}+\frac{\mu}{\rho_{M h}}{ }^{\left.\frac{\mu}{\rho_{C h}}\right)\left(\frac{\mu}{\rho_{C l}} r_{l}+\frac{\mu}{\rho_{C h}} r_{h}\right)}\right.}{\left(\frac{\mu^{2}}{\rho_{M l}}+\frac{\mu^{2}}{\rho_{M h}}\right)\left(\frac{\mu^{2}}{\rho_{C l}}+\frac{\mu}{\rho_{C h}}\right)-\left(\frac{\mu}{\rho_{M l}} \frac{\mu}{\rho_{C l}}+\frac{\mu}{\rho_{M h}} \frac{\mu}{\rho_{C h}}\right)^{2}} \\
& \left({\frac{\mu}{\rho_{M l}}}_{\frac{\mu}{1}^{2}}^{C l} r_{l}+\frac{\mu}{\rho_{M h}} \frac{\mu}{\rho}^{2} r_{h}+\frac{\mu}{\rho_{M l}} \frac{\mu}{\rho}^{2} r_{l}+\frac{\mu}{\rho_{M h}} \frac{\mu}{\rho}_{C h}^{2} r_{h}\right)-
\end{align*}
$$

$$
\begin{align*}
& \rho_{M} t_{M}=\frac{\left(\frac{\mu}{\rho_{M l}} \frac{\mu}{\rho_{C h}}-\frac{\mu}{\rho_{M h}} \frac{\mu}{\rho_{C l}}\right) \frac{\mu}{\rho_{C h}} r_{l}-\left(\frac{\mu}{\rho_{M l}} \frac{\mu}{\rho_{C h}}-\frac{\mu}{\rho_{M h}} \frac{\mu}{\rho_{C l}}\right) \frac{\mu}{\rho_{C l}} r_{h}}{\left(\frac{\mu}{\rho_{M l}} \frac{\mu}{\rho_{C h}}-\frac{\mu}{\rho_{M h}} \frac{\mu}{\rho_{C l}}\right)^{2}} \\
& \rho_{M} t_{M}=\frac{\frac{\mu}{\rho_{C h}} r_{l}-\frac{\mu}{\rho_{C l}} r_{h}}{\frac{\mu}{\rho_{M l}}{ }^{\frac{\mu}{\rho}}{ }_{C h}-\frac{\mu}{\rho_{M h}} \frac{\mu}{\rho_{C l}}} \tag{5.3}
\end{align*}
$$

$$
\begin{align*}
& \rho_{C} t_{C}=\frac{\sum_{i} \frac{\mu^{2}}{\rho_{M i}} \sum_{i}\left(\frac{\mu}{\rho_{C i}} r_{i}\right)-\sum_{i}\left(\frac{\mu}{\rho}_{C i} \frac{\mu}{\rho_{M i}}\right) \sum_{i}\left(\frac{\mu}{\rho_{M i}} r_{i}\right)}{\sum_{i} \frac{\mu^{2}}{C i} \sum_{i} \frac{\mu}{\rho}_{M i}^{2}-\left[\sum_{i}\left(\frac{\mu}{\rho_{C i}} \frac{\mu}{\rho}_{M i}\right)\right]^{2}} \tag{5.20}
\end{align*}
$$

$$
\begin{aligned}
& \left(\frac{\mu}{\rho}_{M l}^{2} \frac{\mu}{\rho}_{C l}^{2}+2 \frac{\mu}{\rho}_{M l} \frac{\mu}{\rho}_{C l} \frac{\mu}{\rho}_{M h} \frac{\mu}{\rho}_{C h}+\frac{\mu}{\rho}_{M h}^{2} \frac{\mu}{\rho}_{C h}^{2}\right)
\end{aligned}
$$

$$
\begin{align*}
& \rho_{C} t_{C}=\frac{\left({\frac{\mu}{\rho_{M h}}}^{\frac{\mu}{\rho_{C l}}}-{\frac{\mu}{\rho_{M l}}}^{\frac{\mu}{\rho}}{ }_{C h}\right) \frac{\mu}{\rho_{M h}} r_{l}+\left({\frac{\mu}{\rho_{M l}}}^{\frac{\mu}{\rho}}{ }_{C h}-\frac{\mu}{\rho_{M h}} \frac{\mu}{\rho}_{C l}\right) \frac{\mu}{\rho_{M l}} r_{h}}{\left(\frac{\mu}{\rho}_{M l} \frac{\mu}{\rho_{C h}}-\frac{\mu}{\rho}_{M h} \frac{\mu}{\rho}_{C l}\right)^{2}} \\
& \rho_{C} t_{C}=\frac{\frac{\mu}{\rho_{M l}} r_{h}-\frac{\mu}{\rho_{M h}} r_{l}}{{\frac{\mu}{\rho_{M l}}}^{\frac{\mu}{\rho}}-\frac{\mu}{\rho_{M h}} \frac{\mu}{\rho_{C l}}} \tag{5.3}
\end{align*}
$$

## Appendix C SNR derivation for Two-Component NESI

Starting from the projected density equations for the two-component NESI,

$$
\begin{align*}
& \rho_{C} t_{C}=\frac{1}{n} \frac{{ }^{\frac{\mu}{\rho}}{ }_{M M} \sum_{i}\left(\frac{\mu}{\rho_{C i}} r_{i}\right)-\frac{\mu}{\rho_{C M}} \sum_{i}\left(\frac{\mu}{\rho_{M i}} r_{i}\right)}{\frac{\mu}{\rho_{C C}}{ }^{\frac{\mu}{\rho_{M M}}-\frac{\mu}{\rho}^{2}}{ }_{C M}} \\
& \rho_{M} t_{M}=\frac{1}{n} \frac{(1 \leq i \leq n)}{\frac{\mu}{\rho_{C C}} \sum_{i}\left(\frac{\mu}{\rho_{M i}} r_{i}\right)-\frac{\mu}{\rho_{C M}} \sum_{i}\left(\frac{\mu}{\rho_{C i}} r_{i}\right)}  \tag{5.22}\\
& \text { where } r_{i}=-\ln \left(\frac{N_{i}}{N_{0 i}}\right)_{C}^{\frac{\mu}{\rho_{M M}}-\frac{\mu}{\rho_{C M}}}=\frac{\mu}{\rho_{M i}} \rho_{M} t_{M}+\frac{\mu}{\rho_{C i}} \rho_{C} t_{C} \quad(1 \leq i \leq n) \tag{5.19}
\end{align*}
$$

applying propagation of error on equation (5.22) assumes independent measurements of both the incident beam at each energy $N_{0 i}$ and the transmitted beam at each energy $N_{i}$,

$$
\begin{align*}
& \sigma_{\rho_{C^{t} C}}^{2}=\sum_{i}\left[\left(\frac{\partial \rho_{C} t_{C}}{\partial N_{i}}\right)^{2}\left(\delta N_{i}\right)^{2}+\left(\frac{\partial \rho_{C} t_{C}}{\partial N_{0 i}}\right)^{2}\left(\delta N_{0 i}\right)^{2}\right] \\
& \sigma_{\rho_{M^{\prime}} t_{M}}^{2}=\sum_{i}\left[\left(\frac{\partial \rho_{M} t_{M}}{\partial N_{i}}\right)^{2}\left(\delta N_{i}\right)^{2}+\left(\frac{\partial \rho_{M} t_{M}}{\partial N_{0 i}}\right)^{2}\left(\delta N_{0 i}\right)^{2}\right] \tag{C.1}
\end{align*}
$$

With Poisson statistics, the variance in the photon counts,

$$
\left(\delta N_{i}\right)^{2}=N_{i} \quad\left(\delta N_{0 i}\right)^{2}=N_{0 i}
$$

The included partial derivatives are,

$$
\begin{array}{ll}
\frac{\partial \rho_{C} t_{C}}{\partial N_{i}}=\frac{\partial \rho_{C} t_{C}}{\partial r_{i}} \frac{\partial r_{i}}{\partial N_{i}} & \frac{\partial \rho_{C} t_{C}}{\partial N_{0 i}}=\frac{\partial \rho_{C} t_{C}}{\partial r_{i}} \frac{\partial r_{i}}{\partial N_{0 i}} \\
\frac{\partial \rho_{M} t_{M}}{\partial N_{i}}=\frac{\partial \rho_{M} t_{M}}{\partial r_{i}} \frac{\partial r_{i}}{\partial N_{i}} & \frac{\partial \rho_{M} t_{M}}{\partial N_{0 i}}=\frac{\partial \rho_{M} t_{M}}{\partial r_{i}} \frac{\partial r_{i}}{\partial N_{0 i}} \\
\frac{\partial r_{i}}{\partial N_{i}}=-\frac{\partial}{\partial N_{i}}\left(\ln \frac{N_{i}}{N_{0 i}}\right)=-\frac{1}{N_{i}} & \frac{\partial r_{i}}{\partial N_{0 i}}=-\frac{\partial}{\partial N_{0 i}}\left(\ln \frac{N_{i}}{N_{0 i}}\right)=\frac{1}{N_{0 i}}
\end{array}
$$

$$
\begin{aligned}
& \frac{\partial \rho_{C} t_{C}}{\partial r_{i}}=\frac{1}{n} \frac{\partial}{\partial r_{i}}\left[\frac{\frac{\mu}{\rho_{M M}} \sum_{i}\left(\frac{\mu}{\rho_{C i}} r_{i}\right)-\frac{\mu}{\rho}{ }_{C M} \sum_{i}\left(\frac{\mu}{\rho_{M i}} r_{i}\right)}{\frac{\mu}{\rho_{C C}} \frac{\mu}{\rho}_{M M}-\frac{\mu}{\rho_{C M}}}\right]=\frac{\frac{\mu}{\frac{\mu}{\rho}}{ }_{M M} \frac{\mu}{\rho_{C i}}-\frac{\mu}{\rho_{C M}} \frac{\mu}{\rho_{M i}}}{\frac{\mu}{\rho_{C C}} \frac{\frac{\mu}{\rho_{M M}}}{}--\frac{\mu}{\rho}^{2}}
\end{aligned}
$$

Combining these derived items the image noise from equation (C.1) could be determined.

$$
\begin{align*}
& \sigma_{\rho_{C} t_{C}}^{2}=\sum_{i}\left[\left(\frac{\partial \rho_{C} t_{C}}{\partial N_{i}}\right)^{2}\left(\delta N_{i}\right)^{2}+\left(\frac{\partial \rho_{C} t_{C}}{\partial N_{0 i}}\right)^{2}\left(\delta N_{0 i}\right)^{2}\right] \\
& =\frac{1}{n^{2}} \sum_{i}\left[\left(\frac{\frac{\mu}{\rho_{M M}} \frac{\mu}{\rho}_{C i}-\frac{\mu}{\rho_{C M}}{ }_{\frac{\mu}{\rho}}^{\frac{\mu}{\mu i}^{\rho}}{ }_{C C} \frac{\mu}{\rho_{M M}}-\frac{\mu^{2}}{\rho_{C M}}}{}\right)^{2}\left(\left(-\frac{1}{N_{i}}\right)^{2} N_{i}+\left(\frac{1}{N_{0 i}}\right)^{2} N_{0 i}\right)\right] \\
& \sigma_{\rho_{C} t_{c}}^{2}=\frac{1}{n^{2}\left(\frac{\mu}{\rho_{C C}} \frac{\mu}{\rho_{M M}}-\frac{\mu^{2}}{\rho_{C M}}\right)^{2}} \sum_{i}\left[\left({\frac{\mu}{\rho_{M M}}}_{\frac{\mu}{\rho}_{C i}}-\frac{\mu}{\rho_{C M}}{\frac{\mu}{\rho_{M i}}}^{2}\right)^{2}\left(\frac{1}{N_{i}}+\frac{1}{N_{0 i}}\right)\right] \tag{C.2}
\end{align*}
$$

The SNR for the projected contrast image will be,

$$
\begin{equation*}
S N R_{C}=\frac{\rho_{C} t_{C}}{\sigma_{\rho_{C} t_{C}}}=\frac{n\left(\frac{\mu}{\rho_{C C}}{ }^{\frac{\mu}{\rho_{M M}}}-\frac{\mu^{2}}{\rho_{C M}}\right)}{\sqrt{\sum_{i}\left[\left(\frac{\mu}{\rho_{M M}} \frac{\mu}{\rho}_{C i}-\frac{\mu}{\rho}{ }_{C M}{\frac{\mu}{\rho_{M i}}}_{M_{i}}^{2}\left(\frac{1}{N_{i}}+\frac{1}{N_{0 i}}\right)\right]\right.}} \rho_{C} t_{C} \tag{5.23}
\end{equation*}
$$

Similarly, image noise for the matrix image is determined from equation (C.1).

$$
\begin{align*}
& \sigma_{\rho_{M} t_{M}}^{2}=\sum_{i}\left[\left(\frac{\partial \rho_{M} t_{M}}{\partial N_{i}}\right)^{2}\left(\delta N_{i}\right)^{2}+\left(\frac{\partial \rho_{M} t_{M}}{\partial N_{0 i}}\right)^{2}\left(\delta N_{0 i}\right)^{2}\right] \\
& =\frac{1}{n^{2}} \sum_{i}\left[\left(\frac{\frac{\mu}{\rho_{C C}} \frac{\mu}{\rho_{M i}}-\frac{\mu}{\rho_{C M}}{ }^{\frac{\mu}{\rho}}{ }_{C i}}{\frac{\mu}{\rho_{C C}} \frac{\mu}{\rho_{M M}}-\frac{\mu^{2}}{\rho_{C M}}}\right)^{2}\left(\left(-\frac{1}{N_{i}}\right)^{2} N_{i}+\left(\frac{1}{N_{0 i}}\right)^{2} N_{0 i}\right)\right] \\
& \sigma_{\rho_{M} t_{M}}^{2}=\frac{1}{n^{2}\left(\frac{\mu}{\rho_{C C}} \frac{\mu}{\rho}_{M M}-\frac{\mu^{2}}{\rho_{C M}}\right)^{2}} \sum_{i}\left[\left(\frac{\mu}{\rho}_{C C}{\frac{\mu}{\rho_{M i}}}^{-\frac{\mu}{\rho_{C M}}} \frac{\mu}{\rho}_{C i}\right)^{2}\left(\frac{1}{N_{i}}+\frac{1}{N_{0 i}}\right)\right] \tag{C.3}
\end{align*}
$$

The SNR for the projected matrix image will be,

$$
\begin{equation*}
S N R_{M}=\frac{\rho_{M} t_{M}}{\sigma_{\rho_{M} t_{M}}}=\frac{n\left(\frac{\mu}{\rho_{C C}}{\frac{\mu}{\rho_{M M}}}-{\frac{\mu^{\prime}}{}}^{2}\right)}{\sqrt{\sum_{i}\left[\left(\frac{\mu}{\rho}_{C C}{\frac{\mu}{\rho_{M i}}}_{M i}-\frac{\mu}{\rho}_{C M} \frac{\mu}{\rho_{C i}}\right)^{2}\left(\frac{1}{N_{i}}+\frac{1}{N_{0 i}}\right)\right]}} \rho_{M} t_{M} \tag{5.23}
\end{equation*}
$$

To simplify the SNR equation (5.23), equal incident flux $N_{0 i}$ and equal transmitted flux $N_{i}$ for all the energy $i$ at each pixel are assumed. The noise equation (C.2) is simplified as,

$$
\begin{align*}
& \sigma_{\rho_{c^{t} C}}^{2} \approx \frac{1}{n^{2}\left(\frac{\mu}{\rho}_{C C}{\frac{\mu}{\rho_{M M}}}_{M}-\frac{\mu}{\rho}_{C M}^{2}\right)^{2}}\left(\frac{1}{N}+\frac{1}{N_{0}}\right) \sum_{i}\left({\frac{\mu}{\rho_{M M}}}_{\frac{\mu}{\rho}_{C i}}-\frac{\mu}{\rho}_{C M}{\frac{\mu}{\rho_{M i}}}^{2}\right)^{2} \\
& \left.=\frac{1}{n^{2}\left(\frac{\mu}{\rho}\right.} \underset{C C}{\frac{\mu}{\rho_{M M}}}-\frac{\frac{\mu}{\rho}^{2}}{C M}\right)^{2}\left(\frac{1}{N}+\frac{1}{N_{0}}\right) \sum_{i}\left(\frac{\mu}{\rho}_{M M}^{2} \frac{\mu}{\rho}_{C i}^{2}+\frac{\mu}{\rho}_{C M}^{2} \frac{\mu}{\rho}_{M i}^{2}-2 \frac{\mu}{\rho}_{M M} \frac{\mu}{\rho}_{C M} \frac{\mu}{\rho}_{C i} \frac{\mu}{\rho_{M i}}\right) \\
& \left.=\frac{1}{n^{2}\left(\frac{\mu}{\rho}\right.} \frac{\underline{\mu}_{C C}}{M M}-\frac{\mu}{\rho}_{C M}^{2}\right)^{2}\left(\frac{1}{N}+\frac{1}{N_{0}}\right)\left[\frac{\mu}{\rho}_{M M}^{2} \sum_{i} \frac{\mu}{\rho}_{C i}^{2}+\frac{\mu}{\rho}_{C M}^{2} \sum_{i} \frac{\mu}{\rho}_{M i}^{2}-2 \frac{\mu}{\rho}_{M M} \frac{\mu}{\rho}_{C M} \sum_{i}\left(\frac{\mu}{\rho}_{C i} \frac{\mu}{\rho}_{M i}\right)\right] \\
& =\frac{1}{n^{2}\left(\frac{\mu}{\rho}_{C C} \frac{\mu}{\rho}_{M M}-\frac{\mu}{\rho}_{C M}^{2}\right)^{2}}\left(\frac{1}{N}+\frac{1}{N_{0}}\right)\left({\frac{\mu^{\rho}}{}}^{2}{ }^{2} \frac{\mu}{\rho}_{C C}+\frac{\mu}{\rho}_{C M}^{2} n \frac{\mu}{\rho}_{M M}-2 \frac{\mu}{\rho}_{M M} \frac{\mu}{\rho}_{C M} n \frac{\mu}{\rho}_{C M}\right) \\
& \left.=\frac{1}{n\left(\frac{\mu}{\rho}\right.}{ }_{C C} \frac{\mu}{\rho}_{M M}-\frac{\mu}{\rho}_{C M}^{2}\right)^{2}\left(\frac{1}{N}+\frac{1}{N_{0}}\right) \frac{\mu}{\rho}_{M M}\left(\frac{\mu}{\rho}_{M M} \frac{\mu}{\rho}_{C C}+\frac{\mu}{\rho}_{C M}^{2}-2 \frac{\mu}{\rho}_{C M}^{2}\right) \\
& \left.=\frac{1}{n\left(\frac{\mu}{\rho}\right.}{ }_{C C} \frac{\mu}{\rho}_{M M}-\frac{\mu}{\rho}_{C M}^{2}\right)^{2}\left(\frac{1}{N}+\frac{1}{N_{0}}\right) \frac{\mu}{\rho}_{M M}\left(\frac{\mu}{\rho}_{M M} \frac{\mu}{\rho}_{C C}-\frac{\mu}{\rho}_{C M}^{2}\right) \\
& \sigma_{\rho_{C} t_{C}}^{2} \approx \frac{1}{n}\left(\frac{1}{N}+\frac{1}{N_{0}}\right) \frac{\frac{\mu}{\rho}_{M M}}{\frac{\mu}{\rho}_{C C} \frac{\mu}{\rho}_{M M}-\frac{\mu}{\rho}_{C M}^{2}} \tag{C.4}
\end{align*}
$$

The simplified SNR for the projected contrast image will be,

Assuming dilute contrast material in the object $N \approx N_{0} e^{-\mu t}$ where $\mu=\frac{\mu}{\rho_{M}} \rho_{M}$ and $t=t_{M}+t_{C}$

$$
\begin{equation*}
S N R_{C}^{2} \approx \frac{n N_{0}}{1+e^{\mu t}}\left(1-\frac{\frac{\mu^{2}}{\rho_{C M}}}{\frac{\mu}{\rho}_{M M} \frac{\mu}{\rho}}\right) \frac{\mu}{\rho_{C C}}{ }_{C C}\left(\rho_{C} t_{C}\right)^{2} \tag{C.5}
\end{equation*}
$$

Similarly, the simplified SNR for the matrix material is,

$$
\begin{equation*}
S N R_{M}^{2} \approx \frac{n N_{0}}{1+e^{\mu t}}\left(1-\frac{\frac{\mu^{2}}{\rho_{C M}}}{\frac{\mu}{\rho_{M M}} \frac{\mu}{\rho_{C C}}}\right) \frac{\mu}{\rho_{M M}}\left(\rho_{M} t_{M}\right)^{2} \tag{C.6}
\end{equation*}
$$

Then the equations (C.5) and (C.6) give out the simplified SNR equation (5.24) in chapter 5.3.2.1. As expected, both SNR values are dependent upon the square root of the incident photon count $\left(n N_{0}\right)$ and amount of material present. Also both values have a dimensionless common term in the brackets as well as having a sum over the squares of the mass attenuation coefficients over the photon energy range.

# Appendix D Left Inverse Derivation for Three-Component NESI 

For a three-component NESI system, a contrast material ( $C$ ), soft tissue ( $T$ ) and bone material ( $B$ ), the negative logarithm of the normalized signals could be arranged in a matrix form as,

$$
\left[\begin{array}{c}
r_{1}  \tag{D.1}\\
: \\
r_{n}
\end{array}\right]=\left[\begin{array}{c}
-\ln \left(\frac{N_{1}}{N_{01}}\right) \\
\vdots \\
-\ln \left(\frac{N_{n}}{N_{0 n}}\right)
\end{array}\right]=\left[\begin{array}{c}
\frac{\mu}{\rho_{T 1}} \rho_{T} t_{T}+\frac{\mu}{\rho_{B 1}} \rho_{B} t_{B}+\frac{\mu}{\rho_{C 1}} \rho_{C} t_{C} \\
: \\
\frac{\mu}{\rho_{T n}} \rho_{T} t_{T}+\frac{\mu}{\rho_{B n}} \rho_{B} t_{B}+\frac{\mu}{\rho_{C n}} \rho_{C} t_{C}
\end{array}\right]=\left[\begin{array}{ccc}
\frac{\mu}{\rho_{T 1}} & \frac{\mu}{\rho_{B 1}} & \frac{\mu}{\rho_{C 1}} \\
: & : \\
\frac{\mu}{\rho_{T n}} & \frac{\mu}{\rho_{B n}} & \frac{\mu}{\rho_{C n}}
\end{array}\right]\left[\begin{array}{c}
\rho_{T} t_{T} \\
\rho_{B} t_{B} \\
\rho_{C} t_{C}
\end{array}\right](
$$

Multiplying the left inverse (a pseudoinverse [Str09]) of the $n \times 3$ matrix of the $\frac{\mu}{\rho}$, the projected densities are derived as,

$$
\begin{aligned}
& {\left[\begin{array}{c}
\rho_{T} t_{T} \\
\rho_{B} t_{B} \\
\rho_{C} t_{C}
\end{array}\right]=\left[\begin{array}{ccc}
\frac{\mu}{\rho_{T 1}} & \frac{\mu}{\rho_{B 1}} & \frac{\mu}{\rho} \\
: & \vdots & \vdots \\
\frac{\mu}{\rho_{T n}} & \frac{\mu}{\rho_{B n}} & \frac{\mu}{\rho_{C n}}
\end{array}\right]_{l e f t}\left[\begin{array}{c}
r_{1} \\
\vdots \\
r_{n}
\end{array}\right]} \\
& =\left(\left[\begin{array}{ccc}
\frac{\mu}{\rho_{T 1}} & \frac{\mu}{\rho}_{B 1} & \frac{\mu}{\rho_{C 1}} \\
\vdots & \vdots & \vdots \\
\frac{\mu}{\rho_{T n}} & \frac{\mu}{\rho_{B n}} & \frac{\mu}{\rho_{C n}}
\end{array}\right]^{T}\left[\begin{array}{ccc}
\frac{\mu}{\rho}_{T 1} & \frac{\mu}{\rho_{B 1}} & \frac{\mu}{\rho_{C 1}} \\
\vdots & : & \vdots \\
\frac{\mu}{\rho_{T n}} & \frac{\mu}{\rho_{B n}} & \frac{\mu}{\rho} \\
C n
\end{array}\right]\right)^{-1}\left[\begin{array}{ccc}
\frac{\mu}{\rho_{T 1}} & \frac{\mu}{\rho_{B 1}} & \frac{\mu}{\rho} \\
\vdots & \vdots & \vdots \\
\frac{\mu}{\rho_{T n}} & \frac{\mu}{\rho_{B n}} & \frac{\mu}{\rho} \\
C_{C n}
\end{array}\right]^{T}\left[\begin{array}{c}
r_{1} \\
\vdots \\
r_{n}
\end{array}\right] \\
& =\left(\left[\begin{array}{lll}
\frac{\mu}{\rho_{T 1}} & . . & \frac{\mu}{\rho_{T n}} \\
\frac{\mu}{\rho_{B 1}} & . . & \frac{\mu}{\rho_{B n}} \\
\frac{\mu}{\rho_{C 1}} & . . & \frac{\mu}{\rho} \\
{ }_{C n}
\end{array}\right]\left[\begin{array}{ccc}
\frac{\mu}{\rho_{T 1}} & \frac{\mu}{\rho_{B 1}} & \frac{\mu}{\rho_{C 1}} \\
: & : & : \\
\frac{\mu}{\rho_{T n}} & \frac{\mu}{\rho_{B n}} & \frac{\mu}{\rho_{C n}}
\end{array}\right]\right)^{-1}\left[\begin{array}{lll}
\frac{\mu}{\rho_{T 1}} & . . & \frac{\mu}{\rho_{T n}} \\
\frac{\mu}{\rho_{B 1}} & . . & \frac{\mu}{\rho_{B n}} \\
\frac{\mu}{\rho_{C 1}} & . . & \frac{\mu}{\rho} \\
C n
\end{array}\right]\left[\begin{array}{c}
r_{1} \\
\vdots \\
r_{n}
\end{array}\right]
\end{aligned}
$$

The sums of the $\frac{\mu}{\rho}$ products can be replaced by their averages

$$
\begin{align*}
& \frac{\mu}{\rho}{ }_{T T} \equiv \frac{1}{n} \sum_{i} \frac{\mu^{2}}{\rho_{i i}} \quad \frac{\mu}{\rho}_{B B} \equiv \frac{1}{n} \sum_{i} \frac{\mu}{\rho}^{2}{ }_{B i} \quad \frac{\mu}{\rho}{ }_{C C} \equiv \frac{1}{n} \sum_{i} \frac{\mu}{\rho}^{2}{ }_{C i} \\
& \frac{\mu}{\rho}_{T B} \equiv \frac{1}{n} \sum_{i}\left(\frac{\mu}{\rho_{T i}} \frac{\mu}{\rho}_{B i}\right) \quad \frac{\mu}{\rho_{T C}} \equiv \frac{1}{n} \sum_{i}\left(\frac{\mu}{\rho}_{T i} \frac{\mu}{\rho_{C i}}\right) \quad \frac{\mu}{\rho}_{B C} \equiv \frac{1}{n} \sum_{i}\left(\frac{\mu}{\rho}_{B i} \frac{\mu}{\rho_{C i}}\right)  \tag{5.30}\\
& {\left[\begin{array}{l}
\rho_{T} t_{T} \\
\rho_{B} t_{B} \\
\rho_{C} t_{C}
\end{array}\right]=\left[\begin{array}{lll}
n \frac{\mu}{\rho_{T T}} & n \frac{\mu}{\rho_{T B}} & n \frac{\mu}{\rho_{T C}} \\
n \frac{\mu}{\rho_{T B}} & n \frac{\mu}{\rho_{B B}} & n \frac{\mu}{\rho_{B C}} \\
n \frac{\mu}{\rho} & n \frac{\mu}{\rho_{B C}} & n \frac{\mu}{\rho}{ }_{C C}
\end{array}\right]^{-1}\left[\begin{array}{l}
\sum_{i}\left(\frac{\mu}{\rho_{T i}} r_{i}\right) \\
\sum_{i}\left(\frac{\mu}{\rho_{B i}} r_{i}\right) \\
\sum_{i}\left(\frac{\mu}{\rho_{C i}} r_{i}\right)
\end{array}\right]}
\end{align*}
$$

$$
\begin{align*}
& {\left[\begin{array}{c}
\rho_{T} t_{T} \\
\rho_{B} t_{B} \\
\rho_{C} t_{C}
\end{array}\right]=\frac{1}{n D_{33}}\left[\begin{array}{lll}
R_{T 1} & R_{T 2} & R_{T 3} \\
R_{B 1} & R_{B 2} & R_{B 3} \\
R_{C 1} & R_{C 2} & R_{C 3}
\end{array}\right]\left[\begin{array}{c}
\sum_{i}\left(\frac{\mu}{\rho_{T i}} r_{i}\right) \\
\sum_{i}\left(\frac{\mu}{\rho_{B i}} r_{i}\right) \\
\sum_{i}\left(\frac{\mu}{\rho} r_{C i} r_{i}\right)
\end{array}\right]} \tag{D.3}
\end{align*}
$$

Then the projected density equations (5.29) and (5.31) in chapter 5.3.2.2 are obtained from the above equation (D.2) and (D.3), respectively.

# Appendix E Three-Energy KES from Three-Component NESI 

In theory, three-energy KES equation (5.11) should be a special case of the three-
component NESI equation (5.29). For a consistency check, setting $\mathrm{n}=3$ and the index $i$ to three values, subscript 1, 2 and 3 for three energies, the equation (5.29) in chapter 5.3.2.2

could be expressed as
$\rho_{C} t_{C}=\frac{1}{3} \frac{\text { Nume }}{\text { Deno }}$
The denominator is derived as,

$$
\begin{aligned}
& \text { Deno }=\frac{\mu}{\rho}_{T T}\left(\frac{\mu}{\rho_{B B}}{ }^{\frac{\mu}{\rho}}{ }_{C C}-\frac{\mu}{\rho_{B C}}{ }_{B C}\right)+\frac{\mu}{\rho_{T B}}\left(\frac{\mu}{\rho}{ }_{B C}{ }^{\frac{\mu}{\rho}}{ }_{T C}-\frac{\mu}{\rho_{T B}}{ }^{\frac{\mu}{\rho}}{ }_{C C}\right)+\frac{\mu}{\rho_{T C}}\left(\frac{\mu}{\rho}{ }_{T B}{ }^{\frac{\mu}{\rho}}{ }_{B C}-\frac{\mu}{\rho_{T C}}{ }^{\frac{\mu}{\rho}}{ }_{B B}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{\mu}{\rho_{T T}} \frac{\mu}{\rho}_{B B}{ }^{\frac{\mu}{\rho}}{ }_{C C}-\frac{\mu}{\rho_{T T}} \frac{\mu}{}^{2}{ }_{B C}-\frac{\mu}{\rho}_{B B} \frac{\mu}{\rho}^{2}{ }_{T C}-\frac{\mu}{\rho}{ }_{C C} \frac{\mu}{\rho}^{2}{ }^{2}+2 \frac{\mu}{\rho}_{B C}{ }^{\frac{\mu}{\rho}}{ }_{T C} \frac{\mu}{\rho_{T B}}
\end{aligned}
$$

$$
\begin{aligned}
& -\frac{1}{27}\left(\frac{\mu}{\rho}^{2}{ }_{T 1}+\frac{\mu^{2}}{\rho^{2}}{ }^{2}+\frac{\mu^{2}}{\rho_{T 3}}\right)\left(\frac{\mu}{\rho}_{B 1}{ }^{\frac{\mu}{\rho}}{ }_{C 1}+\frac{\mu}{\rho_{B 2}}{ }^{\mu}{ }_{C 2}+\frac{\mu}{\rho_{B 3}}{ }^{\frac{\mu}{\rho}}{ }_{C 3}\right)^{2} \\
& -\frac{1}{27}\left(\frac{\mu}{\rho}^{2}{ }_{B 1}+\frac{\mu}{\rho}^{2}{ }_{B 2}+\frac{\mu}{\rho}^{2}\right)\left(\frac{\mu}{\rho_{T 1}} \frac{\mu}{\rho}_{C 1}+\frac{\mu}{\rho_{T 2}}{ }^{\frac{\mu}{\rho}}{ }_{C 2}+\frac{\mu}{\rho_{T 3}}{ }^{\frac{\mu}{\rho}}{ }_{C 3}\right)^{2} \\
& -\frac{1}{27}\left(\frac{\mu}{\rho}^{2}{ }_{C 1}+\frac{\mu^{2}}{\rho_{C 2}}+\frac{\mu}{\rho}^{2}{ }_{C 3}\right)\left(\frac{\mu}{\rho}{ }_{T 1} \frac{\mu}{\rho}_{B 1}+\frac{\mu}{\rho}{ }_{T 2} \frac{\mu}{\rho_{B 2}}+\frac{\mu}{\rho}{ }_{T 3} \frac{\mu}{\rho_{B 3}}\right)^{2} \\
& +\frac{2}{27}\left(\frac{\mu}{\rho_{B 1}} \frac{\mu}{\rho}_{C 1}+\frac{\mu}{\rho_{B 2}} \frac{\mu}{\rho}_{C 2}+\frac{\mu}{\rho}_{B 3} \frac{\mu}{\rho}_{C 3}\right)\left(\frac{\mu}{\rho_{T 1}}{ }^{\frac{\mu}{\rho}}{ }_{C 1}+\frac{\mu}{\rho_{T 2}} \frac{\mu}{\rho}_{C 2}+\frac{\mu}{\rho}_{T 3} \frac{\mu}{\rho}{ }_{C 3}\right)\left(\frac{\mu}{\rho_{T 1}} \frac{\mu}{\rho}_{B 1}+\frac{\mu}{\rho_{T 2}} \frac{\mu}{\rho}_{B 2}+\frac{\mu}{\rho}_{T 3} \frac{\mu}{\rho_{B 3}}\right)
\end{aligned}
$$

$$
\begin{aligned}
& -2 \frac{\mu^{2}}{T 1} \frac{\mu}{\rho}_{B 1} \frac{\mu}{\rho}{ }_{B 2} \frac{\mu}{\rho}_{C 1} \frac{\mu}{\rho}_{C 2}-2 \frac{\mu}{\rho}_{T 1}^{2} \frac{\mu}{\rho}_{B 2} \frac{\mu}{\rho}_{B 3} \frac{\mu}{\rho}_{C 2} \frac{\mu}{\rho}_{C 3}-2 \frac{\mu}{\rho}_{T 1}^{2} \frac{\mu}{\rho}_{B 1} \frac{\mu}{\rho}_{B 3} \frac{\mu}{\rho}_{C 1} \frac{\mu}{\rho}_{C 3}-\frac{\mu^{2}}{\rho}{ }_{T 2} \frac{\mu}{\rho}^{2}{ }^{21} \frac{\mu}{\rho}_{C 1}^{2}
\end{aligned}
$$

$$
\begin{aligned}
& -2 \frac{\mu}{\rho}_{B 1}^{2} \frac{\mu}{\rho}_{T 1} \frac{\mu}{\rho}_{T 2} \frac{\mu}{\rho}_{C 1} \frac{\mu}{\rho}_{C 2}-2 \frac{\mu}{\rho}_{B 1}^{2} \frac{\mu}{\rho}_{T 2} \frac{\mu}{\rho}_{T 3} \frac{\mu}{\rho}_{C 2} \frac{\mu}{\rho}_{C 3}-2 \frac{\mu}{\rho}_{B 1}^{2} \frac{\mu}{\rho}_{T 1} \frac{\mu}{\rho}_{T 3} \frac{\mu}{\rho}_{C 1} \frac{\mu}{\rho}_{C 3}-\frac{\mu}{\rho}_{T 1}^{2} \frac{\mu}{\rho}_{B 2}{ }^{2} \frac{\mu}{\rho}_{C 1}^{2} \\
& -\frac{\mu^{2}}{\rho}{ }_{T 2} \frac{\mu}{\rho}^{2}{ }_{B 2} \frac{\mu^{2}}{\rho}{ }_{C 2}-\frac{\mu^{2}}{\rho}{ }_{T 3} \frac{\mu}{2}^{2}{ }_{B 2} \frac{\mu}{\rho}_{C 3}^{2}-2 \frac{\mu^{2}}{\rho_{B 2}} \frac{\mu}{\rho}_{T 1} \frac{\mu}{\rho}_{T 2} \frac{\mu}{\rho}{ }_{C 1} \frac{\mu}{\rho}{ }_{C 2}-2 \frac{\mu^{2}}{\rho_{B 2}} \frac{\mu}{\rho}_{T 2} \frac{\mu}{\rho}_{T 3} \frac{\mu}{\rho}{ }_{C 2} \frac{\mu}{\rho}{ }_{C 3}
\end{aligned}
$$

$$
\begin{aligned}
& +2 \frac{\mu^{2}}{T 1} \frac{\mu}{\rho}_{B 1} \frac{\mu}{\rho}_{B 3} \frac{\mu}{\rho}{ }_{C 1} \frac{\mu}{\rho}{ }_{C 3}+2 \frac{\mu^{2}}{\rho_{B 1}} \frac{\mu}{\rho}_{T 1} \frac{\mu}{\rho}_{T 2} \frac{\mu}{\rho}_{C 1} \frac{\mu}{\rho}_{C 2}+2 \frac{\mu^{2}}{\rho_{C 2}} \frac{\mu}{\rho}_{T 1} \frac{\mu}{\rho_{T 2}} \frac{\mu}{\rho}_{B 1} \frac{\mu}{\rho}_{B 2}
\end{aligned}
$$

$$
\begin{aligned}
& +2 \frac{\mu^{2}}{\rho}{ }_{C 3} \frac{\mu}{\rho}{ }_{T 1} \frac{\mu}{\rho}{ }_{T 3} \frac{\mu}{\rho_{B 1}} \frac{\mu}{\rho}_{B 3}+2 \frac{\mu^{2}}{\rho_{C 1}} \frac{\mu}{\rho}_{T 1} \frac{\mu}{\rho}_{T 2} \frac{\mu}{\rho}{ }_{B 1} \frac{\mu}{\rho}_{B 2}+2 \frac{\mu^{2}}{\rho_{B 2}} \frac{\mu}{\rho}_{T 1} \frac{\mu}{\rho_{T 2}} \frac{\mu}{\rho_{C 1}} \frac{\mu}{\rho}_{C 2} \\
& +2 \frac{\mu}{\rho}_{T 1} \frac{\mu}{\rho}_{T 2} \frac{\mu}{\rho}_{B 2} \frac{\mu}{\rho}_{B 3} \frac{\mu}{\rho}_{C 1} \frac{\mu}{\rho}_{C 3}+2 \frac{\mu}{\rho}_{T 2}^{2} \frac{\mu}{\rho}_{B 1} \frac{\mu}{\rho}_{B 2} \frac{\mu}{\rho}_{C 1} \frac{\mu}{\rho}{ }_{C 2}+2 \frac{\mu}{\rho}_{T 2}{ }^{\frac{\mu}{\rho}}{ }_{B 2}^{2} \frac{\mu}{\rho}_{C 2}^{2} \\
& +2 \frac{\mu}{\rho}_{T 2}{ }^{2} \frac{\mu}{\rho}_{B 2} \frac{\mu}{\rho}_{B 3} \frac{\mu}{\rho}_{C 2} \frac{\mu}{\rho}_{C 3}+2 \frac{\mu}{\rho}_{T 2} \frac{\mu}{\rho}_{T 3} \frac{\mu}{\rho}_{B 1} \frac{\mu}{\rho_{B 2}}{ }^{\frac{\mu}{\rho}}{ }_{C 1} \frac{\mu}{\rho}_{C 3}+2 \frac{\mu}{\rho}_{B 2}{ }^{\frac{\mu}{\rho}}{ }_{T 2}{ }^{\frac{\mu}{\rho}}{ }_{T 3} \frac{\mu}{\rho}_{C 2}{ }^{\frac{\mu}{\rho}}{ }_{C 3} \\
& +2 \frac{\mu^{2}}{C 3} \frac{\mu}{\rho}_{T 2} \frac{\mu}{\rho}{ }_{T 3} \frac{\mu}{\rho}_{B 2} \frac{\mu}{\rho}_{B 3}+2 \frac{\mu}{\rho}_{C 1}^{2} \frac{\mu}{\rho}_{T 1} \frac{\mu}{\rho}{ }_{T 3} \frac{\mu}{\rho}_{B 1} \frac{\mu}{\rho}_{B 3}+2 \frac{\mu}{\rho}_{T 1} \frac{\mu}{\rho}{ }_{T 3} \frac{\mu}{\rho}{ }_{B 2} \frac{\mu}{\rho_{B 3}}{ }^{\frac{\mu}{\rho}}{ }_{C 1} \frac{\mu}{\rho}{ }_{C 2} \\
& +2 \frac{\mu^{2}}{\rho_{B 3}} \frac{\mu}{\rho}_{T 1} \frac{\mu}{\rho_{T 3}} \frac{\mu}{\rho}{ }_{C 1} \frac{\mu}{\rho}{ }_{C 3}+2 \frac{\mu}{\rho_{T 2}} \frac{\mu}{\rho}_{T 3} \frac{\mu}{\rho}_{B 1} \frac{\mu}{\rho}_{B 3} \frac{\mu}{\rho}{ }_{C 1} \frac{\mu}{\rho}{ }_{C 2}+2 \frac{\mu}{\rho}_{C 2}{ }^{2} \frac{\mu}{\rho_{T 2}} \frac{\mu}{\rho}_{T 3} \frac{\mu}{\rho}_{B 2} \frac{\mu}{\rho_{B 3}} \\
& +2 \frac{\mu}{\rho}_{B 3}^{2} \frac{\mu}{\rho}_{T 2} \frac{\mu}{\rho}_{T 3} \frac{\mu}{\rho}_{C 2} \frac{\mu}{\rho}_{C 3}+2 \frac{\mu}{\rho}_{T 3} \frac{\mu}{\rho}_{B 1} \frac{\mu}{\rho}_{B 3} \frac{\mu}{\rho}_{C 1} \frac{\mu}{\rho}_{C 3}+2 \frac{\mu}{\rho}_{T 3} \frac{\mu}{\rho}_{B 2} \frac{\mu}{\rho}_{B 3} \frac{\mu}{\rho}_{C 2} \frac{\mu}{\rho}_{C 3}+2 \frac{\mu}{\rho}_{C 3} \frac{\mu}{\rho}_{T 3} \frac{\mu}{}^{2}{ }_{B 3}
\end{aligned}
$$

$$
\begin{aligned}
& -2 \frac{\mu^{2}}{\rho_{B 1}} \frac{\mu}{\rho_{T 2}} \frac{\mu}{\rho}{ }_{T 3} \frac{\mu}{\rho_{C 2}} \frac{\mu}{\rho_{C 3}}-2 \frac{\mu}{\rho_{B 2}}{ }^{2} \frac{\mu}{\rho_{T 1}}{ }^{\frac{\mu}{\rho}}{ }_{T 3} \frac{\mu}{\rho}{ }_{C 1} \frac{\mu}{\rho}{ }_{C 3}-2 \frac{\mu}{\rho^{2}}{ }_{B 3} \frac{\mu}{\rho_{T 1}} \frac{\mu}{\rho_{T 2}}{ }^{\frac{\mu}{\rho}}{ }_{C 1} \frac{\mu}{\rho_{C 2}}
\end{aligned}
$$

$$
\begin{aligned}
& +2 \frac{\mu}{\rho_{T 2}} \frac{\mu}{\rho}_{T 3} \frac{\mu}{\rho_{B 1}} \frac{\mu}{\rho}_{B 2} \frac{\mu}{\rho_{C 1}} \frac{\mu}{\rho_{C 3}}+2 \frac{\mu}{\rho_{T 1}} \frac{\mu}{\rho_{T 3}} \frac{\mu}{\rho_{B 2}}{ }^{\mu}{ }_{B 3}{ }^{\frac{\mu}{\rho}}{ }_{C 1} \frac{\mu}{\rho_{C 2}}+2 \frac{\mu}{\rho_{T 2}} \frac{\mu}{\rho_{T 3}} \frac{\mu}{\rho_{B 1}} \frac{\mu}{\rho_{B 3}} \frac{\mu}{\rho_{C 1}} \frac{\mu}{\rho_{C 2}} \\
& \left.=\frac{\mu^{2}}{\rho_{T 1}}\left(\frac{\mu}{\rho}^{2}\right)_{B 3} \mu^{2}{ }_{C 2}-2 \frac{\mu}{\rho}_{B 2} \frac{\mu}{\rho}_{B 3} \frac{\mu}{\rho}{ }_{C 2} \frac{\mu}{\rho}{ }_{C 3}+\frac{\mu}{\rho}^{2}{ }^{2} \frac{\mu}{\rho}^{2}{ }^{2}\right) \\
& +\frac{\mu^{2}}{\rho_{B 1}}\left(\frac{\mu^{2}}{\rho_{T 3}} \frac{\mu}{\rho}^{2}{ }_{C 2}-2 \frac{\mu}{\rho_{T 2}}{ }^{\frac{\mu}{\rho}}{ }_{T 3} \frac{\mu}{\rho}{ }_{C 2} \frac{\mu}{\rho}{ }_{C 3}+\frac{\mu}{\rho}^{2}{ }^{2} \frac{\mu}{\rho}^{2}{ }_{C 3}\right) \\
& +\frac{\mu^{2}}{\rho}{ }_{C 1}\left(\frac{\mu^{2}}{\rho}{ }_{T 3} \frac{\mu^{2}}{\rho_{B 2}}-2 \frac{\mu}{\rho_{T 2}} \frac{\mu}{\rho}_{T 3} \frac{\mu}{\rho}_{B 2} \frac{\mu}{\rho_{B 3}}+\frac{\mu}{\rho}_{T 2}{ }^{2} \frac{\mu}{\rho}^{2}{ }^{2}\right)
\end{aligned}
$$

$$
\begin{aligned}
& +2 \frac{\mu}{\rho_{T 1}} \frac{\mu}{\rho}_{C 1}\left(\frac{\mu}{\rho_{T 2}} \frac{\mu}{\rho}_{B 2} \frac{\mu}{\rho_{B 3}} \frac{\mu}{\rho}_{C 3}+\frac{\mu}{\rho}{ }_{T 3} \frac{\mu}{\rho_{B 2}} \frac{\mu}{\rho}_{B 3} \frac{\mu}{\rho_{C 2}}-\frac{\mu}{\rho}^{2}{ }^{2} \frac{\mu}{\rho_{T 3}}{ }^{\frac{\mu}{\rho}}{ }_{C 3}-\frac{\mu}{\rho_{B 3}}{ }^{2} \frac{\mu}{\rho_{T 2}}{ }^{\frac{\mu}{\rho}}{ }_{C 2}\right) \\
& +2 \frac{\mu}{\rho}_{B 1} \frac{\mu}{\rho_{C 1}}\left(\frac{\mu}{\rho_{T 2}} \frac{\mu}{\rho}_{T 3} \frac{\mu}{\rho_{B 2}} \frac{\mu}{\rho}_{C 3}+\frac{\mu}{\rho_{T 2}} \frac{\mu}{\rho}_{T 3} \frac{\mu}{\rho_{B 3}}{ }^{\frac{\mu}{\rho}}{ }_{C 2}-\frac{\mu^{2}}{\rho_{T 2}}{ }^{\frac{\mu}{\rho}}{ }_{B 3} \frac{\mu}{\rho_{C 3}}-\frac{\mu^{2}}{\rho_{T 3}}{ }^{\frac{\mu}{\rho}}{ }_{B 2} \frac{\mu}{\rho_{C 2}}\right) \\
& =\frac{\mu^{2}}{\rho_{T 1}}\left(\frac{\mu}{\rho_{B 2}}{ }_{2} \frac{\mu}{\rho_{C 3}}-\frac{\mu}{\rho_{B 3}}{ }^{\frac{\mu}{\rho}}{ }_{C 2}\right)^{2}+\frac{\mu^{2}}{\rho_{B 1}}\left(\frac{\mu}{\rho}{ }_{C 2} \frac{\mu}{\rho}{ }_{T 3}-\frac{\mu}{\rho}{ }_{C 3} \frac{\mu}{\rho}{ }_{T 2}\right)^{2}+\frac{\mu}{\rho_{C 1}}\left(\frac{\mu}{\rho}{ }_{T 2} \frac{\mu}{\rho_{B 3}}-\frac{\mu}{\rho_{T 3}}{ }_{3} \frac{\mu}{\rho_{B 2}}\right)^{2} \\
& +2 \frac{\mu}{\rho}_{T 1} \frac{\mu}{\rho_{B 1}}\left(\frac{\mu}{\rho_{B 2}}{ }^{\frac{\mu}{\rho}}{ }_{C 3}\left(\frac{\mu}{\rho_{T 3}} \frac{\mu}{\rho}_{C 2}-\frac{\mu}{\rho}{ }_{C 3} \frac{\mu}{\rho}_{T 2}\right)+\frac{\mu}{\rho}_{B 3} \frac{\mu}{\rho_{C 2}}\left(\frac{\mu}{\rho_{T 2}}{ }^{\mu}{ }_{C 3}-\frac{\mu}{\rho_{C 2}}{ }^{\mu}{ }_{T 3}\right)\right) \\
& +2 \frac{\mu}{\rho_{T 1}} \frac{\mu}{\rho}_{C 1}\left(\frac{\mu}{\rho_{B 2}} \frac{\mu}{\rho_{C 3}}\left(\frac{\mu}{\rho_{T 2}} \frac{\mu}{\rho}_{B 3}-\frac{\mu}{\rho_{B 2}} \frac{\mu}{\rho}_{T 3}\right)+\frac{\mu}{\rho_{B 3}} \frac{\mu}{\rho}_{C 2}\left(\frac{\mu}{\rho_{T 3}} \frac{\mu}{\rho_{B 2}}-\frac{\mu}{\rho_{B 3}} \frac{\mu}{\rho}_{T 2}\right)\right) \\
& +2 \frac{\mu}{\rho}_{B 1} \frac{\mu}{\rho_{C 1}}\left(\frac{\mu}{\rho}{ }_{C 3} \frac{\mu}{\rho_{T 2}}\left(\frac{\mu}{\rho_{T 3}} \frac{\mu}{\rho_{B 2}}-\frac{\mu}{\rho_{T 2}} \frac{\mu}{\rho}_{B 3}\right)+\frac{\mu}{\rho}{ }_{C 2} \frac{\mu}{\rho_{T 3}}\left(\frac{\mu}{\rho_{T 2}} \frac{\mu}{\rho}_{B 3}-\frac{\mu}{\rho_{T 3}} \frac{\mu}{\rho_{B 2}}\right)\right) \\
& =\frac{\mu}{\rho_{T 1}}{ }^{2}\left(\frac{\mu}{\rho}{ }_{B 2} \frac{\mu}{\rho}{ }_{C 3}-\frac{\mu}{\rho_{B 3}}{ }^{\frac{\mu}{\rho}}{ }_{C 2}\right)^{2}+\frac{\mu}{\rho_{B 1}}{ }^{2}\left(\frac{\mu}{\rho}{ }_{C 2} \frac{\mu}{\rho_{T 3}}-\frac{\mu}{\rho}{ }_{C 3} \frac{\mu}{\rho_{T 2}}\right)^{2}+\frac{\mu}{\rho_{C 1}}{ }^{2}\left(\frac{\mu}{\rho}{ }_{T 2} \frac{\mu}{\rho_{B 3}}-\frac{\mu}{\rho_{T 3}}{ }^{\frac{\mu}{\rho}}{ }_{B 2}\right)^{2} \\
& +2 \frac{\mu}{\rho_{T 1}} \frac{\mu}{\rho}_{B 1}\left(\frac{\mu}{\rho_{C 2}} \frac{\mu}{\rho_{T 3}}-\frac{\mu}{\rho_{C 3}} \frac{\mu}{\rho_{T 2}}\right)\left(\frac{\mu}{\rho_{B 2}} \frac{\mu}{\rho_{C 3}}-\frac{\mu}{\rho_{B 3}} \frac{\mu}{\rho_{C 2}}\right) \\
& +2 \frac{\mu}{\rho}_{T 1} \frac{\mu}{\rho_{C 1}}\left(\frac{\mu}{\rho_{T 2}} \frac{\mu}{\rho}_{B 3}-\frac{\mu}{\rho_{T 3}} \frac{\mu}{\rho}_{B 2}\right)\left(\frac{\mu}{\rho_{B 2}}{ }^{\mu}{ }_{C 3}-\frac{\mu}{\rho_{B 3}}{ }^{\frac{\mu}{\rho}}{ }_{C 2}\right) \\
& +2 \frac{\mu}{\rho}_{B 1} \frac{\mu}{\rho}_{C 1}\left(\frac{\mu}{\rho_{T 2}} \frac{\mu}{\rho}_{B 3}-\frac{\mu}{\rho_{T 3}} \frac{\mu}{\rho}_{B 2}\right)\left(\frac{\mu}{\rho}_{C 2} \frac{\mu}{\rho_{T 3}}-\frac{\mu}{\rho}{ }_{C 3} \frac{\mu}{\rho_{T 2}}\right)
\end{aligned}
$$

Deno $=\frac{1}{27}\left[\frac{\mu}{\rho_{T 1}}\left(\frac{\mu}{\rho_{B 2}} \frac{\mu}{\rho}_{C 3}-\frac{\mu}{\rho_{B 3}}{ }^{\frac{\mu}{\rho}}{ }_{C 2}\right)+\frac{\mu}{\rho_{B 1}}\left(\frac{\mu}{\rho}{ }_{C 2} \frac{\mu}{\rho_{T 3}}-\frac{\mu}{\rho}_{C 3} \frac{\mu}{\rho_{T 2}}\right)+\frac{\mu}{\rho_{C 1}}\left(\frac{\mu}{\rho_{T 2}} \frac{\mu}{\rho}_{B 3}-\frac{\mu}{\rho_{T 3}} \frac{\mu}{\rho}_{B 2}\right)\right]^{2}$

$$
\begin{equation*}
=\frac{1}{27} D_{3}^{2} \tag{E.2}
\end{equation*}
$$

where $D_{3}$ is defined in equation (5.12) for the three-energy KES.
The numerator in equaiton (E.1) could be expressed as,

Define $\quad$ Nume $=X_{1} r_{1}+X_{2} r_{2}+X_{3} r_{3}$

$$
-\frac{\mu}{\rho}_{T 1}^{2} \frac{\mu}{\rho}_{B 1}^{2} \frac{\mu}{\rho}{ }_{C 1}-\frac{\mu}{\rho}_{B 1}^{2} \frac{\mu}{\rho_{T 1}} \frac{\mu}{\rho}_{T 2} \frac{\mu}{\rho}_{C 2}-\frac{\mu}{\rho}_{B 1}^{2} \frac{\mu}{\rho}_{T 1} \frac{\mu}{\rho_{T 3}} \frac{\mu}{\rho}_{C 3}-\frac{\mu}{\rho}_{T 1}^{2} \frac{\mu}{\rho}^{2}{ }^{2} \frac{\mu}{\rho_{C 1}}-\frac{\mu}{\rho}_{B 2}^{2} \frac{\mu}{\rho}_{T 1} \frac{\mu}{\rho_{T 2}} \frac{\mu}{\rho}_{C 2}
$$

$$
-\frac{\mu}{\rho}_{B 2}^{2} \frac{\mu}{\rho}_{T 1} \frac{\mu}{\rho}_{T 3} \frac{\mu}{\rho}_{C 3}-\frac{\mu}{\rho}_{T 1}^{2} \frac{\mu}{\rho}_{B 3}^{2}{ }^{\frac{\mu}{\rho}}{ }_{C 1}-\frac{\mu}{\rho}_{B 3}^{2} \frac{\mu}{\rho}_{T 1} \frac{\mu}{\rho}_{T 2} \frac{\mu}{\rho}{ }_{C 2}-\frac{\mu}{\rho}_{B 3}^{2} \frac{\mu}{\rho}{ }_{T 1} \frac{\mu}{\rho_{T 3}} \frac{\mu}{\rho}_{C 3}
$$

$$
+\frac{\mu}{\rho_{T 2}} \frac{\mu}{\rho}_{T 3} \frac{\mu}{\rho}_{B 1} \frac{\mu}{\rho}_{B 3} \frac{\mu}{\rho}_{C 2}+\frac{\mu}{\rho}_{B 1}^{2} \frac{\mu}{\rho}_{T 1} \frac{\mu}{\rho}_{T 3} \frac{\mu}{\rho}_{C 3}+\frac{\mu}{\rho_{T 2}} \frac{\mu}{\rho}_{T 3} \frac{\mu}{\rho}_{B 1} \frac{\mu}{\rho}_{B 2} \frac{\mu}{\rho}_{C 3}+\frac{\mu}{\rho}_{T 3}^{2} \frac{\mu}{\rho}_{B 1} \frac{\mu}{\rho_{B 3}} \frac{\mu}{\rho 3}
$$

$$
-\frac{\mu}{\rho}_{T 1}^{2} \frac{\mu}{\rho}^{2} \frac{\mu}{\rho}_{C 1}-\frac{\mu}{\rho}_{T 2}^{2} \frac{\mu}{\rho}_{B 1}^{2} \frac{\mu}{\rho}{ }_{C 1}-\frac{\mu}{\rho}_{T 3}^{2} \frac{\mu}{\rho}_{B 1}^{2} \frac{\mu}{\rho}-\frac{\mu}{\rho}_{T 1}^{2} \frac{\mu}{\rho}_{B 1} \frac{\mu}{\rho_{B 2}} \frac{\mu}{\rho}_{C 2}-\frac{\mu}{\rho}_{T 2}^{2} \frac{\mu}{\rho}_{B 1} \frac{\mu}{\rho_{B 2}} \frac{\mu}{\rho}_{C 2}
$$

$$
-\frac{\mu}{\rho}_{T 3}^{2} \frac{\mu}{\rho}_{B 1} \frac{\mu}{\rho}_{B 2} \frac{\mu}{\rho}_{C 2}-\frac{\mu}{\rho}_{T 1}^{2} \frac{\mu}{\rho}_{B 1} \frac{\mu}{\rho}{ }_{B 3} \frac{\mu}{\rho}_{C 3}-\frac{\mu}{\rho}_{T 2}^{2} \frac{\mu}{\rho}_{B 1} \frac{\mu}{\rho_{B 3}} \frac{\mu}{\rho}_{C 3}-\frac{\mu^{2}}{T 3}{ }^{2} \frac{\mu}{\rho_{B 1}} \frac{\mu}{\rho}{ }_{B 3} \frac{\mu}{\rho}_{C 3}
$$

$$
+\frac{\mu}{\rho}_{T 1}^{2} \frac{\mu}{}^{2}{ }_{B 3}^{\frac{\mu}{\rho}}{ }_{C 1}+\frac{\mu}{\rho}_{T 2}^{2} \frac{\mu}{\rho}_{B 3}^{2} \frac{\mu}{\rho}_{C 1}+\frac{\mu}{\rho}_{T 3}^{2} \frac{\mu}{\rho}_{B 3}^{2} \frac{\mu}{\rho}-\frac{\mu}{\rho}_{T 1}^{2} \frac{\mu}{}^{2} \frac{\mu}{\rho}_{C 1}-\frac{\mu}{\rho}_{T 2} \frac{\mu}{}^{2}{ }_{B 2} \frac{\mu}{\rho}_{C 1}-\frac{\mu}{\rho}_{T 3}^{2} \frac{\mu}{}^{2}{ }^{\frac{\mu}{\rho}}{ }_{C 1}
$$

$$
-2 \frac{\mu}{\rho}_{T 1} \frac{\mu}{\rho}_{T 2} \frac{\mu}{\rho}_{B 1} \frac{\mu}{\rho}_{B 2} \frac{\mu}{\rho}_{C 1}-2 \frac{\mu}{\rho}_{T 2} \frac{\mu}{\rho}_{T 3} \frac{\mu}{\rho}_{B 2} \frac{\mu}{\rho}_{B 3} \frac{\mu}{\rho_{C 1}}-2 \frac{\mu}{\rho}_{T 1} \frac{\mu}{\rho_{T 3}} \frac{\mu}{\rho}_{B 1} \frac{\mu}{\rho_{B 3}} \frac{\mu}{\rho}_{C 1}
$$

$$
\begin{aligned}
& X_{1}=\frac{\mu}{\rho}_{T 1} \frac{\mu}{\rho}_{T B} \frac{\mu}{\rho}_{B C}-\frac{\mu}{\rho}_{T 1} \frac{\mu}{\rho}_{T C} \frac{\mu}{\rho}_{B B}+\frac{\mu}{\rho}_{B 1} \frac{\mu}{\rho}_{T B} \frac{\mu}{\rho}_{T C}-\frac{\mu}{\rho}_{B 1} \frac{\mu}{\rho}_{T T} \frac{\mu}{\rho}_{B C}+\frac{\mu}{\rho}_{C 1} \frac{\mu}{\rho}_{T T} \frac{\mu}{\rho}_{B B}-\frac{\mu}{\rho}_{C 1} \frac{\mu}{\rho}_{T B}^{2} \\
& =\frac{\mu}{\rho}_{T 1} \frac{1}{3}\left(\frac{\mu}{\rho}_{T 1} \frac{\mu}{\rho}_{B 1}+\frac{\mu}{\rho}_{T 2} \frac{\mu}{\rho}_{B 2}+\frac{\mu}{\rho}_{T 3} \frac{\mu}{\rho}_{B 3}\right) \frac{1}{3}\left(\frac{\mu}{\rho}_{B 1} \frac{\mu}{\rho_{C 1}}+\frac{\mu}{\rho}_{B 2} \frac{\mu}{\rho}_{C 2}+\frac{\mu}{\rho}{ }_{B 3} \frac{\mu}{\rho}_{C 3}\right) \\
& -\frac{\mu}{\rho_{T 1}} \frac{1}{3}\left(\frac{\mu}{\rho}_{T 1} \frac{\mu}{\rho}_{C 1}+\frac{\mu}{\rho}_{T 2} \frac{\mu}{\rho}_{C 2}+\frac{\mu}{\rho}{ }_{T 3} \frac{\mu}{\rho}_{C 3}\right) \frac{1}{3}\left(\frac{\mu}{\rho}^{2}{ }_{B 1}+\frac{\mu}{\rho}^{2}{ }_{B 2}+\frac{\mu}{\rho}_{B 3}{ }^{2}\right) \\
& +\frac{\mu}{\rho}_{B 1} \frac{1}{3}\left(\frac{\mu}{\rho}_{T 1} \frac{\mu}{\rho}_{B 1}+\frac{\mu}{\rho}_{T 2} \frac{\mu}{\rho}_{B 2}+\frac{\mu}{\rho}_{T 3} \frac{\mu}{\rho}_{B 3}\right) \frac{1}{3}\left(\frac{\mu}{\rho}_{T 1} \frac{\mu}{\rho}_{C 1}+\frac{\mu}{\rho}_{T 2} \frac{\mu}{\rho}_{C 2}+\frac{\mu}{\rho}_{T 3} \frac{\mu}{\rho}_{C 3}\right) \\
& -\frac{\mu}{\rho_{B 1}}{ }^{\frac{1}{3}}\left(\frac{\mu}{\rho}^{2}{ }_{T 1}+\frac{\mu}{\rho}^{2}{ }_{T 2}+\frac{\mu^{2}}{\rho_{T 3}}\right) \frac{1}{3}\left(\frac{\mu}{\rho_{B 1}} \frac{\mu}{\rho}_{C 1}+{\frac{\mu}{\rho_{B 2}}}^{\rho^{\prime}}{ }_{C 2}+\frac{\mu}{\rho}_{B 3} \frac{\mu}{\rho}_{C 3}\right) \\
& +\frac{\mu}{\rho}{ }_{C 1} \frac{1}{3}\left(\frac{\mu}{\rho}_{T 1}^{2}+\frac{\mu}{\rho}_{T 2}^{2}+\frac{\mu^{2}}{\rho_{T 3}}\right) \frac{1}{3}\left(\frac{\mu}{\rho}_{B 1}^{2}+\frac{\mu}{\rho}_{B 2}^{2}+\frac{\mu}{\rho}_{B 3}^{2}\right)-\frac{\mu}{\rho}_{C 1} \frac{1}{9}\left(\frac{\mu}{\rho}{ }_{T 1} \frac{\mu}{\rho}_{B 1}+\frac{\mu}{\rho}{ }_{T 2} \frac{\mu}{\rho}_{B 2}+\frac{\mu}{\rho}{ }_{T 3} \frac{\mu}{\rho}_{B 3}\right)^{2}
\end{aligned}
$$

$$
\begin{aligned}
& \text { Nume }=\left(\frac{\mu}{\rho}_{T B} \frac{\mu}{\rho}_{B C}-\frac{\mu}{\rho}_{T C} \frac{\mu}{\rho}_{B B}\right) \sum_{i}\left(\frac{\mu}{\rho}_{T i} r_{i}\right)+\left(\frac{\mu}{\rho}_{T B} \frac{\mu}{\rho}_{T C}-\frac{\mu}{\rho}_{T T} \frac{\mu}{\rho}_{B C}\right) \sum_{i}\left(\frac{\mu}{\rho}_{B i} r_{i}\right)+\left(\frac{\mu}{\rho}_{T T} \frac{\mu}{\rho}_{B B}-\frac{\mu}{\rho}_{T B}^{2}\right) \sum_{i}\left(\frac{\mu}{\rho}{ }_{C i} r_{i}\right) \\
& =\left(\frac{\mu}{\rho}_{T B} \frac{\mu}{\rho}_{B C}-\frac{\mu}{\rho_{T C}} \frac{\mu}{\rho}_{B B}\right)\left(\frac{\mu}{\rho}_{T 1} r_{1}+\frac{\mu}{\rho_{T 2}} r_{2}+\frac{\mu}{\rho}{ }_{T 3} r_{3}\right) \\
& +\left(\frac{\mu}{\rho}_{T B} \frac{\mu}{\rho}_{T C}-\frac{\mu}{\rho_{T T}} \frac{\mu}{\rho}_{B C}\right)\left(\frac{\mu}{\rho_{B 1}} r_{1}+\frac{\mu}{\rho_{B 2}} r_{2}+\frac{\mu}{\rho_{B 3}} r_{3}\right) \\
& +\left(\frac{\mu}{\rho}_{T T} \frac{\mu}{\rho}_{B B}-\frac{\mu^{2}}{}{ }^{2}\right)\left(\frac{\mu}{\rho}{ }_{C 1} r_{1}+\frac{\mu}{\rho}{ }_{C 2} r_{2}+\frac{\mu}{\rho}{ }_{C 3} r_{3}\right) \\
& =\left(\frac{\underline{\mu}}{\rho}_{T 1} \frac{\mu}{\rho}_{T B} \frac{\mu}{\rho}_{B C}-\frac{\mu}{\rho}_{T 1} \frac{\mu}{\rho}_{T C} \frac{\mu}{\rho}_{B B}+\frac{\mu}{\rho}_{B 1} \frac{\mu}{\rho}_{T B} \frac{\mu}{\rho}_{T C}-\frac{\mu}{\rho}_{B 1} \frac{\mu}{\rho}_{T T} \frac{\mu}{\rho}_{B C}+\frac{\mu}{\rho}{ }_{C 1} \frac{\mu}{\rho}_{T T} \frac{\mu}{\rho}_{B B}-\frac{\mu}{\rho}{ }_{C 1} \frac{\mu}{\rho}_{T B}^{2}\right) r_{1} \\
& +\left(\frac{\mu}{\rho}_{T 2} \frac{\mu}{\rho}_{T B} \frac{\mu}{\rho}_{B C}-\frac{\mu}{\rho}_{T 2} \frac{\mu}{\rho}_{T C} \frac{\mu}{\rho}_{B B}+\frac{\mu}{\rho}_{B 2} \frac{\mu}{\rho}_{T B} \frac{\mu}{\rho}_{T C}-\frac{\mu}{\rho}_{B 2} \frac{\mu}{\rho}_{T T} \frac{\mu}{\rho}_{B C}+\frac{\mu}{\rho}{ }_{C 2} \frac{\mu}{\rho}_{T T} \frac{\mu}{\rho}_{B B}-\frac{\mu}{\rho}_{C 2} \frac{\mu}{\rho}_{T B}^{2}\right) r_{2} \\
& +\left(\frac{\mu}{\rho}_{T 3} \frac{\mu}{\rho}_{T B} \frac{\mu}{\rho}_{B C}-\frac{\mu}{\rho}_{T 3} \frac{\mu}{\rho}_{T C} \frac{\mu}{\rho}_{B B}+\frac{\mu}{\rho}_{B 3} \frac{\mu}{\rho}_{T B} \frac{\mu}{\rho}_{T C}-\frac{\mu}{\rho}_{B 3} \frac{\mu}{\rho}_{T T} \frac{\mu}{\rho}_{B C}+\frac{\mu}{\rho}{ }_{C 3} \frac{\mu}{\rho}_{T T} \frac{\mu}{\rho}_{B B}-\frac{\mu}{\rho}_{C 3} \frac{\mu}{\rho}_{T B}\right) r_{3}
\end{aligned}
$$

$$
\begin{aligned}
& 9 X_{1}=\frac{\mu}{\rho_{T 1}} \frac{\mu}{\rho}_{T 3} \frac{\mu}{\rho_{B 2}} \frac{\mu}{\rho}_{B 3} \frac{\mu}{\rho_{C 2}}+\frac{\mu}{\rho}{ }_{T 1} \frac{\mu}{\rho_{T 2}} \frac{\mu}{\rho}_{B 2} \frac{\mu}{\rho_{B 3}} \frac{\mu}{\rho}_{C 3}+\frac{\mu}{\rho_{T 2}} \frac{\mu}{\rho}_{T 3} \frac{\mu}{\rho_{B 1}} \frac{\mu}{\rho}_{B 3} \frac{\mu}{\rho_{C 2}}+\frac{\mu}{\rho_{T 2}} \frac{\mu}{\rho_{T 3}} \frac{\mu}{\rho_{B 1}} \frac{\mu}{\rho_{B 2}} \frac{\mu}{\rho_{C 3}}
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{\mu^{2}}{\rho_{T 3}} \frac{\mu}{\rho}^{2}{ }_{B 2} \frac{\mu}{\rho_{C 1}}+\frac{\mu^{2}}{\rho_{T 2}}{ }^{\frac{\mu}{\rho}}{ }^{2} \frac{\mu 3}{\rho_{C 1}}-2 \frac{\mu}{\rho_{T 2}}{ }^{\frac{\mu}{\rho}}{ }_{T 3} \frac{\mu}{\rho_{B 2}}{ }^{\frac{\mu}{\rho}}{ }_{B 3} \frac{\mu}{\rho_{C 1}} \\
& =\frac{\mu}{\rho_{T 1}}\left(\frac{\mu}{\rho_{T 3}} \frac{\mu}{\rho}_{B 2} \frac{\mu}{\rho}_{B 3} \frac{\mu}{\rho_{C 2}}+\frac{\mu}{\rho}{ }_{T 2} \frac{\mu}{\rho}_{B 2} \frac{\mu}{\rho_{B 3}}{ }^{\frac{\mu}{\rho}}{ }_{C 3}-\frac{\mu}{\rho_{B 2}}{ }^{2} \frac{\mu}{\rho_{T 3}} \frac{\mu}{\rho_{C 3}}-\frac{\mu^{2}}{\rho_{B 3}}{ }^{\mu}{ }_{\rho_{T 2}} \frac{\mu}{\rho_{C 2}}\right) \\
& \left.+\frac{\mu}{\rho_{B 1}}{ }^{\left(\frac{\mu}{\rho}\right.}{ }_{T 2} \frac{\mu}{\rho}{ }_{T 3} \frac{\mu}{\rho_{B 3}}{ }^{\frac{\mu}{\rho}}{ }_{C 2}+\frac{\mu}{\rho}{ }_{T 2} \frac{\mu}{\rho_{T 3}}{ }^{\frac{\mu}{\rho}}{ }_{B 2} \frac{\mu}{\rho_{C 3}}-\frac{\mu^{2}}{\rho_{T 3}}{ }^{\frac{\mu}{\rho}}{ }_{B 2}{ }^{\frac{\mu}{\rho}}{ }_{C 2}-\frac{\mu^{2}}{\rho_{T 2}} \frac{\mu}{\rho_{B 3}}{ }^{\frac{\mu}{\rho}}{ }_{C 3}\right) \\
& +\frac{\mu}{\rho}{ }_{C 1}\left(\frac{\mu^{2}}{\rho}{ }_{T 3} \frac{\mu}{\rho}^{2}{ }^{2}+\frac{\mu^{2}}{\rho}{ }^{2} \frac{\mu}{2}^{2}{ }^{2}-2 \frac{\mu}{\rho}{ }_{T 2}{ }^{\mu}{ }_{T 3} \frac{\mu}{\rho}_{B 2} \frac{\mu}{\rho}{ }_{B 3}\right) \\
& =\frac{\mu}{\rho_{T 1}}\left(\frac{\mu}{\rho_{B 2}} \frac{\mu}{\rho}_{C 3}\left(\frac{\mu}{\rho_{T 2}} \frac{\mu}{\rho}_{B 3}-\frac{\mu}{\rho_{B 2}} \frac{\mu}{\rho}_{T 3}\right)+\frac{\mu}{\rho}_{B 3} \frac{\mu}{\rho}{ }_{C 2}\left(\frac{\mu}{\rho_{T 3}} \frac{\mu}{\rho}_{B 2}-\frac{\mu}{\rho_{B 3}} \frac{\mu}{\rho}_{T 2}\right)\right) \\
& +\frac{\mu}{\rho_{B 1}}\left(\frac{\mu}{\rho_{C 2}} \frac{\mu}{\rho}_{T 3}\left(\frac{\mu}{\rho_{T 2}} \frac{\mu}{\rho}_{B 3}-\frac{\mu}{\rho_{T 3}} \frac{\mu}{\rho}_{B 2}\right)+\frac{\mu}{\rho}{ }_{C 3} \frac{\mu}{\rho}_{T 2}\left(\frac{\mu}{\rho_{T 3}} \frac{\mu}{\rho_{B 2}}-\frac{\mu}{\rho_{T 2}} \frac{\mu}{\rho}_{B 3}\right)\right)
\end{aligned}
$$

$$
\begin{align*}
& =\frac{\mu}{\rho_{T 1}}\left(\frac{\mu}{\rho_{T 2}} \frac{\mu}{\rho}_{B 3}-\frac{\mu}{\rho_{B 2}}{ }^{\frac{\mu}{\rho}}{ }_{T 3}\right)\left(\frac{\mu}{\rho_{B 2}} \frac{\mu}{\rho}_{C 3}-\frac{\mu}{\rho_{B 3}} \frac{\mu}{\rho}_{C 2}\right)+{\frac{\mu}{\rho_{B 1}}}\left(\frac{\mu}{\rho_{T 2}} \frac{\mu}{\rho}_{B 3}-\frac{\mu}{\rho_{T 3}} \frac{\mu}{\rho_{B 2}}\right)\left(\frac{\mu}{\rho_{C 2}}{ }^{\frac{\mu}{\rho}}{ }_{T 3}-\frac{\mu}{\rho_{C 3}} \frac{\mu}{\rho_{T 2}}\right) \\
& +\frac{\mu}{\rho_{C 1}}\left(\frac{\mu}{\rho}{ }_{T 2} \frac{\mu}{\rho_{B 3}}-\frac{\mu}{\rho_{T 3}}{ }^{\frac{\mu}{\rho}}{ }_{B 2}\right)^{2} \\
& X_{1}=\frac{1}{9}\left(\frac{\mu}{\rho}_{T 2} \frac{\mu}{\rho}_{B 3}-\frac{\mu}{\rho_{T 3}} \frac{\mu}{\rho}_{B 2}\binom{\frac{\mu}{\rho}_{T 1}\left(\frac{\mu}{\rho_{B 2}} \frac{\mu}{\rho}_{C 3}-\frac{\mu}{\rho_{B 3}} \frac{\mu}{\rho}_{C 2}\right)+\frac{\mu}{\rho_{B 1}}\left(\frac{\mu}{\rho_{C 2}} \frac{\mu}{\rho}_{T 3}-\frac{\mu}{\rho_{C 3}} \frac{\mu}{\rho_{T 2}}\right)}{+\frac{\mu}{\rho_{C 1}}\left(\frac{\mu}{\rho_{T 2}} \frac{\mu}{\rho}_{B 3}-\frac{\mu}{\rho}_{T 3} \frac{\mu}{\rho_{B 2}}\right)}\right.  \tag{E.4}\\
& =\frac{1}{9}\left(\frac{\mu}{\rho}{ }_{T 2} \frac{\mu}{\rho}_{B 3}-\frac{\mu}{\rho_{T 3}} \frac{\mu}{\rho}_{B 2}\right) D_{3}
\end{align*}
$$

Similarly,

$$
\begin{align*}
& X_{2}=\frac{1}{9}\left(\frac{\mu}{\rho_{T 3}} \frac{\mu}{\rho_{B 1}}-\frac{\mu}{\rho_{T 1}} \frac{\mu}{\rho_{B 3}}\right) D_{3}  \tag{E.5}\\
& X_{3}=\frac{1}{9}\left(\frac{\mu}{\rho}_{T 1} \frac{\mu}{\rho_{B 2}}-\frac{\mu}{\rho_{T 2}} \frac{\mu}{\rho_{B 1}}\right) D_{3} \tag{E.6}
\end{align*}
$$

Substituting the above $X_{1}, X_{2}$ and $X_{3}$ into equation (E.3), the numerator is expressed as

$$
\begin{equation*}
\text { Nume } \left.=\frac{1}{9} D_{3}\left[\frac{\mu}{\rho}_{T 2} \frac{\mu}{\rho_{B 3}}-\frac{\mu}{\rho_{T 3}} \frac{\mu}{\rho}_{B 2}\right) r_{1}+\left(\frac{\mu}{\rho}_{T 3} \frac{\mu}{\rho}_{B 1}-\frac{\mu}{\rho_{T 1}} \frac{\mu}{\rho}_{B 3}\right) r_{2}+\left(\frac{\mu}{\rho_{T 1}} \frac{\mu}{\rho}_{B 2}-\frac{\mu}{\rho_{T 2}} \frac{\mu}{\rho_{B 1}}\right) r_{3}\right] \tag{E.7}
\end{equation*}
$$

Substituting the numerator (E.7) and denominator (E.2) into equation (E.1) obtains the threeenergy KES equation (5.11) with silimar derivations for the other two components.

## Appendix F SNR derivation for Three-Component NESI

Starting from the projected density equations for the three-component NESI,

$$
\begin{array}{ll}
\rho_{T} t_{T}=\frac{1}{n D_{33}}\left[R_{T 1} \sum_{i}\left(\frac{\mu}{\rho_{T i}} r_{i}\right)+R_{T 2} \sum_{i}\left(\frac{\mu}{\rho_{B i}} r_{i}\right)+R_{T 3} \sum_{i}\left(\frac{\mu}{\rho_{C i}} r_{i}\right)\right] \\
\rho_{B} t_{B}=\frac{1}{n D_{33}}\left[R_{B 1} \sum_{i}\left(\frac{\mu}{\rho_{T i}} r_{i}\right)+R_{B 2} \sum_{i}\left(\frac{\mu}{\rho_{B i}} r_{i}\right)+R_{B 3} \sum_{i}\left(\frac{\mu}{\rho_{C i}} r_{i}\right)\right] & (1 \leq i \leq n) \\
\rho_{C} t_{C}=\frac{1}{n D_{33}}\left[R_{C 1} \sum_{i}\left(\frac{\mu}{\rho_{T i}} r_{i}\right)+R_{C 2} \sum_{i}\left(\frac{\mu}{\rho_{B i}} r_{i}\right)+R_{C 3} \sum_{i}\left(\frac{\mu}{\rho_{C i}} r_{i}\right)\right] \\
\text { where } r_{i}=-\ln \left(\frac{N_{i}}{N_{0 i}}\right)=\frac{\mu}{\rho_{T i}} \rho_{T} t_{T}+\frac{\mu}{\rho_{B i}} \rho_{B} t_{B}+\frac{\mu}{\rho_{C i}} \rho_{C} t_{C} & (1 \leq i \leq n) \tag{1.28}
\end{array}
$$

applying propagation of error on equation (5.31) assumes independent measurements of both the incident beam at each energy $N_{0 i}$ and the transmitted beam at each energy $N_{i}$,

$$
\begin{align*}
& \sigma_{\rho_{t^{t} T}}^{2}=\sum_{i}\left[\left(\frac{\partial \rho_{T} t_{T}}{\partial N_{i}}\right)^{2}\left(\delta N_{i}\right)^{2}+\left(\frac{\partial \rho_{T} t_{T}}{\partial N_{0 i}}\right)^{2}\left(\delta N_{0 i}\right)^{2}\right] \\
& \sigma_{\rho_{B^{t_{B}}}}^{2}=\sum_{i}\left[\left(\frac{\partial \rho_{B} t_{B}}{\partial N_{i}}\right)^{2}\left(\delta N_{i}\right)^{2}+\left(\frac{\partial \rho_{B} t_{B}}{\partial N_{0 i}}\right)^{2}\left(\delta N_{0 i}\right)^{2}\right]  \tag{F.1}\\
& \sigma_{\rho_{c^{\prime} C}}^{2}=\sum_{i}\left[\left(\frac{\partial \rho_{C} t_{C}}{\partial N_{i}}\right)^{2}\left(\delta N_{i}\right)^{2}+\left(\frac{\partial \rho_{C} t_{C}}{\partial N_{0 i}}\right)^{2}\left(\delta N_{0 i}\right)^{2}\right]
\end{align*}
$$

With Poisson statistics, the variance in the photon counts,

$$
\left(\delta N_{i}\right)^{2}=N_{i} \quad\left(\delta N_{0 i}\right)^{2}=N_{0 i}
$$

The included partial derivatives are,

$$
\frac{\partial r_{i}}{\partial N_{i}}=-\frac{\partial}{\partial N_{i}}\left(\ln \frac{N_{i}}{N_{0 i}}\right)=-\frac{1}{N_{i}} \quad \frac{\partial r_{i}}{\partial N_{0 i}}=-\frac{\partial}{\partial N_{0 i}}\left(\ln \frac{N_{i}}{N_{0 i}}\right)=\frac{1}{N_{0 i}}
$$

$$
\begin{aligned}
& \frac{\partial \rho_{T} t_{T}}{\partial N_{i}}=\frac{\partial \rho_{T} t_{T}}{\partial r_{i}} \frac{\partial r_{i}}{\partial N_{i}} \\
& \frac{\partial \rho_{T} t_{T}}{\partial N_{0 i}}=\frac{\partial \rho_{T} t_{T}}{\partial r_{i}} \frac{\partial r_{i}}{\partial N_{0 i}} \\
& \frac{\partial \rho_{B} t_{B}}{\partial N_{i}}=\frac{\partial \rho_{B} t_{B}}{\partial r_{i}} \frac{\partial r_{i}}{\partial N_{i}} \\
& \frac{\partial \rho_{B} t_{B}}{\partial N_{0 i}}=\frac{\partial \rho_{B} t_{B}}{\partial r_{i}} \frac{\partial r_{i}}{\partial N_{0 i}} \\
& \frac{\partial \rho_{C} t_{C}}{\partial N_{i}}=\frac{\partial \rho_{C} t_{C}}{\partial r_{i}} \frac{\partial r_{i}}{\partial N_{i}} \\
& \frac{\partial \rho_{C} t_{C}}{\partial N_{0 i}}=\frac{\partial \rho_{C} t_{C}}{\partial r_{i}} \frac{\partial r_{i}}{\partial N_{0 i}} \\
& \frac{\partial \rho_{T} t_{T}}{\partial r_{i}}=\frac{\partial}{\partial r_{i}}\left[\frac{R_{T 1} \sum_{i}\left(\frac{\mu}{\rho_{T i}} r_{i}\right)+R_{T 2} \sum_{i}\left(\frac{\mu}{\rho_{B i}} r_{i}\right)+R_{T 3} \sum_{i}\left(\frac{\mu}{\rho_{C i}} r_{i}\right)}{n D_{33}}\right]=\frac{R_{T 1} \frac{\mu}{\rho_{T i}}+R_{T 2} \frac{\mu}{\rho_{B i}}+R_{T 3} \frac{\mu}{\rho_{C i}}}{n D_{33}} \\
& \frac{\partial \rho_{B} t_{B}}{\partial r_{i}}=\frac{\partial}{\partial r_{i}}\left[\frac{R_{B 1} \sum_{i}\left(\frac{\mu}{\rho_{T i}} r_{i}\right)+R_{B 2} \sum_{i}\left(\frac{\mu}{\rho_{B i}} r_{i}\right)+R_{B 3} \sum_{i}\left(\frac{\mu}{\rho_{C i}} r_{i}\right)}{n D_{33}}\right]=\frac{R_{B 1} \frac{\mu}{\rho_{T i}}+R_{B 2} \frac{\mu}{\rho_{B i}}+R_{B 3} \frac{\mu}{\rho_{C i}}}{n D_{33}} \\
& \frac{\partial \rho_{C} t_{C}}{\partial r_{i}}=\frac{\partial}{\partial r_{i}}\left[\frac{R_{C 1} \sum_{i}\left(\frac{\mu}{\rho_{T i}} r_{i}\right)+R_{C 2} \sum_{i}\left(\frac{\mu}{\rho_{B i}} r_{i}\right)+R_{C 3} \sum_{i}\left(\frac{\mu}{\rho_{C i}} r_{i}\right)}{n D_{33}}\right]=\frac{R_{C 1} \frac{\mu}{\rho_{T i}}+R_{C 2} \frac{\mu}{\rho_{B i}}+R_{C 3} \frac{\mu}{\rho_{C i}}}{n D_{33}}
\end{aligned}
$$

Combining these derived items the image noise from equation (F.1) could be determined.

$$
\begin{align*}
\sigma_{\rho_{C t} t_{c}}^{2} & =\sum_{i}\left[\left(\frac{\partial \rho_{C} t_{C}}{\partial N_{i}}\right)^{2}\left(\delta N_{i}\right)^{2}+\left(\frac{\partial \rho_{C} t_{C}}{\partial N_{0 i}}\right)^{2}\left(\delta N_{0 i}\right)^{2}\right] \\
& =\sum_{i}\left[\left(\frac{R_{C 1} \frac{\mu}{\rho_{T i}}+R_{C 2} \frac{\mu}{\rho_{B i}}+R_{C 3} \frac{\mu}{\rho_{C i}}}{n D_{33}}\right)^{2}\left(\left(-\frac{1}{N_{i}}\right)^{2} N_{i}+\left(\frac{1}{N_{0 i}}\right)^{2} N_{0 i}\right)\right] \\
\sigma_{\rho_{C t c}}^{2} & =\frac{1}{n^{2} D_{33}^{2}} \sum_{i}\left[\left(R_{C 1} \frac{\mu}{\rho_{T i}}+R_{C 2} \frac{\mu}{\rho_{B i}}+R_{C 3} \frac{\mu}{\rho_{C i}}\right)^{2}\left(\frac{1}{N_{i}}+\frac{1}{N_{0 i}}\right)\right]
\end{align*}
$$

The SNR for the projected contrast image will be,

$$
\begin{equation*}
S N R_{C}=\frac{\rho_{C} t_{C}}{\sigma_{\rho_{C} t}}=\frac{n D_{33}}{\sqrt{\left.\sum_{i}\left[\left(R_{C 1} \frac{\mu}{\rho_{T i}}+R_{C 2} \frac{\mu}{\rho_{B i}}+R_{C 3} \frac{\mu}{\rho}\right)_{C i}\right)^{2}\left(\frac{1}{N_{i}}+\frac{1}{N_{0 i}}\right)\right]}} \rho_{C} t_{C} \tag{5.32}
\end{equation*}
$$

Similarly, image noise for the soft tissue and bone material are determined from equation (F.1).

And SNR of the soft tissue and bone material are derived as,

$$
\begin{align*}
& S N R_{T}=\frac{\rho_{T} t_{T}}{\sigma_{\rho_{r} t_{T}}}=\frac{n D_{33}}{\sqrt{\sum_{i}\left[\left(R_{T 1} \frac{\mu}{\rho_{T i}}+R_{T 2} \frac{\mu}{\rho_{B i}}+R_{T 3} \frac{\mu}{\rho_{C i}}\right)^{2}\left(\frac{1}{N_{i}}+\frac{1}{N_{0 i}}\right)\right]}} \rho_{T} t_{T}  \tag{5.32}\\
& S N R_{B}=\frac{\rho_{B} t_{B}}{\sigma_{\rho_{B^{t} B}}}=\frac{n D_{33}}{\sqrt{\sum_{i}\left[\left(R_{B 1} \frac{\mu}{\rho_{T i}}+R_{B 2} \frac{\mu}{\rho_{B i}}+R_{B 3} \frac{\mu}{\rho_{C i}}\right)^{2}\left(\frac{1}{N_{i}}+\frac{1}{N_{0 i}}\right)\right]}} \rho_{B} t_{B}
\end{align*}
$$

To simplify the SNR equation (5.32), equal incident flux $N_{0 i}$ and equal transmitted flux
$N_{i}$ for all the energy $i$ at each pixel are assumed. The noise equation (F.2) is simplified as,

$$
\begin{align*}
& \sigma_{\rho_{C t c}}^{2} \approx \frac{1}{n^{2} D_{33}^{2}}\left(\frac{1}{N}+\frac{1}{N_{0}}\right) \sum_{i}\left(R_{C 1} \frac{\mu}{\rho}_{T i}+R_{C 2} \frac{\mu}{\rho_{B i}}+R_{C 3} \frac{\mu}{\rho}{ }_{C i}\right)^{2}=\frac{1}{n^{2} D_{33}^{2}}\left(\frac{1}{N}+\frac{1}{N_{0}}\right) X_{C}  \tag{F.3}\\
& X_{C}=\sum_{i}\left(R_{C 1} \frac{\mu}{\rho_{T i}}+R_{C 2} \frac{\mu}{\rho_{B i}}+R_{C 3} \frac{\mu}{\rho_{C i}}\right)^{2} \\
& =\sum_{i}\left(R_{C 1}^{2} \frac{\mu^{2}}{\rho_{T i}}+R_{C 2}^{2} \frac{\mu}{\rho}^{2}{ }_{B i}+R_{C 3}^{2} \frac{\mu^{2}}{\rho_{C i}}+2 R_{C 1} R_{C 2} \frac{\mu}{\rho_{T i}} \frac{\mu}{\rho_{B i}}+2 R_{C 2} R_{C 3} \frac{\mu}{\rho_{B i}} \frac{\mu}{\rho_{C i}}+2 R_{C 1} R_{C 3} \frac{\mu}{\rho_{T i}} \frac{\mu}{\rho_{C i}}\right) \\
& =R_{C 1}^{2} \sum_{i} \frac{\mu^{2}}{\rho_{T i}}+R_{C 2}^{2} \sum_{i} \frac{\mu^{2}}{\rho_{B i}}+R_{C 3}^{2} \sum_{i}^{\frac{\mu^{2}}{\rho}}{ }_{C i}^{2}+2 R_{C 1} R_{C 2} \sum_{i} \frac{\mu}{\rho_{T i}} \frac{\mu}{\rho_{B i}}+2 R_{C 2} R_{C 3} \sum_{i} \frac{\mu}{\rho_{B i}} \frac{\mu}{\rho_{C i}}+2 R_{C 1} R_{C 3} \sum_{i} \frac{\mu}{\rho_{T i}} \frac{\mu}{\rho_{C i}} \\
& =n \frac{\mu}{\rho_{T T}} R_{C 1}^{2}+n \frac{\mu}{\rho_{B B}} R_{C 2}^{2}+n \frac{\mu}{\rho_{C C}} R_{C 3}^{2}+2 n \frac{\mu}{\rho_{T B}} R_{C 1} R_{C 2}+2 n \frac{\mu}{\rho_{B C}} R_{C 2} R_{C 3}+2 n \frac{\mu}{\rho_{T C}} R_{C 1} R_{C 3}
\end{align*}
$$

Replacing $R_{C 1}=\left(\frac{\mu}{\rho_{T B}} \frac{\mu}{\rho}_{B C}-\frac{\mu}{\rho_{T C}} \frac{\mu}{\rho}_{B B}\right) \quad R_{C 2}=\left(\frac{\mu}{\rho_{T B}} \frac{\mu}{\rho}_{T C}-\frac{\mu}{\rho_{T T}} \frac{\mu}{\rho}_{B C}\right) \quad R_{C 3}=\left(\frac{\mu}{\rho_{T T}} \frac{\mu}{\rho}_{B B}-\frac{\mu^{2}}{{ }_{T B}}\right)$

$$
\begin{aligned}
& \frac{1}{n} X_{C}=\frac{\mu}{\rho_{T T}} R_{C 1}^{2}+\frac{\mu}{\rho_{B B}} R_{C 2}^{2}+\frac{\mu}{\rho_{C C}} R_{C 3}^{2}+2 \frac{\mu}{\rho_{T B}} R_{C 1} R_{C 2}+2 \frac{\mu}{\rho_{B C}} R_{C 2} R_{C 3}+2 \frac{\mu}{\rho_{T C}} R_{C 1} R_{C 3}
\end{aligned}
$$

$$
\begin{aligned}
& +2 \frac{\mu}{\rho_{T B}}\left(\frac{\mu}{\rho_{T B}} \frac{\mu}{\rho_{B C}}-\frac{\mu}{\rho_{T C}} \frac{\mu}{\rho}_{\beta_{B}}\right)\left(\frac{\mu}{\rho_{T B}} \frac{\mu}{\rho_{T C}}-\frac{\mu}{\rho_{T T}} \frac{\mu}{\rho}_{B C}\right)+2 \frac{\mu}{\rho_{B C}}\left(\frac{\mu}{\rho_{T B}} \frac{\mu}{\rho_{T C}}-\frac{\mu}{\rho_{T T}} \frac{\mu}{\rho_{B C}}\right)\left(\frac{\mu}{\rho_{T C}} \frac{\mu}{\rho_{B B}}-\frac{\mu^{2}}{\rho_{T B}}\right) \\
& +2 \frac{\mu}{\rho_{T C}}\left(\frac{\mu}{\rho_{T B}} \frac{\mu}{\rho_{B C}}-\frac{\mu}{\rho_{T C}} \frac{\mu}{\rho_{B B}}\right)\left(\frac{\mu}{\rho_{T T}}{ }^{\frac{\mu}{\rho}}{ }_{B B}-\frac{\mu^{2}}{\rho_{T B}}\right)
\end{aligned}
$$

$$
\begin{aligned}
& -2 \frac{\mu}{\rho_{T S}} \frac{\mu}{\rho_{T B}} \frac{\mu}{\rho_{T C}} \frac{\mu}{\rho_{B B}}{ }^{\frac{\mu}{\rho_{B C}}}+\frac{\mu}{\rho_{C C}}\left(\frac{\mu}{\rho_{T T}} \frac{\mu}{\rho_{B B}}-\frac{\mu}{\rho_{T B}}\right)^{2} \\
& +2 \frac{\mu^{3}}{\rho_{T B}} \frac{\mu}{\rho_{T C}} \frac{\mu}{\rho_{B C}}-2 \frac{\mu^{2}}{\rho_{T B}} \frac{\mu}{\rho}^{2}{ }^{2} \frac{\mu}{\rho_{B B}}-2 \frac{\mu^{2}}{\rho_{T B}}{ }^{\frac{\mu}{\rho}}{ }^{2} \frac{\mu}{\rho_{T T}}+2 \frac{\mu}{\rho_{T T}} \frac{\mu}{\rho_{T B}} \frac{\mu}{\rho_{T C}} \frac{\mu}{\rho_{B B}}{ }^{\frac{\mu}{\rho}}{ }_{B C} \\
& +2 \frac{\mu}{\rho_{B C}}\left(\frac{\mu}{\rho_{T B}} \frac{\mu}{\rho_{T C}}-\frac{\mu}{\rho_{T T}} \mu_{\rho_{B C}}\right)\left(\frac{\mu}{\rho_{T T}} \frac{\mu}{\rho}_{\rho_{B B}}-\frac{\mu^{2}}{\rho_{T B}}\right)+2 \frac{\mu}{\rho_{T C}}\left(\frac{\mu}{\rho_{T B}} \frac{\mu}{\rho_{B C}}-\frac{\mu}{\rho_{T C}} \frac{\mu}{\rho_{B B}}\right)\left(\frac{\mu}{\rho_{T T}} \frac{\mu}{\rho}_{B B}-\frac{\mu^{2}}{\rho_{T B}}\right)
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{\mu}{\rho_{C C}}\left(\frac{\mu}{\rho_{T T}} \frac{\mu}{\rho_{B B}}-\frac{\mu^{2}}{\rho_{T B}}\right)^{2}+2 \frac{\mu}{\rho_{B C}}\left(\frac{\mu}{\rho_{T B}} \frac{\mu}{\rho_{T C}}-\frac{\mu}{\rho_{T T}} \frac{\mu}{\rho_{B C}}\right)\left(\frac{\mu}{\rho_{T T}} \frac{\mu}{\rho_{B B}}-\frac{\mu^{2}}{\rho_{T B}}\right)+2 \frac{\mu}{\rho_{T C}}\left(\frac{\mu}{\rho_{T B}} \frac{\mu}{\rho_{B C}}-\frac{\mu}{\rho_{T C}} \frac{\mu}{\rho_{B B}}\right)\left(\frac{\mu}{\rho_{T T}} \frac{\mu}{\rho_{B B}}-\frac{\mu^{2}}{\rho_{T B}}\right)
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{\mu}{\rho_{C C}}\left(\frac{\mu}{\rho_{T T}} \frac{\mu}{\rho_{B B}}-\frac{\mu^{2}}{\rho_{T B}}\right)^{2}+2 \frac{\mu}{\rho_{B C}}\left(\frac{\mu}{\rho_{T B}} \frac{\mu}{\rho}_{T C}-\frac{\mu}{\rho_{T T}} \frac{\mu}{\rho_{B C}}\right)\left(\frac{\mu}{\rho_{T T}} \frac{\mu}{\rho_{B B}}-\frac{\mu^{2}}{\rho_{T B}}\right) \\
& +2 \frac{\mu}{\rho_{T C}}\left(\frac{\mu}{\rho_{T B}} \frac{\mu}{\rho_{B C}}-\frac{\mu}{\rho_{T C}} \frac{\mu}{\rho_{B B}}\right)\left(\frac{\mu}{\rho_{T T}} \frac{\mu}{\rho_{B B}}-\frac{\mu^{2}}{\rho_{T B}}\right) \\
& =\left(\frac{\mu}{\rho_{T T}} \frac{\mu}{\rho}_{B B}-\frac{\mu^{2}}{\rho_{T B}}\right)\left(\frac{\mu^{2}}{\rho_{T C}} \frac{\mu}{\rho}_{B B}+\frac{\mu^{2}}{\rho_{B C}} \frac{\mu}{\rho}_{T T}-2 \frac{\mu}{\rho_{T B}} \frac{\mu}{\rho_{T C}} \frac{\mu}{\rho}_{B C}\right)+\frac{\mu}{\rho_{C C}}\left(\frac{\mu}{\rho_{T T}} \frac{\mu}{\rho}_{B B}-\frac{\mu^{2}}{\rho_{T B}}\right)^{2}
\end{aligned}
$$

$$
\begin{aligned}
& =\left(\frac{\mu}{\rho_{T T}} \frac{\mu}{\rho_{B B}}-\frac{\mu^{2}}{\rho_{T B}}\right)\left[\frac{\mu}{\rho_{C C}} \frac{\mu}{\rho}_{\rho_{T T}} \frac{\mu}{\rho}_{B B}-\frac{\mu^{2}}{\rho_{T B}}{ }^{\frac{\mu}{\rho}}{ }_{C C}-\frac{\mu^{2}}{\rho_{B C}} \frac{\mu}{\rho_{T T}}-\frac{\mu^{2}}{\rho_{T C}} \frac{\mu}{\rho}_{B B}+2 \frac{\mu}{\rho_{B C}} \frac{\mu}{\rho}_{T B} \frac{\mu}{\rho}{ }_{T C}\right]
\end{aligned}
$$

$$
\begin{align*}
& =\left(\frac{\mu}{\rho_{T T}} \frac{\mu}{\rho}_{B B}-\frac{\mu^{2}}{\rho_{T B}}\right)\left[\frac{\mu}{\rho_{T C}}\left(\frac{\mu}{\rho_{B B}} \frac{\mu}{\rho}_{C C}-\frac{\mu^{2}}{\rho_{B C}}\right)+\frac{\mu}{\rho_{T B}}\left(\frac{\mu}{\rho_{B C}} \frac{\mu}{\rho}_{T C}-\frac{\mu}{\rho_{T B}} \frac{\mu}{\rho_{C C}}\right)+\frac{\mu}{\rho_{T C}}\left(\frac{\mu}{\rho_{T B}} \frac{\mu}{\rho_{B C}}-\frac{\mu}{\rho_{T C}}{\frac{\mu}{\rho_{B B}}}\right)\right] \\
& X_{C}=n D_{33}\left(\frac{\mu}{\rho_{T T}} \frac{\mu}{\rho_{B B}}-\frac{\mu^{2}}{\rho_{T B}}\right) \tag{F.4}
\end{align*}
$$

Substituting $X_{C}$ into equation (F.3), the noise for the contrast material would be

$$
\begin{equation*}
\sigma_{\rho_{C} t_{c}}^{2} \approx\left(\frac{1}{N}+\frac{1}{N_{0}}\right) \frac{\left(\frac{\mu}{\rho_{T T}} \frac{\mu}{\rho_{B B}}-\frac{\mu^{2}}{\rho_{T B}}\right)}{n D_{33}} \tag{F.5}
\end{equation*}
$$

Then the SNR equation would be

$$
S N R_{C}=\frac{\rho_{C} t_{C}}{\sigma_{\rho_{C} t_{C}}} \approx \sqrt{\frac{n D_{33}}{\left(\frac{1}{N}+\frac{1}{N_{0}}\right)\left(\frac{\mu}{\rho_{T T}} \frac{\mu}{\rho_{B B}}-\frac{\mu^{2}}{\rho_{T B}}\right)}} \rho_{C} t_{C}=\sqrt{\frac{n N N_{0}}{N+N_{0}}} \sqrt{\frac{D_{33}}{\frac{\mu}{\rho_{T T}} \frac{\mu}{\rho_{B B}}-\frac{\mu^{2}}{\rho_{T B}}}} \rho_{C} t_{C}
$$

Assuming dilute contrast material in the object $N \approx N_{0} e^{-\mu t}$ where $\mu=\frac{\mu}{\rho_{T}} \rho_{T}$ and $t=t_{T}+t_{B}+t_{C}$, the simplified SNR for the projected contrast material would be,

$$
\begin{aligned}
& S N R_{C} \approx \sqrt{\frac{n N_{0}}{1+e^{\mu t}}} \sqrt{\frac{D_{33}}{\frac{\mu}{\rho_{T T}} \frac{\mu}{\rho_{B B}}-\frac{\mu^{2}}{\rho_{T B}}}} \rho_{C} t_{C}
\end{aligned}
$$

Then the simplified SNR equation for the contrast material is

$$
\begin{equation*}
S N R_{C} \approx \sqrt{\frac{n N_{0}}{1+e^{\mu t}}} \sqrt{1-\frac{\frac{\mu}{\rho_{T T}} \frac{\mu^{2}}{\rho_{B C}}+\frac{\mu}{\rho_{B B}} \frac{\mu}{\rho}^{2}-2 \frac{\mu}{\rho_{T B}} \frac{\mu}{\rho}_{T C} \frac{\mu}{\rho_{B C}}}{\frac{\mu}{\rho}_{C C}\left(\frac{\mu}{\rho_{T T}} \frac{\mu}{\rho_{B B}}-\frac{\mu}{\rho_{T B}^{2}}\right)} \sqrt{\frac{\mu}{\rho_{C C}}} \rho_{C} t_{C}} \tag{5.33}
\end{equation*}
$$

Similarly, the simplified SNR for the soft tissure and bone material are,

$$
\begin{align*}
& S N R_{T} \approx \sqrt{\frac{n N_{0}}{1+e^{\mu t}}} \sqrt{1-\frac{\frac{\mu}{\rho_{B B}} \frac{\mu^{2}}{\rho_{T C}}+\frac{\mu}{\rho_{C C}} \frac{\mu}{\rho}^{2}-2 \frac{\mu}{\rho_{T B}}{ }^{\frac{\mu}{\rho^{\prime}}}{ }_{T C} \frac{\mu}{\rho_{B C}}}{\frac{\mu}{\rho}_{T T}\left(\frac{\mu}{\rho_{B B}}{ }_{B B}{ }^{\frac{\mu}{\rho}}{ }_{C C}-\frac{\mu^{2}}{\rho_{B C}}\right)}} \sqrt{\frac{\mu}{\rho_{T I}}} \rho_{T} t_{T} \\
& S N R_{B} \approx \sqrt{\frac{n N_{0}}{1+e^{\mu t}}} \sqrt{1-\frac{\frac{\mu}{\rho_{T T}} \frac{\mu^{2}}{\rho_{B C}}+\frac{\mu}{\rho_{C C}} \frac{\mu}{\rho}^{2}-2 \frac{\mu}{\rho_{T B}}{ }^{\frac{\mu}{\rho}}{ }_{T C} \frac{\mu}{\rho_{B C}}}{\frac{\mu}{B B}\left(\frac{\mu}{\rho_{T T}} \frac{\mu}{\rho_{C C}}-\frac{\mu}{\rho_{T C}}\right)} \sqrt{\frac{\mu}{\rho_{B B}}} \rho_{B} t_{B}} \tag{5.33}
\end{align*}
$$

As expected, all the SNR values are dependent upon the square root of the incident photon count $\left(n N_{0}\right)$ and amount of material present. Also all the SNR values have a dimensionless common term as well as a RMS average of the mass attenuation coefficients over the photon energy range.

# Appendix G Left Inverse Derivation for $\boldsymbol{m}$-Component NESI 

For a general NESI system containing $m$ number of components, the negative logarithm of the normalized signals could be arranged in a matrix form as,

$$
\begin{align*}
& {\left[\begin{array}{c}
r_{1} \\
: \\
r_{i} \\
: \\
r_{n}
\end{array}\right]=\left[\begin{array}{c}
-\ln \left(\frac{N_{1}}{N_{01}}\right) \\
-\ln \left(\frac{N_{i}}{N_{0 i}}\right) \\
-\ln \left(\frac{N_{n}}{N_{0 n}}\right)
\end{array}\right]=\left[\begin{array}{c}
\frac{\mu}{\rho_{11}} \rho_{1} t_{1}+. .+\frac{\mu}{\rho_{j 1}} \rho_{j} t_{j}+. .+\frac{\mu}{\rho_{m 1}} \rho_{m} t_{m} \\
. \\
\frac{\mu}{\rho_{1 i}} \rho_{1} t_{1}+. .+\frac{\mu}{\rho_{j i}} \rho_{j} t_{j}+. .+\frac{\mu}{\rho_{m i}} \rho_{m} t_{m} \\
. \\
\frac{\mu}{\rho_{1 n}} \rho_{1} t_{1}+. .+\frac{\mu}{\rho_{j n}} \rho_{j} t_{j}+. .+\frac{\mu}{\rho_{m n}} \rho_{m} t_{m}
\end{array}\right]} \\
& {\left[\begin{array}{c}
r_{1} \\
: \\
r_{i} \\
: \\
r_{n}
\end{array}\right]=\left[\begin{array}{ccccc}
\frac{\mu}{\rho_{11}} & . & \frac{\mu}{\rho_{j 1}} & . . & \frac{\mu}{\rho_{m 1}} \\
: & : & & : \\
\frac{\mu}{\rho_{1 i}} & . . & \frac{\mu}{\rho_{j i}} & . . & \frac{\mu}{\rho_{m i}} \\
: & : & : & : \\
\frac{\mu}{\rho_{1 n}} & . . & \frac{\mu}{\rho_{j n}} & . . & \frac{\mu}{\rho_{m n}}
\end{array}\right]\left[\begin{array}{c}
\rho_{1} t_{1} \\
: \\
\rho_{j} t_{j} \\
: \\
\rho_{m} t_{m}
\end{array}\right]} \tag{G.1}
\end{align*}
$$

Multiplying the left inverse of the $n \times m$ matrix of the $\frac{\mu}{\rho}$, the projected densities are derived as,

$$
\left[\begin{array}{c}
\rho_{1} t_{1} \\
: \\
\rho_{j} t_{j} \\
: \\
\rho_{m} t_{m}
\end{array}\right]=\left[\begin{array}{ccccc}
\frac{\mu}{\rho_{11}} & . . & \frac{\mu}{\rho_{j 1}} & . . & \frac{\mu}{\rho_{m 1}} \\
\vdots & & : & & : \\
\frac{\mu}{\rho_{1 i}} & . & \frac{\mu}{\rho_{j i}} & . . & \frac{\mu}{\rho_{m i}} \\
\vdots & & \vdots & & : \\
\frac{\mu}{\rho_{1 n}} & . & \frac{\mu}{\rho_{j n}} & . . & \frac{\mu}{\rho_{m n}}
\end{array}\right]_{l e f t}^{-1}\left[\begin{array}{c}
r_{1} \\
: \\
r_{i} \\
\vdots \\
r_{n}
\end{array}\right]
$$

The sums of the $\frac{\mu}{\rho}$ products can be replaced by their averages

$$
\begin{array}{ll}
\frac{\mu}{\rho}{ }_{\langle 11\rangle} \equiv \frac{1}{n} \sum_{i} \frac{\mu^{2}}{\rho_{1 i}} & \frac{\mu}{\rho_{\langle j j}} \equiv \frac{1}{n} \sum_{i} \frac{\mu}{\rho}_{j i}^{2} \\
\frac{\mu}{\rho}{ }_{\langle m m\rangle} \equiv \frac{1}{n} \sum_{i}\left(\frac{\mu}{\rho_{1 i}} \frac{\mu}{\rho_{m i}} \sum_{i} \frac{\mu}{\rho}_{m i}^{2}\right)=\frac{1}{n} \sum_{i}\left(\frac{\mu}{\rho_{m i}} \frac{\mu}{\rho_{1 i}}\right) \equiv \frac{\mu}{\rho_{\langle m 1\rangle}}  \tag{5.39}\\
\frac{\mu}{\rho}{ }_{\langle j 1\rangle} \equiv \frac{1}{n} \sum_{i}\left(\frac{\mu}{\rho_{j i}} \frac{\mu}{\rho_{l i}}\right) \equiv \frac{\mu}{\rho_{\langle 1 j\rangle}} & \frac{\mu}{\rho_{\langle m j\rangle}} \equiv \frac{1}{n} \sum_{i}\left(\frac{\mu}{\rho_{m i}} \frac{\mu}{\rho_{j i}}\right) \equiv \frac{\mu}{\rho_{\langle j m\rangle}}
\end{array}
$$

Then

$$
\left[\begin{array}{c}
\rho_{1} t_{1}  \tag{G.3}\\
: \\
\rho_{j} t_{j} \\
: \\
\rho_{m} t_{m}
\end{array}\right]=\left[\begin{array}{ccccc}
n \frac{\mu}{\rho} & . . & n \frac{\mu}{\rho_{\langle 11\rangle}} & . . & n \frac{\mu}{\rho_{\langle 1 m\rangle}} \\
\vdots & & : & & : \\
n \frac{\mu}{\rho_{\langle j 1\rangle}} & . . & n \frac{\mu}{\rho_{\langle j i\rangle}} & . . & n \frac{\mu}{\rho_{\langle j m\rangle}} \\
: & & : & & : \\
n \frac{\mu}{\rho_{\langle m 1\rangle}} & . . & n \frac{\mu}{\rho_{\langle m j\rangle}} & . . & n \frac{\mu}{\rho_{\langle m m\rangle}}
\end{array}\right]^{-1}\left[\begin{array}{c}
\sum_{i}\left(\frac{\mu}{\rho_{1 i i}} r_{i}\right) \\
\vdots \\
\sum_{i}\left(\frac{\mu}{\rho_{j i}} r_{i}\right) \\
\vdots \\
\sum_{i}\left(\frac{\mu}{\rho_{m i}} r_{i}\right)
\end{array}\right]
$$

$$
\begin{align*}
& {\left[\begin{array}{c}
\rho_{1} t_{1} \\
\vdots \\
\rho_{j} t_{j} \\
\vdots \\
\rho_{m} t_{m}
\end{array}\right]=\frac{1}{n D_{m m}}\left[\begin{array}{ccccc}
R_{11} & . . & R_{1 j} & . . & R_{1 m} \\
: & & : & & : \\
R_{j 1} & . . & R_{j j} & . . & R_{j m} \\
: & & : & & : \\
R_{m 1} & . . & R_{m j} & . . & R_{m m}
\end{array}\right]\left[\begin{array}{c}
\sum_{i}\left(\frac{\mu}{\rho_{1 i}} r_{i}\right) \\
\vdots \\
\sum_{i}\left(\frac{\mu}{\rho} r_{j i}\right) \\
\vdots \\
\sum_{i}\left(\frac{\mu}{\rho_{m i}} r_{i}\right)
\end{array}\right]} \tag{G.4}
\end{align*}
$$

Then the projected density equations (5.38) in chapter 5.3.2.3 are obtained.

$$
\begin{align*}
& \rho_{1} t_{1}=\frac{1}{n D_{m m}}\left[R_{11} \sum_{i}\left(\frac{\mu}{\rho_{1 i}} r_{i}\right)+\ldots+R_{1 j} \sum_{i}\left(\frac{\mu}{\rho} r_{j i} r_{i}\right)+\ldots+R_{1 m} \sum_{i}\left(\frac{\mu}{\rho_{m i}} r_{i}\right)\right] \\
& \ldots  \tag{5.38}\\
& \rho_{j} t_{j}=\frac{1}{n D_{m m}}\left[R_{j 1} \sum_{i}\left(\frac{\mu}{\rho_{1 i}} r_{i}\right)+\ldots+R_{j j} \sum_{i}\left(\frac{\mu}{\rho_{j i}} r_{i}\right)+\ldots+R_{j m} \sum_{i}\left(\frac{\mu}{\rho_{m i}} r_{i}\right)\right] \\
& \ldots \\
& \rho_{m} t_{m}=\frac{1}{n D_{m m}}\left[R_{m 1} \sum_{i}\left(\frac{\mu}{\rho_{1 i}} r_{i}\right)+\ldots+R_{m j} \sum_{i}\left(\frac{\mu}{\rho_{j i}} r_{i}\right)+\ldots+R_{m m} \sum_{i}\left(\frac{\mu}{\rho_{m i}} r_{i}\right)\right]
\end{align*}
$$

## Appendix H SNR derivation for $\boldsymbol{m}$-Component NESI

Starting from the projected density equations for the $m$-component NESI,

$$
\begin{align*}
& \rho_{j} t_{j}=\frac{1}{n D_{m m}}\left[R_{j 1} \sum_{i}\left(\frac{\mu}{\rho_{1 i}} r_{i}\right)+\ldots+R_{j j} \sum_{i}\left(\frac{\mu}{\rho_{j i}} r_{i}\right)+\ldots+R_{j m} \sum_{i}\left(\frac{\mu}{\rho_{m i}} r_{i}\right)\right]  \tag{5.38}\\
& \text { where } r_{i}=-\ln \left(\frac{N_{i}}{N_{0_{i}}}\right)=\sum_{j} \frac{\mu}{\rho_{j i}} \rho_{j} t_{j} \quad(1 \leq i \leq n, 1 \leq j \leq m, n \geq m) \tag{1.37}
\end{align*}
$$

applying propagation of error on equation (5.38) assumes independent measurements of both the incident beam at each energy $N_{0 i}$ and the transmitted beam at each energy $N_{i}$,

$$
\begin{equation*}
\sigma_{\rho_{f_{j}}}^{2}=\sum_{i}\left[\left(\frac{\partial \rho_{j} t_{j}}{\partial N_{i}}\right)^{2}\left(\delta N_{i}\right)^{2}+\left(\frac{\partial \rho_{j} t_{j}}{\partial N_{0 i}}\right)^{2}\left(\delta N_{0 i}\right)^{2}\right] \tag{H.1}
\end{equation*}
$$

With Poisson statistics, the variance in the photon counts,

$$
\left(\delta N_{i}\right)^{2}=N_{i} \quad\left(\delta N_{0 i}\right)^{2}=N_{0 i}
$$

The included partial derivatives are,

$$
\begin{gathered}
\frac{\partial \rho_{j} t_{j}}{\partial N_{i}}=\frac{\partial \rho_{j} t_{j}}{\partial r_{i}} \frac{\partial r_{i}}{\partial N_{i}} \quad \frac{\partial \rho_{j} t_{j}}{\partial N_{0 i}}=\frac{\partial \rho_{j} t_{j}}{\partial r_{i}} \frac{\partial r_{i}}{\partial N_{0 i}} \\
\frac{\partial r_{i}}{\partial N_{i}}=-\frac{\partial}{\partial N_{i}}\left(\ln \frac{N_{i}}{N_{0 i}}\right)=-\frac{1}{N_{i}} \quad \frac{\partial r_{i}}{\partial N_{0 i}}=-\frac{\partial}{\partial N_{0 i}}\left(\ln \frac{N_{i}}{N_{0 i}}\right)=\frac{1}{N_{0 i}} \\
\frac{\partial \rho_{j} t_{j}}{\partial r_{i}}=\frac{\partial}{\partial r_{i}}\left[\frac{R_{j 1} \sum_{i}\left(\frac{\mu}{\rho_{l i}} r_{i}\right)+\ldots+R_{j j} \sum_{i}\left(\frac{\mu}{\rho_{j i}} r_{i}\right)+\ldots+R_{j m} \sum_{i}\left(\frac{\mu}{\rho_{m i}} r_{i}\right)}{n D_{m m}}\right]=\frac{R_{j 1} \frac{\mu}{\rho_{1 i}}+\ldots+R_{j j} \frac{\mu}{\rho_{j i}}+\ldots+R_{j m} \frac{\mu}{\rho_{m i}}}{n D_{m m}}
\end{gathered}
$$

Combining these derived items the image noise from equation (H.1) could be determined.

$$
\begin{align*}
\sigma_{\rho_{f^{t} j}}^{2} & =\sum_{i}\left[\left(\frac{\partial \rho_{j} t_{j}}{\partial N_{i}}\right)^{2}\left(\delta N_{i}\right)^{2}+\left(\frac{\partial \rho_{j} t_{j}}{\partial N_{0 i}}\right)^{2}\left(\delta N_{0 i}\right)^{2}\right] \\
& =\sum_{i}\left[\left(\frac{R_{j 1} \frac{\mu}{\rho_{l i}}+\ldots+R_{j j} \frac{\mu}{\rho_{j i}}+\ldots+R_{j m} \frac{\mu}{\rho_{m i}}}{n D_{m m}}\right)^{2}\left(\left(-\frac{1}{N_{i}}\right)^{2} N_{i}+\left(\frac{1}{N_{0 i}}\right)^{2} N_{0 i}\right)\right] \\
\sigma_{\rho_{f^{t} j}}^{2} & =\frac{1}{n^{2} D_{m m}^{2}} \sum_{i}\left[\left(R_{j 1} \frac{\mu}{\rho_{1 i}}+\ldots+R_{j j} \frac{\mu}{\rho_{j i}}+\ldots+R_{j m} \frac{\mu}{\rho_{m i}}\right)^{2}\left(\frac{1}{N_{i}}+\frac{1}{N_{0 i}}\right)\right] \tag{H.2}
\end{align*}
$$

The SNR for the projected contrast image will be,

$$
\begin{equation*}
S_{N R}=\frac{\rho_{j} t_{j}}{\sigma_{\rho_{j} t_{j}}}=\frac{n D_{m m}}{\sqrt{\sum_{i}\left[\left(R_{j 1} \frac{\mu}{\rho_{1 i}}+\ldots+R_{j j} \rho_{j i}+\ldots+R_{j m} \frac{\mu}{\rho_{m i}}\right)^{2}\left(\frac{1}{N_{i}}+\frac{1}{N_{0 i}}\right)\right]}} \rho_{j} t_{j} \tag{5.40}
\end{equation*}
$$

Assuming equal incident flux $N_{0 i}$ for all the energy $i$, equal transmitted flux $N_{i}$ for all the energy $i$ and $N \approx N_{0} e^{-\mu t}$, the simplified SNR for the projected material would be,

$$
\begin{align*}
& S N R_{j} \approx \frac{1}{\sqrt{\frac{1}{N}+\frac{1}{N_{0}}}} \frac{n D_{m m}}{\sqrt{\sum_{i}\left(R_{j 1} \frac{\mu}{\rho_{1 i}}+\ldots+R_{j j} \frac{\mu}{\rho_{j i}}+\ldots+R_{j m} \frac{\mu}{\rho_{m i}}\right)^{2}}} \rho_{j} t_{j} \\
& S N R_{j} \approx \sqrt{\frac{n N_{0}}{1+e^{\mu t}}} \frac{\sqrt{n} D_{m m}}{\sqrt{\sum_{i}\left(R_{j 1} \frac{\mu}{\rho_{1 i}}+\ldots+R_{j j} \frac{\mu}{\rho}{ }_{j i}+\ldots+R_{j m} \frac{\mu}{\rho_{m i}}\right)^{2}}} \rho_{j} t_{j} \tag{5.41}
\end{align*}
$$
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