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Abstract

Due to the increasing complexity of modern bulk power systems, the power swing identifi-

cation, blocking, and protection have become more challenging than they used to be. Among

various transmission line protection methods, distance relays are the most commonly used

type. One of the advantages of using distance relays is the zoned protection which provides

redundancy. However, the additional redundancy comes with a problem that it increases the

probability of incorrect operation. For example, the undesired operation of the third zone

distance protection during power swing scenarios has been attributed as one of the major

causes for creating large-scale blackouts. Some research works in the literature investigate

proper identification of stable and unstable power swing conditions. Most research works

dwell on identification of power swing conditions but do not address how the scheme could

be used for blocking the third zone of distance relays during stable power swings. Also, the

current power swing detection schemes are often very complex to implement for a relaying

engineer or are not fast enough for blocking the third zone distance element.

This research proposes a reliable and fast methodology for the third zone blocking (TZB)

during power swings. The new mathematical formulations and derivations are based on

sound time tested power system theory and are simpler to understand for a relaying en-

gineer to implement this technique. The algorithm proposed in the research can prevent

unnecessary tripping of distance relays during power swings. The algorithm also overcomes

the shortcomings of the conventional power swing identification methods when applied for

the third zone blocking. A first zero-crossing (FZC) concept is introduced as the criteria for

identifying stable power swing or out-of-step phenomena. The analysis is based on system

stability point of view and utilizes power-angle equations. The proposed algorithm could be

applied at every discrete time interval or time step of a distance relay to detect power swing

points. It could also be applied to any transmission line in the power system by finding an
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equivalent single machine infinite bus (SMIB) configuration individually for each line on a

real-time basis, which is one of the primary advantages of the proposed method.

In the thesis work, the proposed technique is first demonstrated using a simple single

machine infinite bus system. The TZB algorithm is then tested using a modified Western

Electricity Coordinating Council (WSCC) power system configuration using Power System

Analysis Toolbox (PSAT) simulations. The code is written in MATLAB. The TZB method

is then further analyzed using electromagnetic simulations with Real-Time Digital Simulator

(RTDS) on WSCC system. The proposed method uses small time step simulations (50 µs)

to take various aspects of power system complexity into consideration, such as different har-

monics presents in the system, synchronous machine operation at different speeds, travelling

wave representation of transmission lines instead of purely lumped parameter representation,

etc.

The investigations as mentioned above and the results show that the proposed TZB

scheme is a straightforward and reliable technique, involving only a few calculation steps,

and could be applied to any power system configuration. The main novelty of this technique

is that it does not require a priori stability study to find the relay settings unlike conventional

power swing identification or distance relay blocking techniques. The inputs to the relay are

basic electrical quantities which could be easily measured locally on any transmission line.

The local measurements would make the implementation of the proposed TZB simpler for

relaying applications compared to Wide Area Measurement System (WAMS) based tech-

niques. In a WAMS based relaying technique – the cost associated with the communication

network, reliability of the communication network, impact of communication delay on relay,

etc all become factors for actual industry use.
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Chapter 1

Introduction

1.1 Power System Protection
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Figure 1.1: Typical Western Systems Coordinating Council 9 bus power system. [2]

In modern complex power system networks, the generating stations and subtransmission

feed points are interconnected, therefore no radial or single-loop systems can be found [1].
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A schematic diagram of a Western Systems Coordinating Council 9 bus power system is

shown as an example in Figure 1.1. In this test system, the electrical power is generated

from generating stations, and in step-up transformer substations it is converted from a lower

voltage to 230kV high voltage to be delivered to step-down transformer substations, and to

supply consumer loads. The primary objective of all power systems in general is to provide a

highly reliable and continuous electricity supply to consumers. Nevertheless, with continuous

increase in electrical loads, the transmission systems are often being operated under stressed

conditions and as a result power systems of nowadays are more sensitive to disturbances

than before, thus the modern interconnected networks are more likely losing stability that

could lead to a partial or complete blackout [15].

Losing power, voltage drops in the power system and overcurrent situations can inevitably

occur due to the natural events, physical accidents, equipment failures or misoperations

[16]. The states in which a power system operates can be categorized as an alert state,

an emergency state, and an in-extremis or islanding state [17]. In an alert state, the power

system experiences an incident which often does not lead to an interruption. In an emergency

state, the power system incident needs an immediate action. If the faulted portion of the

power system is not isolated at the right time from the rest of the grid, the situation may

deteriorate further due to the automatic protective device operation causing generation-

load balance issues and lead to wider-scale power system instability. In the in-extremis or

islanding state the large power network is separated into small areas or islands, where the

loads are supplied from local generations. Once the system comes to this state, it cannot

go back to the emergency mode without operator’s intervention. As the chain of events

happen in various sections of the grid, a flood of alarms occur and also there is incomplete

information coming from some portions of the network creating a vastly complex situation

for the operator to mitigate the fast developing disturbance situation in a manual mode [17].

This essentially means that the protective devices have to be prudently designed for their

automatic operation to control the impact of the disturbance. For automatic operations, the

proper sequential operation of local and back-up protection functions is also essential (i.e.

in case of a local protection failure).
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The five basic facets of all power system protection as described in [16] are: Reliability:

the certainty that protection operates correctly; Selectivity: the ability of keeping continuity

of service with the minimum amount of disconnection; Operational Speed: high speed fault

clearance to prevent equipment damages and hazards to personnel; Simplicity of the Method-

ology: to achieve the protection reliability objectives; Economics: the maximum amount of

protection at a least amount of total cost.

1.2 Power System Relaying
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Line

R R R RR
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Figure 1.2: Protective relay overlapped protection zone.

A protective relay apart from its basic logical components also consists of other subsys-

tems, such as circuit breakers, transducers, and batteries, etc [18]. Circuit breakers interrupt

electric circuits at near current zero by energizing their operating coils [19]. The transducers,

such as CTs and CVTs, convert the voltage and current to an acceptable lower level to drive

relays as well as other logical devices.

Power system protective relays are implemented by dividing the power system into pro-

tection zones and contingencies can be removed by disconnecting a minimum proportion

of the system [4]. To reduce the possibility of the unprotected section of the system, the

adjacent protection zones are overlapped as shown in Figure 1.2. The boundaries of the pro-

tection zones are determined by the locations of current transformers (CTs). The protection
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zones overlaps each other by locating CTs as shown in Figure 1.3. In order to ensure that

the power system operates properly; the various protective relays need to be coordinated

accordingly. For example, when a fault happens, the primary relay assigned to this zone is

supposed to operate. If it does not operate, the backup relays that are available have to

clear this fault. The postmortem analysis of many of the previous power system incidents

have shown that the backup protective relays can cause cascading type events (i.e. backup

relay operation in one portion of the network could make another portion of the network

vulnerable) [15]. Generally, a good amount of redundancy is needed to achieve dependabili-

ty. However, the additional redundancy comes with a problem: it increases the probability

of incorrect operation even though that it improves dependability, therefore, a balance is

needed between the dependability and the security [16].

Zone II Current 

Transformer

Zone I Current 

Transformer

Zone II Zone I 

Figure 1.3: Protective relay CT placement for overlapped protection zone. [3]

The protective relays are of paramount importance to accomplish power system protec-

tion tasks. A protective relay is defined by Institute of Electrical and Electronic Engineers

(IEEE) as “an electric device that is designed to respond to input conditions in a prescribed

manner and, after specified conditions are met, to cause contact operation or similar abrupt

change in associated electric control circuits.” “Inputs are usually electric, but may be

mechanical, thermal, or other quantities or a combination of quantities” [20].

The protective relays can be categorized by their input: current, voltage, power, fre-

quency, and temperature, or the technology they use: electromechanical, solid-state, digital,

numerical relays, or by their performance characteristics such as distance, reactance, di-

rectional overcurrent, inverse time, phase, ground, overcurrent, undervoltage, overvoltage,

percentage differential relays etc. [16]. Whenever contingencies happen in a power system,
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the various protection devices quickly operate to isolate the fault and also to minimize the

extent of outage on the system.

1.3 Distance Relay
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Figure 1.4: (a) Zone protection. (b) Time delays associated with different zones. [1]

1.3.1 Zone Protection

The distance relay started appearing around 1923 in an effort to overcome the problems

associated with the simpler type of graded time overcurrent relays [21]. Well applicable

to complex power system networks without radial or single-loop systems, the distance re-

lay provides protection for the transmission lines connected to a network by measuring the

impedance at the relay point, which is proportional to the distance to a fault and is inde-
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pendent of the fault current level. This protection has a number of advantages compared to

the overcurrent relay in power system network protection, e.g., greater trip coverage, greater

sensitivity, easier setting, calculation and coordination, fixed zone of protection, and it is rel-

atively independent of the system changes, requires less maintenance, has more independence

for load changes [4].

The distance relay responds to the calculated electrical circuit distance between the relay

location and the fault point as a function of its measured inputs. In other words, a distance

relay measures the voltage and current of the power system at the relay point to determine

whether a detected fault is within or outside its protection zones. That is

Zapp = E/I (1.1)

where Zapp is the apparent impedance, E and I are the measured voltage and current at the

relay point.

Generally for transmission line protections, three protection zones are applied to provide

backup for the remote section. In Figure 1.4, a transmission line protection is described. In

Figure 1.4a, Zone 1 of the relay B12 is designed to cover about 80% length of the section

BD. Zone 2 is set to cover 120% length of BD. Zone 3 covers the section BD and 120% of the

section DE. The transmission line in Figure 1.4 could be as long as hundreds of kilometers.

Figure 1.4b shows the time delays for the relays in different zones.

1.3.2 Mho Relay

The impedance relays do not have a directional impedance characteristic, therefore a

separate directional unit is required to limit the tripping area for line faults as shown in

Figure 1.5a [4]. In the same fashion, the reactance relays can not work independently as

well, since the load impedance may appear on the protection characteristics on an impedance

plane. The reactance relay as shown in Figure 1.5b also needs a directional unit to confine

the operational area.

The mho relay has a fixed protection coverage to prevent the load impedance intruding
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into the relay characteristics, and it has an inherent directional protection feature to limit

the operation in response to the predefined zones as shown in Figure1.6a. The operating

zone of a mho circle is defined by Equation 1.3 [4]
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Zr =
ZL − ZL∠θ

2
(1.2)

where Zr is the reach of the relay; ZL is the protection reach impedance on the transmission

line; θ varies from 0◦ to 360◦, which works to define a circle whose center is at
ZL

2
and radius

is the magnitude of
ZL

2
.

The amplitude comparator and phase comparator can be employed to determine the

operation of the mho relay [21]. The mho relay operates when the contingency is within the

mho relay characteristics, i.e.

∣∣CO∣∣ ≥ ∣∣CR∣∣ (1.3)

where CO is the operation signal of the amplitude comparator, and CR is the restraint signal

of the amplitude comparator.

Or, expressed as a phase comparator

∣∣∠φ1 − ∠φ2

∣∣ < 90◦ (1.4)

when

C1 = CO − CR (1.5)

C2 = CO + CR (1.6)

where C1 is the difference phasor of CO and CR; and C2 is the phasor sum of CO and CR;

φ1 is the angle of C1; φ2 is the angle of C2.

The offsetting mho relay adjusts the relay characteristics to expand or shrink its coverage,

in order to be less susceptible to a load encroachment or alternatively encompass the relay

location into the protection zone, even providing reverse coverage to an adjacent line [14] as

shown in Figure1.6b.
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1.3.3 Infeed and Outfeed Impact on Distance Relays

The mho relay selectivity can be affected by contingency scenarios, fault impedance

values, operating conditions, as well as due to different devices in the system, some of these

issues are discussed in [22] [23]. For instance, when there is a source which could contribute

to a fault current within the operating zone of a distance relay, its reach will be reduced and

would be a function of the fault current [4]. This effect of infeed current can be analyzed

using Figure 1.7a, where there is a source feeding current to a fault at F from Bus B. When

there is a solid/bolted fault at F which is within the coverage of the relay at Bus A, the

voltage measured by the relay at A is the drop along the lines from the relay to the fault [4],

9



VA = IAZA + (IA + IB)ZF (1.7)

The apparent impedance measured by the distance relay is

Zapp = ZA +
IA + IB
IA

ZF (1.8)

When IB is not zero, the apparent impedance measured at Bus A, Zapp, is greater than

the actual impedance, and the reach of the distance relay decreases.

When there is no source at a tap point except for a tie line to a remote bus, a fault

current can flow out from this tap terminal for an internal fault near the remote bus as

shown in Figure 1.7b. With no source at Bus C, the current will flow out of Bus C and over

CD to the internal fault on the line BD, reducing the apparent impedance value to less than

the actual impedance, so that the reach of the distance relay is increased in this scenario [4].

The infeed and outfeed effects are used for Zone 2 and Zone 3 remote back up protections.

The Zone 3 distance relay is an overreaching zone providing remote back up protection

when the local primary protection fails for a local fault. The Zone 3 time delay is 1-2

seconds longer than the Zone 2 time delay to achieve the coordination [14]. The infeed at

the remote bus may result in Zone 3 relays to underreach. Likewise, the outfeed may result

in an overreaching effect. Distance relays may also operate falsely for transient and voltage

instability [14], and sometimes the long reach of the distance relays even though useful in

certain circumstances may conflict with the line load ability requirements.

1.4 Power System Stability

1.4.1 Power Swing Phenomena

A power balance exists between generated and consumed active and reactive powers in

a power system under steady-state conditions. However, when a large disturbance happens,
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e.g. faults, line switching, disconnection of generators, and the loss of large block of loads,

it could result in sudden changes in the electric power consumptions. Since the mechanical

power input to generator remains constant, these disturbances may trigger the machine

rotor angle to oscillate and result in electrical power swings [6]. The generator rotor starts

accelerating resulting in electromechanical oscillations in the system, which cause fluctuations

in the magnitude and phase of the voltages and currents throughout the system [24] as

shown in Figure 1.8. Consequently, the power flow between the interconnected portions of

the system starts oscillating. Power swings are variations in power flow that occur when

the internal voltages of generators at different locations of the power system start slipping

relative to each other. If a new equilibrium is reached after the disturbance, the power swing

is referred to as a stable power swing. If a new stable equilibrium is not reached then the

swing is referred to as an unstable power swing or out-of-step phenomena. If the power swing

is a severe power swing, it may cause large separations of generator rotor angles, losses of

synchronism between generators and transmission systems, eventually tripping transmission

lines, leading to cascading outages and the shutdown of large portion of the power grid.

For example, the large power swings were identified as the contributing factors to the

July 2, 1996 WSCC (Western Systems Coordinating Council) blackout. This outage tripped

30,500 MW of load and 27,300 MW of generation and affecting 7.5 million customers over

an area reaching 2,500 km from North to South and 2,000 km East to West in United States
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and Canada [25] [26].

The postmortem analysis and the subsequent R&D in the industry, Electric Power Re-

search Institute (EPRI), U.S.A. and the academic institutions helped in several cases prevent-

ing power swings from unnecessary tripping and causing wide scale blackouts. On November

4, 2006, the distance relay for Wehrendorf-Landesbergen 380 kV transmission line in North

Germany operated during a severe power swing disturbance that occurred in Europe. Al-

though more than 15 million European households lost power in order to isolate this distur-

bance and the Union for the Co-ordination of Transmission of Electricity (UCTE) system

was split into 3 islands, the conclusion inferred from the later investigation was that the

distance relay protection operated as designed and helped in an even more severe black-

out by splitting the system [14]. The incidents reported above explain the importance and

complexity of the problem.

1.5 Distance Relay Zone 3 Protection

Undesired Zone 3 tripping has often contributed to cascading outages. Once cascaded

events are initiated for various reasons, the Zone 3 elements of distance relays play an

important role during its propagation [14]. Contingencies such as temporary overloading on

a remote transmission line may accidentally trigger the operation of a local backup Zone 3

distance relay. The power flow transfer to other lines due to this operation makes other Zone

3 distance relays vulnerable prone to further operation leading to a more serious situation.

Despite that a defense system can collect all this information and make a decision to control

the situation, it is very difficult to interrupt the propagation of cascaded events because of

the quick operation of protective relays [27].

For example, the inappropriate Zone 3 protection settings of distance relay has been

identified as one of the major contribution factors for the cascading large scale power system

outage during the August 14, 2003 North America blackout that caused failure of the power

grids in Northeast United States and Southeast of Canada, which affected an estimated 50

million people and 61,800 MW of electrical load [28] [29]. Power was not restored for 4 days
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in some parts of the United States and for more than a week in parts of Ontario. Estimated

total costs reached billions of dollars in both countries [30].

Therefore, the correct operation of remote protective relays (Zone 3 operation) is very

important so that a large section of the power system does not fail unnecessarily. As explained

before, stable power swing conditions, which are not detrimental to the power system, but

they often intrude into the Zone 3 region of the distance relays and often cause maloperation

due to sometimes non-accurate settings for new system configuration or unforeseen type

contingency scenarios. The traditional way of setting these relays is using multiple time

domain simulations for different fault conditions but these settings become inaccurate as the

system evolves over years.

1.6 Literature Review

Despite Wide Area Measurement Systems (WAMSs) solution methodologies have become

popular nowadays for relaying applications, still most of the relaying applications in actual

industrial use such as out-of-step protection schemes, transmission line protections etc mainly

use local measurements, because of the simplicity, security and dependability of a local

measurement based method, as well as cost considerations. The local measurement based

schemes are still considered as desirable solution methodologies for relaying purposes.

In the following section, the various power swing identification techniques reported in the

literature are discussed under two broad categories: the local measurement based methods

in Section 1.6.1 and the synchrophasor based wide area measurement methods in Section

1.6.2.

1.6.1 Local Measurement Based Methods

Equal Area Criteria (EAC) is a classical direct method for power system stability pre-

diction [13] as discussed in Section 1.6.2 and 2.3.1. The equal area concept of EAC has

been extended to the time domain, namely Time Domain Equal Area Criteria [5],
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as discussed later in detail in Section 2.3.2. In this method, an incremental sum of area is

calculated between the mechanical power input Pm and the electrical power output Pe on

(P − t) power vs. time characteristics, representing the accelerating energy obtained in a

duration from the inception of a disturbance to the instant disturbance is removed. The

second portion of the area is calculated between the electrical power output Pe and the me-

chanical power input Pm on (P − t) domain representing the decelerating energy obtained

in a time duration after removing the disturbance to the instant when power angle would

become maximum i.e. δm. Consequently, the system stability is determined by comparing

the two integrated areas same as EAC, but directly in the time domain. In other words,

the system is stable if the accelerating energy gain during the fault period is equal to the

decelerating energy for δ < δm. Otherwise, if the accelerating energy is still greater at δ = δm

then the system will become unstable.

The Swing Centre Voltage (SCV) Method is also a local measurement based

method and has been reported in [31] and discussed in Section 2.3.7. For a two source

equivalent system, SCV is defined as the voltage when the impedance locus reaches the

swing center at which the power angle between the two sources is 180 degrees apart. A

more convenient way for out-of-step detection is differentiating SCV with respect to time:

the absolute value of the rate of change of SCV is at its minimum when the angle between

the two sources is close to zero, and this value is at its maximum when the angle is around

180 degrees, as such the out-of-step phenomena could be distinguished from a recoverable

disturbance. The swing centre voltage SCV can be approximated as a function of source

voltage magnitude and the power angle difference can be approximated by half of the an-

gle between the two source. Using these approximations, the SCV out-of-step detection is

realized based on local measurements.

Blinder Scheme [6] [32] is the conventional approach of power swing detection by

tracking the rate of change of the positive sequence impedance vector measured by a distance

relay, as discussed in Section 2.4.1. The Blinder Scheme is based on the concept that, during

a power swing, the swing impedance locus measured by a distance relay moves slower on

the impedance plane of the relay characteristics than it does in a fault condition. A timer is
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used distinguish a fault condition from a power swing condition by finding the time it takes

for the impedance locus to traverse between the outer and inner blinders (impedance locus

traverses significantly faster compared to a power swing condition). In order to differentiate

an out-of-step condition from a recoverable power swing, the blinder positions are determined

by multiple simulation studies so that the impedance locus enters the outer blinder only and

does not enter the inner blinder during a stable power swing. For an unstable power swing the

impedance locus enters both outer and inner blinders. The Blinder Scheme is a simple scheme

for determining out-of-step conditions or for power swing blocking, although it is not an easy

task to find correct timer settings as well as proper inner and outer blinder’s position on

relay characteristics, which may involve extensive stability studies on the system for diverse

contingency conditions. Moreover, it is not a robust technique for system configuration

changes, and the blinder methods are vulnerable that its operation can be affected by load

changes, which can be a tedious work for relay setting in power system protection.

Quadrilateral Characteristics (QUAD) Schemes are the distance relay zone pro-

tection schemes with quadrilateral characteristics, as discussed in Section 2.4.2. The QUAD

characteristic has a rectangular or trapezoidal shaped zone that is comprised of two re-

actance lines providing reactance boundaries and two resistance lines providing resistance

boundaries. The major advantage of the QUAD scheme is its flexible resistance coverage

with which the protection characteristics can either avoid load region to be immune from

load encroachment, or extend fixed resistance boundary to cover high resistance phase-to-

earth faults. One particular shape of quadrilateral characteristics is polygon characteristics

whose paralleled boundaries cover the reach of transmission lines and the resistance limits.

Concentric Zone Characteristics Schemes [6] are the blinder type schemes com-

bined with different types relay zone characteristics, as discussed in Section 2.4.2. The scheme

has two impedance characteristics that the second characteristic is concentric around the first

one. This can be accomplished with two additional characteristics specifically for the power

swing function, or with one additional outer impedance characteristic concentric to one of the

existing distance protection characteristics, such as Concentric Mho Scheme, Concen-

tric Quadrilateral Characteristics Scheme, Concentric Polygon Characteristics
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Scheme, and Concentric Lens Scheme [6].

Basic Characteristics Repositioning Method [14] moves basic mho relay charac-

teristics to improve the security of the relay operation during heavy load or power swing

conditions, as discussed in Section 2.4.3. The basic mho characteristics repositioning can be

done by rotating the mho circle at the origin of the impedance plane or offsetting mho circle

along the line impedance, in order to optimize the resistive coverage for relay mal-operation

due to stable power swings, heavy loads, close in faults, or to encompass the relay location

into relay coverage.

Continuous Impedance Calculation Method [8] tracks the rate of change of the

impedances for all three phases to differentiate power swing from fault condition. The ratio

of two successive differences of R, X is verified. The difference has to be less than a limiting

value to ensure that the impedance locus has a “continuous” or uniform movement with no

abrupt variations. This criteria is fulfilled only during a power swing condition, whereas

during a fault or an abrupt load change, the impedance vector jumps immediately to a fault

impedance value or a new impedance value.

For power swings, impedance loci generally swing from the operating region towards

lower impedance regions where protection zones are located, and then swing back and start

oscillating. The impedance vectors move relatively quickly while entering but at the point of

return the velocity of the impedance vectors could be very low, or almost zero. After passing

the point of return, the impedance vectors again start moving with increasing velocity. One

issue that can arise with this power swing characteristics is that at the point of return it

just looks like a three-phase fault, because all impedance vectors are in the protection zone

with almost no change. To distinguish this stable power swing condition with a three-phase

fault, reference [8] uses a time delay criteria. The delay is calculated dynamically and is used

in conjunction with the velocity of the impedance vectors. More details on the continuous

impedance calculation are provided in Section 2.4.4.

Instead of monitoring the rate of change of measured impedance, R-dot Method uses

rate of change of apparent resistance for out-of-step trip decision making [33] as discussed
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later in Section 2.4.5. The conventional blinder based relay schemes usually use fixed values

for resistance settings. In the R-dot Method, in addition to a fixed resistance threshold,

the rate of change of resistance is also included to determine the relay operation output.

While detecting a slow moving impedance trajectory for a power swing scenario, the R-dot

relay functions similar to a conventional Blinder Scheme relay. When the rate of change

of resistance is high, such as during a fault or out-of-step condition, an early tripping is

initiated for the relay.

There are other advanced types of protection methods such as the Wavelet Transform

Method [34], which has been used in power system analysis to identifying power swing or

differentiate a fault condition during a power swing phenomena, as discussed in Section 2.3.8.

The calculated wavelet energies appear to be different when the system is at fault, during the

power swing conditions or in the normal operations of the grid. In the Wavelet Transform

Method, the energy variations are compared at different frequency levels by applying a

wavelet transform on local voltage and current measurements. Since the wavelet analysis

can be performed with desirable frequencies as compared to Fourier techniques, it is more

suitable in power swing or out-of-step determination which is characterized with frequency

deviation of the system. On the other hand, the challenge exists to identify noises from faults

or contingencies, since the wavelet transform can be affected by inaccurate classification due

to noises in the system.

Support Vector Machine (SVM) Method [35] applies the Support Vector Machine

to distinguish power swings from fault and normal operating conditions. SVM has been

used in classification problems, e.g. pattern recognition, to find out a hyperplane to separate

the data points according to their classes such as the separation between the classes is

maximum, as discussed in Section 2.5.1. The parameters of the SVM model for power swing

identification are determined by inputting a set of pre-labelled training data, i.e. the electrical

quantities locally measured during power swings, faults, and normal operating conditions.

Then the power swing or symmetrical fault data testing sets are input to the SMV model

to predict the membership based on the training. It is reported [35] that the method is

capable of identifying power swings from normal operating conditions and distinguishing
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symmetrical faults from power swings.

Other pattern recognition approaches are reported such as the Fuzzy Inference Sys-

tem (FIS) Scheme [9] for power swing identification, as discussed in Section 2.5.2. At

first, the FIS scheme defines linguistic variables, such as machine angular frequency devi-

ation, as the inputs to FIS, and compares the input values with membership functions to

obtain membership values of the linguistic terms, which are the inputs to fuzzy rules. By

applying fuzzy reasoning, the output of each rule can be a linear combination of the input

variables. The out-of-step determination decision is therefore made as the final output which

equals weighted average of each rule’s output.

Similar types of pattern recognition approaches are applied for power swing and out-of-

step detection namely Artificial Neural Networks (ANNs) [10], as discussed in Section

2.5.3. ANNs have a large parallel network consisting of numerous highly interconnected

processors called neurodes operating based on organizational principles similar to the human

brain [36]. ANNs have three layers for out-of-step detection. The inputs to the input layer

are typical local electrical local measurements collected in either steady state or transient

durations, which have significant effect on stability. Calculated through the hidden layer, the

output out of the neural network output layer is a value between 0 and 1. A measurement

is classified when a sample is collected in stable or unstable power swing by comparing the

output to a threshold, e.g. greater or less than 0.5, such that the out-of-step detection is

achieved. Once ANNs are trained, the networks can quickly recognize a new pattern of power

system condition which belongs to a predefined class of patterns [10].

Theoretically all the above mentioned power swing detection approaches can be utilized

for blocking Zone 3 protection. Using it for Zone 3 requires prudence, because nonavailability

of Zone 3 when it is needed could exacerbate the situation and lead to a cascading effect, as

identifed in the large scale power network blackout event [30].

Reference [37] discusses a Transient Monitoring Function using a Phase Angle

Method for power swing blocking with the focus on Zone 3 protection, as presented later

in Section 2.7.2. The fundamental phasor components estimated by using the least square

18



method match the actual phasor signal measurements in steady state, whereas they are

different during abnormal conditions. This method calculates the absolute difference between

reconstructed current phasor components from the least square method and the actually

measured current phasors to detect abnormal changes in power system.

1.6.2 Wide Area Measurement Based Methods

The Synchrophasor Based Technology [38] [15] based protection schemes can sup-

plement conventional protection schemes. It helps in precisely locating a fault and also block

unnecessary relay trips. The synchrophasor based protection is discussed in more detail in

Section 2.6. The availability of GPS makes it possible to synchronize power system measure-

ments over long distances (using Phasor Measurement Units – PMU). The measurements

of the PMU technique are time stamped with high precision at the source end, so that the

data transmission speed is not as critical as it used to be in phasor based calculations and

PMU measurements collected with the same time stamp are used to calculate the state of

the power system at the instant defined by the time stamp [38]. The synchrophasor based

technology has broadened the capability & the scope of protection system with the recent

advances in communication networks as well as the development of inter-substation and

intra-substation communication standards.

The Equal Area Criteria(EAC) [13] discussed in Section 2.3.1 is a classical direct

method for stability analysis derived from the swing equation. The electrical power output

of a synchronous machine Pe moves on power vs. power angle (P − δ) curve from the ini-

tial operating power angle δ0 on (P − δ) plane during a dynamic condition, and is equal

to mechanical power input Pm at steady state. The system stability after a disturbance is

determined by comparing the area under the input electrical power Pe and the output me-

chanical power Pm on (P−δ) plane during the disturbance interval and after the disturbance

is cleared. Therefore, a stable power swing can be distinguished from an unstable one by

comparing the acceleration energy and the deceleration energy gain before and after remov-

ing the disturbance. With wide area measurements possible nowadays, the EAC method can

be applied for power swing and out-of-step detection.
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The classical EAC method is derived for a single machine infinite bus system and can

be also applied to a two machine system with a few reductions. The Extended Equal

Area Criteria(EEAC) developed by Xue, Cutsem and Pavella in 1989 [39] extends EAC

to a multi-machine system. The method is discussed in detail in Section 2.3.3. During

the transient time interval, the multi-machine system is segregated into two portions, i.e.

a Critical Cluster that includes the group of critical machines oscillating together, and the

other portion of the segregated system comprising of the remaining machines, buses, trans-

formers, and transmission lines, etc. At the separating location, the multi-machine system

is represented by an equivalent single machine infinite bus system, where EAC is utilized for

transient stability analysis. The EEAC criteria based distance relay prototype with PMUs

had been installed for out-of-step prediction at the major connection substation from Geor-

gia to Florida in United States, and the angle predictions of the improved algorithm were

very close to the actual values for the captured contingency events [40].

There was recently another paper [41] on the application of EEAC. The method is named

as Adaptive Extended Equal Area Criteria and is discussed in Section 2.3.4. The

multi-machine system is segregated (i.e. the critical cluster of generators) are found by

employing the Independent Component Analysis (ICA) method, and the equivalent SMIB

system parameters are identified by a Dynamic State Estimation (DSE). Then an EAC

stability analysis is carried out. The parameters of the equivalent single machine infinite bus

(SMIB) system are adapted online to current system state and are used for setting the mho

relay characteristics with a single blinder, for power swing and out-of-step detection.

An alternative method called State Plane Analysis Method is used in [42] to solve the

swing equation numerically to predict stable or unstable conditions. The method is discussed

in more detail in Section 2.3.5. The complex multi-machine system is at first approximated

into a SMIB system by applying EEAC and its dynamics are described by a Swing Equation.

The nonlinear swing equation is transformed in the form of state space equations. The

paper [42] explains that the system stability at equilibrium points can be determined by

applying Lyapunov’s indirect method on linearized state space model without explicitly

solving the differential equations. The system dynamics are demonstrated with state plane
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trajectories, and the out-of-step phenomena is explained graphically in the paper. In the

method described in the paper the critical clearing angle is computed using the principle

that the total energy of the system at the instant the fault is cleared should be equal to

the maximum potential energy of the system. The critical clearing time corresponding to

the value of the critical clearing angle is obtained directly using the time calibration of the

relative speed versus power-angle solution curve. The simultaneous calculation of the critical

clearing angle and the time makes the proposed approach fast [42].

The State Deviation Method has been reported in [7], which is based on online

measurement of the generator speed from local voltage measurements as discussed in Section

2.3.6. The multi-machine system is approximated by a SMIB system using the real time

calculation of the equivalent parameters of the system. The stable state of the given system

is distinguished from out-of-step condition by monitoring the sign of the generator relative

speed at the energy equilibrium points. The equilibrium point is obtained using the difference

of mechanical and electrical power signal, i.e. the point where (Pm−Pe) goes from negative

to positive with the assumption that Pm is constant [7]. If the relative machine rotor speed

is negative at the equilibrium point, a stable power swing is detected. Whereas, if a positive

relative machine rotor speed is measured, an unstable or out-of-step condition is confirmed.

The major advantage of the State Deviation Method is that the variables that can be readily

measured in the power system are used as inputs to the relay, i.e. the mechanical power

inputs to the machines, the electrical power outputs from the machines, and the voltage

phase angle (to calculate relative rotor speed of the generators).

The aforementioned power swing and out-of-step detection schemes utilizing synchropha-

sor based wide-area measurements can be applied for Zone 3 protections. Additionally, a

few other schemes have been developed for Zone 3 blocking, for instance, the power flow

analysis can be one of the options for detecting power swings such as the Adaptive Dis-

tance Relay Scheme(ADRS) [27] as discussed in Section 2.7.2. When a transmission

line is removed by a protective relay due to a fault, the power flow of the line transfers to

other lines and results in overloading of the other lines. The overload condition may make

the operating point encroach into Zone 3 of distance relay and trip the relay, which leads to
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a cascading situation. If the calculated difference between the measured and the estimated

post-fault power flow is within a pre-determined tolerance on a particular transmission line

after disturbance, a transmission line overflow is recognized as a line flow transfer due to the

power swing, instead of an internal fault on the transmission line.

There is another recent research method on power swing detection for Zone 3 blocking

include the Polynomial Curve Fitting Method [43], as discussed in Section 2.7.2. The

rotor angle dynamics of each machine is represented by a polynomial function using the

least square curve fitting method, and the rotor velocity of each machine is obtained as the

differentiation of this polynomial function. If it is a stable power swing, a zero value of

the differentiation of the polynomial function stands for a zero relative rotor speed of the

synchronous machine, shortly after the contingency is cleared from the system. A time delay

is consequently set up as a criteria to distinguish an out-of-step phenomenon from a stable

power swing case on the basis of extensive posteriori power swing case analysis. If a zero

velocity is detected within this pre-determined time interval, a stable swing instead of an

unstable swing is determined, and the blocking command ought to be issued to the relay.

1.7 Research Objectives

The primary objective of my research is to develop a power swing identification and

blocking scheme purely based on local measurements for transmission line protection, which

can determine whether it is a stable or unstable power swing encroaching into Zone 3. The

other objective is, unlike most of the computationally intensive schemes, the method can be

easily applied to a multi-machine power system configuration.

To achieve the above overall objectives, the following sub-objectives are pursued in the

research work:

1. To develop an algorithm that calculates the equivalent SMIB system impedance based

on system approximation of a complex power system network at a distance relay location

and calculates the equivalent synchronous machine relative speed of the SMIB system to
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identify stable or unstable power swings.

2. To carry out phasor based/electromagnetic simulations under various disturbance

scenarios in different power system configurations, in order to verify the validity of the

proposed algorithm as well as the method in distance relay Zone 3 blocking during power

swings.

1.8 Organization of the Thesis

The thesis is organized in six chapters.

Chapter 1 gives a general background on power system protection, protective relaying,

distance relaying, mho relaying as well as its application. The power system stability and

power swing phenomena are briefly reviewed. The distance relay Zone 3 protection using

distance relays is discussed. An overview is provided on various power swing detection

methods followed by a discussion on Zone 3 blocking methods. The objectives of the research

are described followed by an organization of the thesis work.

The impedance measurement by distance relays is introduced followed by a discussion on

the concept of the system electric centre at the beginning of Chapter 2. The characteristics

are reviewed for a variety of traditional and existing power swing identification and blocking

schemes that have been reported in research literature and in industry. The importance of

blocking Zone 3 of the distance protection especially during a stable power swing scenario

is emphasized for the security of a complex power system and for preventing large scale

power system blackouts. The capacities and limitations are evaluated for the current Zone

3 protection schemes, which clarifies the motivation of the proposed work.

In Chapter 3, the SMIB system representation concept which serves as the basis for the

proposed TZB method is developed. Subsequently, the Third Zone Blocking (TZB) method is

presented step by step, and the significance of the First Zero Crossing (FZC) is explained for

differentiating a stable power swing and an out-of-step condition. A SMIB model is developed

in PSCAD/EMDTC for studying the TZB algorithm. The most promising features of the
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proposed algorithm are summarized following the discussion on the SMIB system PSCAD

simulations.

The proposed TZB method is tested for stable power swing blocking on a modified WSCC

system in PSAT for detailed simulations, as presented in Chapter 4. The modified WSCC

system is created by adding an additional synchronous machine to the power network of a

typical WSCC 9 bus system for the distance relay Zone 3 blocking study. The conventional

double blinder scheme for stable power swing blocking is set up for comparison on the tested

distance relay in the TZB method validation.

The detailed characteristics of the TZB method is further analysed in RTDS simulations

as presented in Chapter 5. A modified WSCC testing system is established for the testing

along with Digital Fourier Transform (DFT) local measurement circuits in RTDS. The TZB

method fictitious machine relative speed calculation is verified by comparing it to the classic

synchronous machine dynamics representation Swing Equation Method (SEM).

The proposed TZB method research is summarized in Chapter 6, and the conclusions are

inferred from the current study, while the significance of the research is discussed. Finally,

the possible future work is outlined for further TZB method study.
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Chapter 2

Power Swing Detection (Blocking) and Zone

Protection

2.1 Introduction

As discussed in Section 1.7, during stable or unstable power swings, the locus of the

apparent impedance measured at a distance relay can enter relay operating characteristics

and appears as a fault. If it is a fault or an unstable power swing, tripping is necessary to

isolate the disturbed portion of the network from the rest of the grid. However, for stable

swings, the relay needs to be blocked, in order to maintain the maximum amount of power

supply to the load. Therefore, detecting and blocking power swings is critical for proper

operation of distance relays.

The various types of power swing detection methodologies have been classified into differ-

ent categories based on the underlying theory used. Under the Energy Equilibrium method

in Section 2.3, the classical Equal Area Criteria (EAC) is discussed. The EAC method has

been also extended to large interconnected power networks and called Extended Equal Area

Criteria. The Time Domain Equal Area Criteria is another extension of EAC published in

2010 and is an elegant method to use in protection applications at transmission or generator

level for large interconnected power networks with purely local measurements. The other

recent research work on EAC is the Adaptive Extended Equal Area Criteria. In the same

category of Energy Equilibrium methods, there are also State Plane Analysis Method, and

State Deviation Method. All these methods are discussed in this chapter.

There are also methods such as Swing-Centre Voltage Method, and Wavelet Transform
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Method, etc. discussed in the literature review.

The Impedance Trajectory Tracking method is discussed in Section 2.4. The Blinder

Scheme is one such conventional scheme and widely used for power swing detection and

blocking. Under the same category, there are Concentric Zone Characteristics schemes,

Basic Characteristics Repositioning Method, Continuous Impedance Calculation method, as

well as R-dot Method, etc.

There are other research methodologies discussed in the literature such as the Pattern

Recognition Techniques discussed in Section 2.5, such as Support Vector Machine Method,

Fuzzy Inference System Method, and Artificial Neural Network Method, etc.

The Synchrophasor Based Method are also being used on wide-area backup protections

nowadays for power system stability/out-of-step detection, which is discussed in Section 2.6.

Some of the current research works for blocking Zone 3 distance relays are discussed in

Section 2.7.

2.2 Impedance Measured by Distance Relay

E    δ 

ZS

V    0º 

ZL

IL

ZR

VA VB

Figure 2.1: Two machine equivalent system.

The apparent impedance measured by a distance relay is formulated for a two machine

example system shown in Figure 2.1 [6]. In the figure, E is the sending end generator voltage,

V is the receiving end generator voltage, ZS is the sending end generator internal impedance,

ZR is the receiving end generator internal impedance, ZL is the transmission line impedance,

VA is the sending end bus voltage, VB is the receiving end bus voltage, IL is the transmission
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line current measured at the sending end generator bus. The current IL at Bus A is given

by:

IL =
E − V

ZS + ZL + ZR
(2.1)

The impedance measured by a relay at Bus A is:

Z =
VA
IL

=
E − ILZS

IL
=
E

IL
− ZS =

E(ZS + ZL + ZR)

E − V
− ZS (2.2)

Assuming that E leads V by any angle δ and the voltage magnitude ratio is k. Then

E

E − V
=

k(cos δ + j sin δ)

k(cos δ + j sin δ)− 1
=
k
[
(k − cos δ)− j sin δ

]
(k − cos δ)2 + sin2 δ

(2.3)

When the two sources voltage magnitudes are equal or k is one, Equation 2.3 can be

expressed as: [6]

E

E − V
=

1

2
(1− j cot

δ

2
) (2.4)

The impedance measured at the relay is going to be: [6]

Z =
VA
IL

=
ZS + ZL + ZR

2
(1− j cot

δ

2
)− ZS (2.5)

Equation 2.5 can be expressed geometrically as shown in Figure 2.2. The two source

voltages are going to vary during a power swing. The trajectory of impedance measured at

the relay during a power swing corresponds to a straight line that intersects the segment

A to B (The line AB is the system impedance.)at its middle point. This point is called as
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Figure 2.2: Impedance trajectories measured by distance relay during power swing for dif-

ferent k values [6]

.

the “Electrical Center” of the swing. When the angle δ reaches 180 degrees, the impedance

is precisely at the electrical center. It can be seen that the impedance trajectory during a

power swing will cross the relay characteristic that covers the line, provided the electrical

center falls inside the line.

When k is not equal to one (i.e. when the two source voltages are unequal), it can

be demonstrated that the impedance trajectory will correspond to a circle. This is shown

in Figure 2.2. Another point to be noted is that in actual practice, the swing impedance

seen from any given relay may be anywhere in the impedance characteristics plane and

move in any direction during a power swing [16]. A number of factors may contribute to

the complexity of the impedance trajectories and make them unpredictable, e.g. system

configurations, grid connections, various contingency situations, device settings, equipment

specifications, and environmental conditions, etc.
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2.3 Power Swing Detection based on Energy Equilib-

rium

2.3.1 Equal Area Criteria(EAC)

E    δ 

G

V    0º 

Infinite 

Bus

X

PE

T

PM

Figure 2.3: Single machine infinite bus representation of turbine power system.

The classical swing equation is a mathematical representation of the dynamics of syn-

chronous machine rotor oscillations using the power balance between the mechanical power

input and the electrical power output as the following:

M
d 2δ

dt2
= Pm − Pmax sin δ (2.6)

where

M the inertia constant of the machine, in joule− seconds per mechanical radian

δ the angular variation of the rotor, in mechanical radians

t time, in seconds

Pm the mechanical power supplied by the prime mover, in N −m per second

Pmax the maximum electrical or electromagnetic power, in N −m per second

The swing equation is a second order non-linear differential equation (since Pmax sin δ has

a sinδ term.) and is represented in terms of the fundamental frequency. Since it is a second-
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order nonlinear equation, an explicit solution is not possible and a step-by-step approach

numerical integration is used to obtain the solution. Consequently, the direct approach,

such as EAC, is extensively utilized to determine the stability of a synchronous machine or a

power network connecting two regions. Detailed explanation of the classical swing equation

can be found in [13].

Consider the system shown in Figure 2.3 operating in steady state, the synchronous

machine is at point a running at the synchronous speed, and its rotor angle is δ0 in the P −δ

curve shown in Figure 2.4. The input turbine mechanical power Pm is equal to the machine

electrical power output Pe. When a fault happens somewhere in the system, the operating

point moves down from a on the upper power angle curve to b on the lower power angle curve.

During the fault, the mechanical input power Pm is greater than the electrical output power,

the machine rotor speed becomes higher than the synchronous speed. Due to the fault, the

rotor angle increases to δc at which the fault is cleared, the machine operating point moves

from c to d back on the upper power angle curve. The machine starts decelerating since Pm

is less than Pe, meanwhile the operating point moves from d to e at which the machine rotor

speed decreases to the synchronous. The machine rotor speed continues decreasing to less

than the synchronous speed, while its operating point begins to move from e back to a along

the upper power angle curve.

The angular velocity of the rotor relative to the synchronous speed is

ωr =
dδ

dt
= ω − ωs (2.7)

Replacing
dδ

dt
with ωr in the above Swing Equation, Equation 2.6 becomes

M
dωr
dt

= Pm − Pe (2.8)

Multiplying ωr and
dδ

dt
on both sides of Equation 2.8, the above Swing Equation can be

written as

M

2

d(ω2
r)

dt
= (Pm − Pe)

dδ

dt
(2.9)
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Figure 2.4: EAC P − δ curves showing a stable power swing condition.

Integrating Equation 2.9, then

M

2
(ω2

re − ω2
ra) =

∫ δF

δ0

(Pm − Pe)dδ (2.10)

If the rotor speed is synchronous at δ0 and δF , the corresponding machine rotor speed

ωra = ωre = 0, and ∫ δF

δ0

(Pm − Pe)dδ = 0 (2.11)

Dividing the integration to two portions at the fault clearing point where δ = δc, Equation

2.8 can be written as ∫ δc

δa

(Pm − Pe)dδ =

∫ δF

δc

(Pe − Pm)dδ (2.12)

Equation 2.12 shows mathematically Area 1 is equal to Area 2 in the power-angle diagram

shown in Figure 2.4 for a stable power swing. It can be seen from Figure 2.4 that if the

fault clearing time is increased, δc and δF moves to the right, and Area 1 and 2 increase to

keep the system stable. When δF is equal to δL, and Area 1 is still greater than Area 2 then

the system will become unstable or out-of-step. The basic derivation of EAC is for a single

machine infinite bus system, but can be easily extended to a two machine system.
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2.3.2 Time Domain EAC

time(s)

Pm × 
ωS /2H

a

b

c

d

Area 1

Area2

Pe × ωS /2H

0 δ0 δc δF

e

Figure 2.5: Time domain Equal Area Criteria P − t curves.

The EAC obtained from the swing equation determines the power system stability in the

δ domain. The concept and application has been extended to the time domain, i.e. EAC in

time domain [5] [44]. Integrating the Swing Equation in the form of Equation 2.6 from the

fault inception time t0 to the fault clearing time tc, the equation becomes

dδ

dt

∣∣∣∣
tc

− dδ

dt

∣∣∣∣
t0

=

∫ tc

t0

ωs
2H

(Pm − Pe)dt (2.13)

Referring to Equation 2.7, from t0 to tc where Pm ≥ Pe, Equation 2.14 denotes the area

of Area 1 in Figure 2.5.

Area1 =

∫ tc

t0

ωs
2H

(Pm − Pe)dt = ωtc − ωs (2.14)

where ωtc is the speed of the rotor at the fault clearing time.

Integrating Equation 2.6 from tc to tF , the time corresponding to the maximum swing of

δ, the area of Area 2 in Figure 2.5 is denoted by

32



Area2 =

∫ tF

tc

ωs
2H

(Pm − Pe)dt = ωF − ωtc (2.15)

where ωF denotes the rotor speed at the maximum swing of δ, i.e. δF . At δF , the rotor

speed ωF equals to the synchronous speed for a stable swing. The total transient energy is

the sum of Equation 2.14 and 2.15, i.e. [5]

A = Area1 + Area2 =

∫ tc

t0

ωs
2H

(Pm − Pe)dt+

∫ tF

tc

ωs
2H

(Pm − Pe)dt = 0 (2.16)

For an out-of-step condition, the rotor speed ωF at δF is greater than the synchronous

speed. From Equations 2.14 and 2.15, the total transient energy becomes [5]

A = Area1 + Area2 =

∫ tc

t0

ωs
2H

(Pm − Pe)dt+

∫ tF

tc

ωs
2H

(Pm − Pe)dt > 0 (2.17)

Equation 2.16 and 2.17 provide the expressions for EAC in time domain. During the

transient, if Area 1 and Area2 are equal in a (P − t) curve, the power swing is a stable one.

However, if Area 1 is greater than Area 2, the swing becomes an out-of-step condition. Since

the area in the (P − t) curve represents energy, this EAC concept can be referred to as the

energy equilibrium criteria in time domain [5].

2.3.3 Extended EAC

EAC represents the system stability based on areas under the power curve. EAC can only

be applied to a SMIB system or equivalent two machine system, which restricts its usage

for analyzing transient stability of a complex power network. The Extended Equal Area

Criteria was developed to apply EAC to a multi-machine complex system in [39] in order to

overcome this limitation. The criteria has been employed directly for out-of-step prediction

on a distance relay prototype, which was installed at the major connection substation from
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Georgia to Florida in United States in October 1993 and remained operational until January

of 1995, as discussed in [40].

For a given time interval of power system transient dynamics, a given multi-machine

system is decomposed into two portions. Critical Cluster consists of the group of the critical

machines, and the other comprises the remaining system. The two portions of power system

are represented by two equivalent synchronous machine systems. The machine dynamics

of the separate portion of the system is expressed by a Partial Center of Angles (PCOA).

The equivalent two-machine system is further reduced into a single machine infinite bus

(SMIB) system. Thus, the transient stability of the multi-machine system can be analysed

by applying EAC. The approximation to a SMIB system is formulated as shown in Appendix

A.1.

There are two transient stability assessment measures provided by EEAC for stability

evaluation of the given system. One of the margins is the Critical Clearing Time (CCT) τ

corresponding to the given Critical Clearing Angle (CCA) δτ , and the other is the transient

stability margin, η, expressed as [39]

η = Adec − Aacc (2.18)

where Aacc is the area where Pm is greater than Pe during fault from δ0 to δC in Figure 2.4;

Adec is the area where Pe is greater than Pm after fault from δC to δL.

The correct determination of the transient stability by EEAC is based on appropriate

approximation of the multi-machine system into a SMIB system. The factors include the

correct identification and modelling of the critical cluster, representing the remaining system

by an infinite bus system, and the calculation of critical clearing angle, etc. One of the

assumptions for EEAC transient stability assessment is that the out-of-step phenomenon is

determined only upon the angular separation between the Critical Cluster group and the

group of the remaining system, which apparently relies on the representation of the SMIB

system approximation of the two groups. Another assumption is that the rotor angle of the
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fictitious machine of the remaining system can be represented by the PCOA of the aggregated

system.

The identification of the critical cluster for a given disturbance is started by drawing a

list of candidate critical clusters. The CCTs are calculated for the corresponding candidate

critical clusters. The smallest CCT among the list of candidate critical clusters is considered

as the actual CCT by EEAC, which indicates the stability threshold of the system to the

particular disturbance.

2.3.4 Adaptive Extended EAC

X

R

Right BlinderLeft Blinder

Cm

x’
d

X
TR

D
m

Figure 2.6: Diagram of single blinder Adaptive Extended EAC scheme.

EEAC provides a direct approach for out-of-step prediction based on a SMIB system
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representation of the complex network. A power system configuration could evolve with

time, and the state of the grid continuously changes, e.g. source units are disconnected,

blocks of loads are dropped off or switched online temporarily, etc. Therefore, the system

information needs to be gathered continuously by out-of-step protection scheme, e.g. the

adaptive protection method discussed in [41].

The adaptive out-of-step protection method employs EEAC on setting a distance mho

relay with a single blinder scheme discussed in [45]. As suggested in Figure 2.6, several system

parameters are required for the calculation of the mho relay settings, such as the generator

transient reactance x′d, the unit transformer reactance XTR, and the system impedance ZSY S.

The mho characteristics diameter Dm and center Cm are formulated as shown in the following

equations [41]

Dm = 2× x′d + 1.5×XTR (2.19)

Cm = 1.5×XTR −
Dm

2
(2.20)

The CCA δC between the generator and the rest of the system is empirically found as

120◦ [45]. The distance d of the parallel single blinder to the combined impedance is hence

determined by the following equation [41]

d =
x′d +XTR + ZSY S

2
× tan(120◦ − δC

2
) (2.21)

The timer settings (for traversing across blinders) can be found as long as the CCT is

known. The CCA and CCT is calculated by utilizing EEAC based on the generator dynamic

parameters that are estimated using the Unscented Kalman Filter (UKF) method [46]. The

critical cluster of generators is identified by applying the Independent Component Analysis

(ICA) method [47], instead of doing a simple CCT comparison among the candidate critical

clusters in EEAC.

The calculation time of the Adaptive EEAC method is comparatively long, i.e. 2 to
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3 seconds. The relay’s operation time is a shortcoming of the Adaptive EEAC method,

although it is still an acceptable time-frame for out-of-step detection for most of the outage

cases.

A similar Adaptive EEAC study is reported for out-of-step detection in [48]. In this

method, the generator rotor to grid angle separation is selected as a criteria for out-of-step

detection.

2.3.5 State Plane Analysis Method

Several numerical methods have been reported for solving the nonlinear swing equations

and analysing the transient responses of the power system under contingency conditions. A

new method called State Plane Analysis (SPA) method which is different from the approach

adopted in EAC is reported in [42] [7]. In the SPA method, the critical clearing time is

computed at the same time as the critical clearing angle which makes the proposed method

much faster than the EAC type method.

In stability analysis, the differential equations describing a nonlinear system can be

written in the form of state space equations, and further linearized by applying Taylor

expansion around equilibrium points. The stability of the linearized system at equilibrium

points can be determined by applying Lyapunov’s indirect method [49].

The state space equations representing the Swing Equation are converted in [7] as

δ̇ = ω (2.22)

ω̇ = P − sin δ (2.23)

where δ and ω are the state variables and ω represents the machine relative speed with

respect to the synchronous speed, and the rate of change of ω is derived from Equation 2.6

as explained in [7]
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ω̇ =
d2δ

dT 2
(2.24)

and

P =
Pm

Pmax
(2.25)

T = t

√
π × Pmax
180×M

(2.26)

where Pm is the mechanical power input to the machine; Pmax is the maximum electrical

power output of the machine; T is the corresponding time variable.

The dynamics of a SMIB system can be demonstrated by plotting the state variable ω

versus δ in a state plane. By applying the Lyapunov’s indirect method, an equilibrium point

can be recognized either as a vortex point or a saddle point. The machine potential energy is

minimum at vortex point and the machine potential energy is maximum at the saddle point.

If the sum of the kinetic energy gained during the fault condition and the potential energy

obtained for the post-fault condition of the machine is less than the maximum potential

energy (Vmax) at the moment when the disturbance is cleared, the machine rotor speed

becomes stable, otherwise, it becomes unstable [7]. These stable and unstable regions are

separated by a critical trajectory on the state plane. Based on the assumption that the

kinetic energy gained by the machine during fault equals to the potential energy gained

after the fault condition at CCA, CCA can be located graphically on the post-fault critical

trajectory in the state plane, and the corresponding time is CCT. By comparing the current

fault clearing time to CCT, the out-of-step phenomena can be predicted. The SMIB system

approximation introduced in [39] is empolyed for complex power network reduction.

2.3.6 State Deviation Method

The State Deviation Approach is proposed in [7] [50], which is based on the online

measurement of the generator speed at the energy equilibrium points. Figure 2.7a shows (P−
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Figure 2.7: Diagram of State Deviation Technique [7].

δ) curves for pre-fault, during fault and post fault conditions on a power-angle characteristics.

After the disturbance, the synchronous machine starts accelerating, and the machine speed

increases. The machine starts decelerating after the fault is cleared. The pre-fault operating

point is shown by the point a in steady state. When a fault occurs, the machine operating

point jumps to the point b. At the point d at which the fault is cleared, the machine speed

is higher than the synchronous speed, the rotor angle keeps separating while the machine

starts decelerating. If the machine speed becomes synchronous at point e, it starts swinging

backward. At the point a again, the machine state changes from deceleration to acceleration.

Since the relative speed of the machine at a is less than 0, the rotor of the machine oscillates

approaching to a steady state. If the machine rotor angle oscillates beyond the point e and

reaches the point f at which the machine state changes from deceleration to acceleration,

unstable condition is detected, when the relative speed of the machine is greater than 0 at

the point f , as shown in Figure 2.7b.

The State Deviation Approach measures the electrical power and the generator speed

online as inputs to locate the equilibrium point where (Pm − Pe) changes from negative

to positive. The primary advantage of this technique is that the parameters used by the

relay are readily available and easy to measure, moreover, it does not require any network
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admittance matrix reduction and dynamic model approximation, while it is applied to local

generator out-of-step detection [7]. The State Deviation technique can be extended to a

multi-machine system by conducting real-time SIMB system equivalenting.

2.3.7 Swing-Centre Voltage (SCV) Method

Benmouyal et al. [31] introduced another power swing detection method called as the

Swing-Center Voltage (SCV) method, which detects the rate of change of the swing-center

voltage of a power system to determine whether it is a stable power swing or an unstable

condition. The SCV method originates from the concept that in a two-source system for

a wide interval of power angle δ, the distance relay blocking signal is generated when a

maximum negative value of VA cosϕ is reached at the vicinity of δ = π [51], where VA is the

locally measured voltage at the sending end of transmission line, and ϕ is the angle difference

between VA and the local current I as shown in Figure 2.8.

Swing-center voltage (SCV) is the voltage at the location of a two-source equivalent

system where the voltage value is or close to zero when the phase angles between the two

sources are 180 degrees apart [31]. When a two-source system goes into an out-of-step

situation after disturbance, the angle difference of the two-source, δ(t), increases as a function

of time. Figure 2.8 shows the voltage phasor diagram of a general two-source system, and

SCV is the phasor from origin o to the point o′.

A SCV can be approximated through the use of locally available quantities as the fol-

lowing equation:

SCV = |VA| cosϕ (2.27)

In Figure 2.8, VA cosϕ is a projection of VA onto the axis of the current I. In a homo-

geneous system with the system impedance angle θ close to 90 degrees, the magnitude of

the swing-center voltage can be approximated by VA cosϕ. From Equation 2.27 the rela-

tion between SCV and the phase-angle difference δ of the two-source voltage phasors can be

simplified to the following equation by using local SCV estimation: [31]
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Figure 2.8: Voltage phasor diagram of a two-source system [6].

SCVA = EA cos
δ

2
(2.28)

where EA is the positive-sequence source magnitude equal to E approximately equal to V .

SCVA represents the positive-sequence swing-center voltage used in power swing detection.

The magnitude of SCVA is maximum when the phase angle between the two sources is

zero, and is at its minimum when the angle is 180 degrees. Based on this property, the

rate of change of the swing center voltage can be used to detect power swings. The time

derivative of SCVA becomes the following: [31]

d(SCVA)

dt
= −EA

2
sin(

δ

2
)
dδ

dt
(2.29)

In contrast to SCV, the absolute value of
d(SCVA)

dt
is at its minimum when the angle

between the two sources is close to zero, and this value is at its maximum when the angle
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is around 180 degrees. Equation 2.29 gives the relation between the rate of change of SCV

and the two-machine system slip frequency
dδ

dt
.

The SCV method is independent of the system source impedance and the line impedance,

and its magnitude is directly related to the angle difference of sources δ, and is between 0

and 1 per unit [6]. The scheme is applicable for a two-source equivalent system.

2.3.8 Wavelet Transform Method

A power swing blocking scheme using the Wavelet Transform is reported in [52] [34].

The basic Wavelet Transform concept is to select an appropriate wavelet function and then

perform analysis using shifted and dilated version of the wavelet. In contrast to Fourier anal-

ysis relying on a single basis frequency, a wavelet can be chosen with a desirable frequencies

and time characteristics, i.e. compared to the Fourier transform which uses a single analysis

window, the wavelet transform uses short windows at high frequencies and long windows at

low frequencies [53].

By sequentially allocating the frequencies to levels, the energy difference of different levels

distinguishes the fault and the power swings. The total energy of levels of a transient and a

power swing condition are tracked for both the voltage and current signals. The calculated

norm in each level gives the measurement of the amount of energy content D on the level

as [52]

‖D‖ =

[
N∑
i=1

[D(i)]2

]1/2
(2.30)

where N is the number of the detail coefficients at the level.

Despite its advantage that the Wavelet Transform Method can cover a wide range of

system frequencies during pre-fault, during fault and post-fault conditions, it could be a

challenge to identify the fault signature from noises, since the wavelet can be affected by

inaccurate classification due to noises in the system.
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2.4 Power Swing Detection based on Impedance Tra-

jectory Tracking

2.4.1 Blinder Scheme

The traditional way of power swing detection is the Blinder Scheme, which detects the

difference of the rate of change of the positive-sequence impedance vector [6] [32]. The

Blinder Scheme uses the concept that during a power swing, it takes more time for the

machine rotor angle to change due to its large inertia and also the apparent impedance

measured at a distance relay during the power swing condition. On the contrary, during

a faulted condition the rate of change of the apparent impedance is almost immediate. In

the impedance plane shown in Figure 2.9, as soon as the detected impedance enters into

the outer Z element blinder, a timer begins counting. The impedance locus does not enter

the inner Z element blinder, if it is a stable power swing. However, the impedance locus

enters the inner Z element blinder for an unstable power swing. The time counted for the

impedance locus from outer Z element blinder to the inner Z element blinder is much longer

for a power swing than for a fault. The counted time difference or the rate of change of

the impedance distinguishes the power swing from the fault. Furthermore, the locus of the

impedance locus determines whether it is a stable or unstable power swing.

The Blinder Scheme is simple, but it is not an easy task to find the correct settings of

the distance relay for blocking during stable power swings and for tripping during unstable

power swings. It requires detailed simulations on the given system for various contingency

conditions. For example, the fastest rate of change of a possible power swing has to be

decided based on a large number of stability studies. The Blinder Scheme setting procedure is

discussed in Section 4.4.1.1 in a distance relay double blinder setup for power swing blocking.

The main challenge with this method is that it is difficult to find all the power swing scenarios

and operating conditions on a large power system, and the load change also has an impact on

a blinder scheme relay operation. Apart from that, the best location to block the power swing

or to separate the faulted portion of the power system also requires considerable amount of

simulations. The Blinder Scheme is referred as an appropriate method for systems which slip
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Figure 2.9: Double blinder impedance-based power swing blocking on Mho characteristics.

frequency does not change considerably when the systems go out-of-step. In many systems

where the slip frequency increases considerably after the first slip cycle, a fixed impedance

difference between the power swing blocking impedance elements and a fixed time delay may

not be easily determined to provide a continuous blocking signal to a mho distance relay.

The above points have provided the motivation for developing a power swing blocking and

out-of-step detection method for distance relays, including the proposed TZB method in this

study. There are a few other schemes similar to the blinder scheme, such as Quadrilateral

Characteristics (QUAD), Concentric Zone Characteristics, changing the zone shape of the

distance relay, supervised zone tripping [14], and studying load encroachment characteristics

schemes, etc.
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Figure 2.10: Impedance-based concentric power swing blocking characteristics. [6]

2.4.2 Concentric Characteristics Schemes

The Concentric Characteristic Schemes extend the basic blinder power swing

blocking concept from the double blinder scheme for particular applications. The Con-

centric Mho Scheme is set up with the double mho circle characteristics and a timer

counting the time during which the impedance locus traverses between the two impedance

elements [54] [6], as shown in Figure 2.10a. If the swing impedance locus crosses both the

concentric characteristics before the timer setting expires, a fault is detected, otherwise, a
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power swing is identified. An impedance locus of a stable power swing only enters the outer

mho circle (in dashline), whereas a locus of an unstable power swing sequentially enters both

the outer and inner mho circles.

The Quadrilateral Characteristics (QUAD) are comprised of two lines of reactance

boundaries and two lines of resistance boundaries. The angle of these lines relative to the

R and X axes are based on a pre-fault load flow. The composite of these lines makes a

rectangular or trapezoidal shaped impedance zone similar to that shown in solid lines in

Figure 2.10b. This characteristic can limit the resistive reach to avoid load encroachments in

a similar manner to that of the lens in Figure 2.10d, which provides a fixed resistive coverage

from the relay location to the end of zone coverage [14]. The fault resistance varies in the

range of 1 to 200Ω for phase-to-earth faults in overhead lines without earth wires. Mho

characteristics cannot cover such a wide variation of resistance, especially on short lines [55],

where the QUAD scheme can find its application. In the figure, dash-lines represent the

concentric QUAD scheme outer characteristics.

The Concentric Polygon Characteristics Scheme can be classified into the quadri-

lateral characteristics scheme, which has paralleled boundaries to cover the reach of trans-

mission line and the resistance limits, as shown in Figure 2.10c and in GE N60 distance relay

application [56].

A distance element’s charateristics can be set-up to form an intersection of two mho cir-

cles, i.e. the Concentric Lens Characteristics Scheme, with the maximum sensitivity

axis as shown in Figure 2.10d. The inner and outer lens are indicated with the solid and

dash-lines. With the same impedance angle of the protected transmission line, the protec-

tion zone coverage maintains full reach for bolted faults in the forward direction, and the

resistive coverage is significantly reduced [14]. The lens characteristics scheme reduces the

chance for relay mal-operations comparing to a mho circle during power swings or steady

state overload scenarios.

All these blinder based methods could be categorized in as changing of the zone charac-

teristics schemes as well. However, similar to the blinder methods, the shortcoming of the
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above alternate schemes is that the loci of the possible power swings have to be found based

on extensive stability studies and not all power swing scenarios and operating conditions can

be covered inclusively.

2.4.3 Basic Characteristics Reposition Method
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Figure 2.11: Basic mho relay characteristics reposition power swing blocking.

The Basic Characteristics Reposition method [14] is shown in Figure 2.11. The angle

adjustment of the mho characteristics increases the maximum sensitivity angle to reduce the

resistive coverage for a stable power swing, especially for the over-reaching zone protection

as shown in Figure 2.11a. In contrast, with a lower maximum sensitivity angle it optimizes

the resistive coverage for close-in faults (where a fault resistance has the greatest impact on

a measured fault locus) for the under-reaching zone.

Likewise, the offsetting of the basic characteristics moves the mho circle away from the

possible power swing loci in Figure 2.11b. The reverse offsetting pulls the mho circle back

away from the main forward reach to encompass the relay’s location as the lower dash-
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line circle in the figure. As described in IEEE PSRC Working Group D4 report, a forward

offsetting moves the circle along the protected line and place the relay location outside of the

detection zone as the upper dash-line circle in the figure, therefore, a sensitive overreaching

zone is moved beyond the range of steady state or transient load impedance loci. When a

forward offsetting of mho characteristics is utilized to address loadability concerns, a shorter

reaching distance zone must be placed to protect the close-in portion of the line not covered

by the forward offset [14].

For distance relays, the susceptibility of the zone operation responding to load condition

increases due to power swings during heavy and inductive load conditions, especially for

Zone 3. Repositioning of the basic characteristic is one mechanism to improve the distance

relay’s operation during heavy loads and power swings. Nevertheless, the method is feasible

for particular situations instead of being applicable to common situations.

2.4.4 Continuous Impedance Calculation
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Figure 2.12: Impedance trajectory motion during stable power wings. [8]
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A power swing detection function was proposed by J. Blumschein et al. from Siemens

AG, which is based on continuous impedance calculations. The impedance loci are monitored

continuously four times per cycle for each phase [8].

The criteria are based on the special features of the impedance trajectory motion during a

power swing as shown in Figure 2.12. The impedance locus moves quite quickly towards the

center of protection zone at the beginning of the power swing. The motion of the impedance

vector becomes slow when it approaches to the returning point, and the velocity of the

motion increases again when it swings back from the returning point.

The Continuous Impedance Calculation algorithm calculates the updated resistance and

reactance values and compares them with the memorized values, meanwhile, the directions

of the derivatives of resistance and reactance are monitored. The distance between two

successive resistance or reactance values has to exceed a threshold value and the ratio of the

differences of the resistance or reactance ought to be below a limit, and these criteria are

only satisfied during power swing conditions when the impedance vector moves smoothly

along an orderly path, instead of during load or fault conditions. Out-of-step condition can

be identified by the same criteria combined with the direction at which impedance trajectory

crosses a transmission line angle on a relay impedance plane [8].

The continuous impedance calculation criteria utilizes the characteristics of impedance

trajectory motion during power swings to distinguish power swings from faults as well as

load encroachment situations. However, due to the complex nature of power swings, the

impedance loci are diverse. A few of these trajectories may have different motions not

in compliance with the criteria. Therefore, an extensive system stability analysis is still

inevitable for applying the method.

2.4.5 R-dot Method

An out-of-step relay described in the references [33] [57] was installed in the US Pacific

NW-SW 500kV AC Intertie to prevent severe voltage dips due to uncontrolled loss of loads

and loss of synchronism among sub-areas of utility networks. The function of out-of-step
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Figure 2.13: Illustration of Rdot scheme for distance relay power swings detection.

relay was enhanced with the rate of change of apparent resistance, which is called the R-dot

scheme [6] [58].

In a resistance based control algorithm to describe the conventional out-of-step detection,

distance relay control output Z0 can be given by [6]:

Z0 = (R−R0) ≤ 0, (2.31)

Instead, in the R-dot out-of-step swing detection scheme, the control output ZR is for-

mulated by: [6]

ZR = (R−R0) + TR
dR

dt
≤ 0, (2.32)

where R is the apparent resistance measured by the relay; R0 and TR are the relay-setting

parameters.

The characteristic of the R-dot relay can be illustrated in the R-Rdot plane shown in

Figure 2.13. A conventional out-of-step relay is characterized by a vertical line offset by R0

in the R-Rdot plane [6], which is similar to the R-Rdot scheme performance at low separate
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rates with small dR/dt ratio. However, higher separation rates dR/dt cause a larger negative

values of ZR, and the system separation is initiated much faster when the calculated ZR goes

across a straight line having a slope TR in the R-Rdot plane.

In the R-dot relay scheme, the resistance change rate during a power swing is taken into

account in decision making. The R-dot relay can be set close to actual stability limits subject

to circuit breaker duties and minimum voltage swing constraints, and it is intelligent to avoid

tripping on recoverable swings, meanwhile initiating early tripping at a favourable circuit

breaker angle during non-recoverable swings [33]. On the other hand, the involvement of

the rate of change of resistance may also possibly trigger the relay operation during stable

power swings, especially when its resistance changes fast.

2.5 Pattern Recognition Approaches

2.5.1 Support Vector Machine Method

A Support Vector Machine (SVM) based power swing identification scheme was intro-

duced by Seethalekshmi K., et al. in 2010 [35]. It was reported in this paper that the method

is capable of identifying a power swing and distinguishing the symmetrical faults during a

power swing.

The support vector machine is one of the learning separating functions in pattern recog-

nition and classification studies, or in performing function estimation in the regression prob-

lems. SVMs are used in classification problems to separate the data points according to

their attributes by locating a hyperplane such that the identification of the classes is maxi-

mized [35], e.g. a linear discriminant function in the form of [35]

f(x) = W TX + b = 0 (2.33)

is a hyperplane dividing the input data space into two parts. Where W is known as the

weight vector, X is the input data vector, and b is called the bias.
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In Equation 2.33,

W TX =
n∑
i=1

wixi (2.34)

where wi is the ith weight, xi denotes the ith input.

Because of the nonlinear nature of the power swing phenomena, the electrical quanti-

ties input to SVM are mapped to a higher dimensional space with the help of nonlinear

transform to make the linear separation possible. The parameters of the SVM model are

determined by inputting a set of pre-labelled training data collected during fault and power

swing conditions, i.e. the locally measured electrical quantities, then the power swing or

symmetrical fault testing data sets are input to the SMV model to predict the membership

based on the training. 90% accuracy of power swing identification is reported by the SVM

based classification [35].

Pattern recognition approaches require training using several offline simulation runs to

determine model parameters. In the nature of statistic analysis, the testing accuracy report-

ed can not be 100%, sequentially there are a percentage of the testing data not classified

correctly. Even though the extensive case studies are inevitable, not all the power swing

scenarios can be covered to ensure the security of the network.

2.5.2 Fuzzy Inference System Method

Fuzzy Logic techniques as well as Neural Networks are also reported in power swing and

out-of-step phenomenon identification. As introduced in [9], the protection proposed makes

use of an adaptive-network-based Fuzzy Inference System (FIS). The implementation of fuzzy

criteria signals together with fuzzy settings provides a mechanism to handle measurement

errors. The fuzzy algebra rules for aggregation enables easy realization of multi-criteria

decision making [9].

The FIS scheme works in several steps: fuzzification-comparing the input values with

membership functions to obtain membership values of each linguistic term; fuzzy reasoning-

firing the rules and generating their fuzzy or crisp consequents; defuzzification-aggregating
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Figure 2.14: Typical Fuzzy reasoning system [9].

rule consequents to produce a crisp output [59].

The output of each rule (y1, ..., yn) is a linear combination of input variables (x1, x2, x3)

plus a constant term, and the final output z is the weighted average of each rule’s output. [9]

z =
β1y1 + β2y2 + ...+ βnyn

β1 + β2 + ...+ βn
(2.35)

yk = akx1 + bkx2 + ckx3 + dk (2.36)

βk = µ1k(x1)µ2k(x2)µ3k(x3) (2.37)

where µik is the membership function for the linguistic terms associated with the ith input

signal; ak bk ck dk are the parameters associating input signals to the kth rule output; βk is

the weighting factor for the kth rule consequent.

The network parameters of the FIS scheme are determined by a set of pre-labelled inputs

in the reported research. The machine angular frequency deviation ∆ω is selected as input

signal because it carries the most recognized feature of out-of-step phenomena.

The average preciseness of the FIS scheme becomes high while the data acquisition win-

dow is enlarged in power swing and out-of-step identification, which is not favourable in

protective relaying. It is not easy to make 100% accuracy examination for out-of-step detec-

tion.
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2.5.3 Artificial Neural Network Detection Method

The Artificial Neural Network (ANN) method is another pattern recognition application

in power swing and out-of-step detection. Neural networks are highly interconnected large

numbers of simple structure processors, i.e. neurodes, that are the analogues of the neurons

in the brain [10]. In the application described in [10], the neural networks algorithm has

three-layers, i.e. an input layer, a middle layer and an output layer, and the layers work to-

gether with a sigmoidal activation function and supervised training using a back-propagation

technique, as discussed in [36].

Three quantities are selected as inputs to ANNs scheme, i.e. the mechanical input power

Pm, the kinetic energy deviation KE at the fault clearing instant, and the average acceleration

during fault αav that is the mean values of the two rotor angular accelerations at the instant

of applying the fault and at the fault clearing instant. The data of the quantities come from

the power flow analysis and the transient stability study featured by the swing equation

model of the machine.

Pm

KE

αav 

Out-of-step 
decision

Figure 2.15: Artificial neural networks system for out-of-step detection [10].

The reported neural network approach is verified with unknown samples that include a

wide spectrum of operation conditions and contingencies. The neural network used in this

program shown in Figure 2.15 has an output value from the neural network between 0 and

1. The unstable can be identified if its output value from the neural network is less than

0.5, otherwise the stable can be distinguished. The maximum correct classification rate is in
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the range of 85 to 98%. The prediction capability of the adaptive features of the proposed

out-of-step relay is also studied by making some significant topology changes to the power

network.

Although artificial neural network commonly require large volume of computational re-

sources in its training and decision making process, compared to conventional power swing

detection methods, the reported CPU time for the given method can be as fast as 0.19 to

0.37 ms in parallel or serial computer processing [10], which is fast enough for out-of-step

detection. The comprehensive collections of training samples impact correct decision making

output. Therefore, the extensive investigations of contingencies are indispensable for ANNs

application for the given power system.

2.6 Synchrophasor Based Technology

Supplemental to conventional protective relaying, the advent of wide area backup pro-

tection systems minimizes the impact of an event on a network. The wide area backup

protection can prevent cascading trips that are harmful to the network, in the way of precise

locating of a fault so that only the circuit breakers necessary to isolate the fault are engaged

in action, or distinguishing equipment failure or overloading to avoid unnecessary trips [15].

Synchronized phasor measurements have become optional measurement techniques for

electric power systems. The positive sequence voltage and current measurements are syn-

chronized to within a microsecond [38]. The availability of Global Positioning System (GPS)

makes the measurements possible, and this system offered the effective way of synchronizing

power system measurements over large distances. These systems can also be customized to

measure harmonics, negative and zero sequence quantities, as well as the local frequency and

the rate of change of frequency [60].

A signal s(t) can be represented by a synchrophasor S of complex value given by Equation

2.38,

S = Sr + jSi = (Sm/
√

2)ejφ = Sm/
√

2(cosφ+ j sinφ) (2.38)
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where Sm is the maximum magnitude of s(t) and φ is its instantaneous phase angle relative

to a cosine function at nominal system frequency refer to Universal Time Coordinate(UTC).

The measurements of Phasor Measurement Unit (PMU) technology are time stamped

with high precision at the source, which make the data transmission speed no longer critical

for the measurement. The state of the power system at the instant defined by the time

stamp is inferred by the PMU measurements with the same time stamp [38].

A synchrophasor corresponding to the time of measurement are tagged with the UTC

time. The time of measurement has three components, i.e. a Second-of-Century(SOC) count,

a fraction-of-second count, and a time status value. The SOC count is a 4-byte binary number

in seconds counting from midnight of January 1, 1970, to the current second. The fraction-

of-second count is an integer by which the second is divided into a number of subdivisions

by the specified time base integer. The synchrophasor measurements synchronized to UTC

time shall be sufficiently accurate to meet the accuracy requirements of IEEE Standard

C37.118 [61]. The time status value indicates the reliability of the local clock.

An example PMU synchrophasor measurement system [11] is shown in Figure 2.16. The

high sampling rate data passing through a digital low-pass filter are acquired by the A/D

converter before down sampling and resampling. The low pass filter outputs data at a higher

rate for frequency estimation. One of the inputs to the resampler is the filtered signal, and

the other input is the power system operating frequency. The filtered data are available

to calculate the magnitude of the synchronized phasor, meanwhile they are also ready for

distance protection applications.

Synchrophasor based wide area measurements provide alternatives to local out-of-step

detections as well as stable power swing blockings as reported in [15] [6] [62] [63] [64].

Nowadays, the wide area measurement technologies have provided the capacity of broadening

the scope of a protection system, with the help of the recent advances in communication,

information and computer networks, and the significant development in inter-substation

and intra-substation communication standards, such as UCA 2.0 and IEC 61850 [65] [66],

61968 [67] and 61970 [68]. [15]
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Figure 2.16: Example GPS and PMU synchrophasor measurement system associated with

distance protection [11].

2.7 Distance Relay Zone 3 Blocking

2.7.1 Zone 3 Protection Overview

Either step or pilot scheme distance relay Zone 3 is designed originally for back-up pro-

tection to remote adjacent transmission lines or buses. The Zone 3 back-up protection is

beneficial and prevalent especially for non-pilot distance relays, based on its sustainability

and reliability to back up various contingencies happening due to incorrect operations, nat-

ural disasters, or due to the failures of components of the power system and its subsystems,

such as batteries, relays, sensors, breakers, communication channels, etc. The Zone 3 time

delay is typically between 1 to 2 seconds [14], longer than Zone 1 and Zone 2 time delay

that is of the order of 15 to 30 cycles [28]. While the distance relay Zone 1 reach usually

covers approximately 80% to 90% of the transmission line, and Zone 2 covers 120% of the
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local transmission line, it is a normal practice that Zone 3 covers the whole length of the

local transmission line plus 120% of the adjacent transmission line [14].

The step distance protection is one of the most commonly used schemes for HV and

EHV transmission lines back-up protection. Being an over-reaching zone of protection, Zone

3 is considered the protection of the last resort if particular elements of the protection chain

fail. Zone 3 occasionally trip under heavy and unusual loading conditions, and contribute

to cascading failures of the power system as specified in [28]. When transmission lines are

disconnected for some contingencies, the power flow of the faulted line will be transferred

to other lines in operation. The Zone 3 element of a distance relay may trip to clear the

overload, which actually aggravates the propagation of cascaded events.

The August 2003 blackout in the eastern U.S. and Canada is an example event of the

above cascading sequence [69]. In the afternoon of August 14, the loss of the Eastlake 5

unit in North Ohio at 13:31 EDT was a significant factor in the later outage. Even though

the trip of Stuart-Atlanta 345kV line afterwards at 14:02 EDT had no direct electrical effect

on the system network, it affected the reliability coordinator Midwest Independent System

Operator’s (MISO) not being aware the loss of Eastlake 5 unit, and MISO’s state estimator

was unable to assess system conditions for most of the initial period of the outage, due to

a combination of human error and the effect of the loss of Stuart-Atlanta line. Starting

around 14:14 EDT, the local utility operating company First Energy’s (FE) control room

operators lost the alarm function of the primary server computer. Without the knowledge

of the alarm function failure, FE’s system operator remained unaware that their electrical

system condition was beginning to degrade. From 15:05:41 EDT to 15:41:35 EDT, three

more 345kV lines failed as the result of a tree contact in the control area. As each of the line

failed, its power flow shifted to other transmission lines, voltages on the rest of FE’s system

degraded further. Starting at 15:39 EDT, the first of an eventual sixteen 138kV lines began

to fail. The wide spread catastrophic outage became irremediable.

In the sequence of the cascading event, the Zone 3 operation is not a mis-operation

because it trips the line according to the pre-designed protective scheme. However, its

operation could be a challenge because it may contribute to the causes of a major outage [27].
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Therefore, Zone 3 must not operate under extreme loading conditions. On the other hand, the

specific contingencies and other situations must be evaluated prudently before the removal

of the Zone 3 protection from a distance relay takes place.

2.7.2 Current Zone 3 Researches

In one of the Zone 3 blocking research efforts, a three-phase fault is distinguished from

stressed conditions for distance relay Zone 3 protections by employing the maximum val-

ue of the transient monitoring function combined with a phase angle of positive sequence

impedance [37]. The second criteria is used to identify a three-phase fault from perceived

abnormal changes detected by the first criteria. The locally measured current signal is re-

constructed by the Least Square Method introduced by M. S. Sachdev and et al. in [70].

The differences between the actual current and the reconstructed signal are calculated by

the transient monitoring function over one cycle sampling period, that is [37]

TMF =
N∑
k=1

|dk| (2.39)

g = max(TMFa, TMFb, TMFc) (2.40)

where |dk| is the absolute value of the difference of the kth element between the actual and

the reconstructed current signals; N is the number of samples per cycle, k varies from 1 to

N ; TMFa, TMFb, TMFc are the values of the transient monitoring function for phase a, b

and c, and g is the maximum value.

The positive sequence impedance angle limit can be set as a criteria to distinguish the

three-phase fault out of the stressed system conditions in compliance with the recommen-

dations stated in [71]. The effectiveness of the differentiation may be susceptible in the

application of the aforementioned technique, in case that there is other abnormal condition

in which the positive sequence impedance angle also reaches the limit, such as in severe

power swings.
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Another distance relay Zone 3 blocking method was reported in [27], namely Adaptive

Distance Relay Scheme (ADRS). The proposed scheme is based on the fact that when a

transmission line is correctly removed by the protective relay due to a fault on the line,

the power flow on this line will be transferred to other lines. The Zone 3 element of the

distance protective relay could trip the line as a result of overload, leading to a more serious

situation. In order to identify whether the overload is caused by the line flow transferred from

the removed line, the post-fault flow can be measured on-line and compared to the estimated

post-fault flow calculated from pre-fault line flow, line outage distribution factor (LODF)

and generation shift factor (GSF). If the difference is within a tolerance, it is confirmed that

the overload is caused by the transmission line power transfer. Otherwise, it is due to an

internal fault. The criterion can be presented as follows: [27]

∣∣∣P̂M
l − P̂E

l

∣∣∣ < ε (2.41)

where

P̂M
l the measured post-fault line flow

P̂E
l the estimated post-fault line flow

ε the error margin

The error margin ε in Equation 2.41 is a preset tolerance to separate overload from

internal fault. The peer to peer (P2P) communication is the pre-requisite for the ADRS

implementation. The cost and reliability of P2P communication could be a crucial evaluator

for the scheme to be applied into practice, especially if the local measurement based scheme

is available to determine the internal fault from overload conditions.

To improve the distance relay Zone 3 power swing blocking, there are other methods

reported, including the Polynomial Curve Fitting Method [43]. In a given system network,

the curves of the rotor angle change with respect to time for each synchronous machine and
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may have diverse shapes during machine operation, and each of them can be represented

by a polynomial function. The relative rotor angle changes can be approximated by voltage

phase angles measured at generator bus during power swings. The estimated relative rotor

angle velocity can be obtained by differentiating this voltage phase angle. Therefore, the

approximate rotor velocity in turn can be represented by a polynomial function with one

order less than the rotor angle polynomial function. For instance, if the rotor angle is

expressed by a 6th order polynomial function as [43]

δ(t) = P6t
6 + P5t

5 + P4t
4 + P3t

3 + P2t
2 + P1t+ P0 (2.42)

where Pi is the coefficient of the ith element of the polynomial.

Thus, the change of the relative rotor velocity is given by a 5th order polynomial function

as

dδ(t)

dt
= 6P6t

5 + 5P5t
4 + 4P4t

3 + 3P3t
2 + 2P2t+ P1 (2.43)

The rotor velocity curve calculated from the voltage phase angles is fitted with the rotor

velocity polynomial function using the least square curve fitting method in Appendix A.2.

In a post-fault power swing condition, a zero value of the regression polynomial function

represents a zero crossing of the relative rotor speed of the synchronous machine, indicating

a stable power swing scenario is detected, otherwise, if a zero crossing is not detected, an

out-of-step phenomena is identified. A time interval after the contingency removal from

system is selected for setting the optimal tripping time for distance relay. Within this time

interval, a stable or an unstable power swing can be predicted.

2.8 Summary

The concept of Electrical Center was discussed in Section 2.2 for revealing the basic

character of the apparent impedance measured by a distance relay. The existing techniques

were categorized into three categories afterwards, based on the nature of methodologies for

power swing detection and distance relay blocking, such as the System Equilibrium Method
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in Section 2.3; the Impedance Trajectory Tracking Method in Section 2.4; the Pattern Recog-

nition Approaches in Section 2.5. The wide area backup protection becomes available with

the advent of the advanced synchrophasor based technology as discussed in Section 2.6.

The advantages and shortcomings of the conventional and existing methodologies were

discussed. As the main focus of this research is the methodology for blocking Zone 3 pro-

tection during power swings so the methods pertaining to this were discussed in detail. The

current research works on the same subject were discussed.

From the review of the methods in this chapter it is clear that a simple method without the

need for setting parameters could be quite a useful advancement with practical applications

to industry, especially if it could be applied to both generator and at transmission line level

using purely local measurements. The new method is discussed in the next chapter.
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Chapter 3

Proposed Third Zone Blocking (TZB)

Algorithm for Detecting Power Swings

3.1 Introduction

Chapter 1 discussed the need for identifying the power swing type. Chapter 2 discussed

the existing methodologies and conventional schemes for power swing blocking. As discussed

in Chapter 1, the primary motivation for this research work was to develop a method for

power swing identification to overcome the shortcomings of the current methodologies. The

focus of this research work is mainly for blocking Zone 3 distance relays during power swing

conditions, which often results in large scale blackouts. The proposed algorithm is referred

to as “third zone distance relay blocking (TZB)” method and will be referred to as the TZB

method in the subsequent discussions in this chapter.

The first step of the TZB method is power system equivalenting, which is based on

a concept that at any bus (where the distance relay is placed), the complex power system

network can be represented by an equivalent two-machine system and can be further reduced

to a single machine infinite bus (SMIB) system. The SMIB equivalenting concept [39] was

discussed in Section 2.3.3.

The TZB algorithm is introduced step-by-step in Section 3.2. Section 3.2.3 discusses

the phase one of the TZB algorithm which calculates the equivalent system impedance by

a non-linear iterative solver using the locally obtained voltage, active power, and reactive

power. Section 3.2.4 discusses the phase two of the TZB algorithm to calculate the fictitious

synchronous machine relative rotor speed with the acquired equivalent system impedance.
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By checking for the first zero crossing (FZC) of the relative rotor speed, the type of power

swing can be differentiated as discussed in Section 3.2.5.

The TZB algorithm is demonstrated on a SMIB system created in Power System Com-

puter Aided Design (PSCAD) in Section 3.3. The simulation studies for verifying the TZB

method are carried out for both stable power swing and out-of-step conditions. The calculat-

ed fictitious synchronous machine relative rotor speed with the TZB algorithm is compared

to the actual system generator relative rotor speed to evaluate its correctness/accuracy.

3.2 TZB Algorithm

E    δ 

G

V    0º 

Slack 

Bus
X

P, Q

Figure 3.1: Equivalent single machine infinite bus representation of a complex power system.

3.2.1 Single Machine Infinite Bus (SMIB) System Representation

Due to the highly complex behavior of electrical power systems, building detailed models

is difficult or could be time-consuming even with nowadays powerful computers. Therefore,

it is essential to develop an equivalent model for static or dynamic analysis of the full order

models. The power system reduction techniques can be categorized into modal equivalent,

estimated equivalent and coherency equivalent methods as summarized in [72]. One of the

techniques is introduced in [39] based on a concept of a single machine infinite machine

equivalenting of a complex power system network. In this formulation, regardless of the

complications of the given grid, at the relay location, the system can be approximated into

a SMIB system with a couple of approximations as discussed in Section 2.3.3, so that the

64



dynamic analysis can be simplified in the form of a Swing Equation. The SMIB provides a

simplified model of the power system for the stable/unstable power swing analysis using the

TZB scheme.

3.2.2 Power Flow Equations

The TZB algorithm has been developed in this thesis from the basic power angle equa-

tions. The power-angle equations can be obtained from the basic power flow equations. The

power flow can be demonstrated on a SMIB system model as shown in Figure 3.1. The bus

admittance matrix of the SMIB system is written as

Ybus =

Y11 Y12

Y21 Y22

 (3.1)

where Yii and Yij are the self-admittances and the mutual admittances of the nodes.

The active and reactive power can be formulated by the node voltages, the system

impedance, and the node phase angle difference. According to the admittance Ybus matrix,

on the sending terminal of the transmission line at the generator bus, we have

P + jQ = E(Y11E)∗ + E(Y12V )∗ (3.2)

= E(G11 − jB11)E
∗ + E|Y12|∠(−θ12)V ∗ (3.3)

= |E|2G11 − j|E|2B11 + |E||V ||Y12|∠(δ − θ12) (3.4)

where P Q are the active and reactive power measured at the sending end; the sending

end voltage E = |E|∠δ; the receiving end voltage V = |V |∠0◦; the self-admittance Y11 =

G11 + jB11 = |Y11|∠θ11; the mutual admittance Y12 = |Y12|∠θ12.

Thus

P = |E|2G11 + |E||V ||Y12| cos(δ − θ12) (3.5)

and

Q = −|E|2B11 − |E||V ||Y12| sin(δ − θ12) (3.6)
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Considering system resistance is insignificant for the power network, Equation 3.5 and

3.6 can be approximated by

P = |E||V ||Y12| sin δ (3.7)

Q = |E|2B12 − |E||V ||Y12| cos δ (3.8)

or

P =
EV

X12

sin δ (3.9)

Q =
E2

X12

− EV

X12

cos δ (3.10)

where E V X12 are the absolute values of the quantities. The above two power angle

equations are the basic equations from which the TZB algorithm is developed.

3.2.3 Phase One of TZB Algorithm

Considering a WSCC 9-bus system shown in Figure 3.2, the system has three machines,

nine buses and six transmission lines. A three-phase fault occurs in a close proximity to Bus

7. Once it is cleared, the third zone of the distance relay R98 at Bus 9 must not operate

due to a post-fault power swing. For the sake of illustration, only the fault F and the relay

R98 have been taken into account. The concept can be extended to other distance relays on

other lines as well.

Let us consider the voltage magnitude, active and reactive power measured by the relay

R98, which are obtained from the measurements of instantaneous voltages and currents

as the derivation in Appendix A.3 and denoted by E, P and Q, respectively. The relay

measurements are used in an equivalent SMIB system arrangement as shown in Figure 3.1.

From the derivation in Section 3.2.2, the power angle equation for the SMIB system are

given by:

P =
EV

X
sin δ (3.11)
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Figure 3.2: TZB methodology illustrated on a typical WSCC 9-bus system. [2]

Then

sin δ =
XP

EV
(3.12)

And

Q =
E2

X
− EV

X
cos δ (3.13)

Then

cos δ =
E2 −XQ
EV

(3.14)

The two unknown parameters in this arrangement are δ and X. δ is the source phase

angle of the SMIB system voltage and X is the equivalent reactance magnitude of the

fictitious system. From the derivation in Section 3.2.2, the system reactance X in power angle
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equations is an approximation of the system impedance. The system impedance magnitude

Z is used instead of X in the following derivation and calculation.

Eliminating δ from Equation 3.11 and Equation 3.13, we have

(
PZ

EV

)2

+

(
E2 −QZ
EV

)2

= 1 (3.15)

And

P 2Z2 + (E2 −QZ)2 = E2V 2 (3.16)

Thus, the following polynomial is obtained

(P 2 +Q2)Z2 − 2QE2Z + E4 − E2V 2 = 0 (3.17)

Only Z is unknown in Equation 3.17.

Using a non-linear iterative solver, i.e. the Laguerre’s method discussed in Appendix

A.4, Z can be obtained from the above equation. δ can be found from Equation 3.12 and

Equation 3.14, once Z is solved for.

This completes the calculations for the first phase of the algorithm.

3.2.4 Phase Two of TZB Algorithm

From Equation 3.11, knowing the phase angle δ of the power source of the SMIB system

and the equivalent impedance Z of the fictitious system, the electrical power input P to the

system can be found. By differentiating Equation 3.11, the fictitious machine rotor relative

speed can be expressed as the function of the rate of change of the electrical active power

output from the fictitious machine and the rate of change of voltage magnitude measured at

the relay location as the following:
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d

(P
E

)
dt

=

(
V

Z

)
cos δ

(
dδ

dt

)
(3.18)

Since the synchronous machine rotor relative speed ωr equals to the rate of change of

rotor angle, that is

ωr =
dδ

dt
(3.19)

Bringing Equation 3.13 and Equation 3.19 into Equation 3.18, it becomes

d

(P
E

)
dt

=

(
V

Z

)(
E2 −QZ
EV

)
ωr. (3.20)

Thus

d

(P
E

)
dt

=

(
E2 −QZ
EZ

)
ωr. (3.21)

In Equation 3.21, the variables P, E, Q, V and Z are known.

Therefore, the frequency or the rotor relative speed of the fictitious synchronous machine

can be obtained for the equivalent system as the following:

ωr =

(dP
dt

)
E −

(dE
dt

)
P

E

(E2 −QZ
Z

) (3.22)

In order to determine
dP

dt
and

dE

dt
, a numerical differentiation can be used as expressed

below.

69



dP

dt
≈ 4P
4t

=
Pt − Pt−1
4t

(3.23)

dE

dt
≈ 4E
4t

=
Et − Et−1
4t

(3.24)

where Pt is the power and Et is the voltage measured at the current simulation time instant

t, and Pt−1 is the power and Et−1 is the voltage measured at the previous time instant in

the simulation.

Substituting Equation 3.23 and 3.24 into 3.22,

ωr =

(Pt − Pt−1
4t

)
E −

(Et − Et−1
4t

)
P

E

(E2 −QZ
Z

) (3.25)

The time step 4t in the simulation is generally constant and is considered to be a small

value. If ω is the actual rotor speed of the fictitious machine, then the relative speed ωr is

going to be

ωr = ω − ωS (3.26)

where ωS is the synchronous speed equal to 2πfS, fS is the synchronous frequency.

ωr gives the relative speed of the fictitious machine over time as the simulation progresses.

Plotting it over time will give an idea as to how the system is reacting to a disturbance.

3.2.5 Significance of First Zero Crossing (FZC)

A stable swing is distinguished from an unstable one from the fact that the speed ω of the

machine G reaches a synchronous value, called First Zero Crossing (FZC) in this research in
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Figure 3.3: Relative speed of the equivalent machine due to a stable and unstable power

swing. [12]

the equivalent SMIB system in Figure 3.1, before the machine starts accelerating again, if it is

stable [12]. The stable or unstable swing identification with the relative speed ωr = ω−ωs is

graphically illustrated in Figure 3.3. In a stable power swing scenario, after the contingency

is cleared from the system at time instant b, the calculated fictitious synchronous machine

relative speed decreases across zero at time instant c, and approaches to steady state as

demonstrated in the equivalent machine relative speed curve in Figure 3.3(a). In the case of

an unstable swing, the machine decelerates and starts accelerating again before the relative

speed becomes zero or the speed becomes synchronous, as in Figure 3.3(b). From Figure

3.3, FZC can be determined easily. Finding FZC of the equivalent system is the crux of the

proposed algorithm.

Figure 3.4 demonstrates the stable and unstable swings shown in Figure 3.3 from the

physics point of view, i.e. using the equilibrium points. The point a corresponds to the

instant at which a fault happens, when the relative speed is zero, the point b corresponds
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Figure 3.4: Physical interpretation of stable and unstable equilibrium points for power swings

shown in Figure 3.3. [12]

to the instant at which a fault is cleared, i.e. the speed is at its maximum value, the point

c corresponds to the zero crossing point for a stable swing as shown in Figure 3.4a, or the

lowest speed point for an unstable swing as shown in Figure 3.4b [12].

The identification of stable or unstable power swings using the TZB method can also be

interpreted using the concept described for Equal-Area Criteria in Section 2.3.1. In Figure

2.4, a is the steady state point where the equivalent synchronous machine is running at the

synchronous speed ωS. b is the fault instant at which the machine starts accelerating. d is

the instant after fault is cleared. At this point the electrical power output of the synchronous

machine is greater than the mechanical power input, and the machine decelerates until the

synchronous speed is reached again at the point e in Figure 2.4, i.e. the first zero crossing

point c in Figure 3.3(a). Therefore, if there is a first zero crossing in the curve plotted in

Figure 2.4, the rotor angle of the synchronous machine oscillates approaching to a steady

state value. In the case of an unstable swing, the speed of the machine starts increasing

before it touches the synchronous speed (ω − ωS = 0). There is no first zero crossing, i.e.

the e point will never be reached. Before the machine rotor speed decreases to synchronous,

the machine mechanical power input becomes greater than its electrical power output, and

the machine starts accelerating again.

72



Consequently, for a fault occurring at some point in the system, the nature of power

swing (post-fault) can be studied within the line distance relay module using the proposed

algorithm to decide whether to block Zone 3 or not [12]. This decision is based on the first

zero-crossing point, i.e. if the power swing encroaches into Zone 3, it need not trip the

breaker using this arrangement. The Zone 3 relay generally has a time delay of 1-2 seconds.

The first zero crossing can be detected much before that, so the proposed scheme is going

to be very useful when used for a real application.

The algorithm proposed can be applied at every time interval or time step chosen to

detect the FZC point. It can be applied to the distance relay module in the system by

finding the equivalent system individually on a real-time basis for each case.

3.3 SMIB System Power Swing Detection

3.3.1 Introduction

The proposed TZB scheme in distance relays has been modeled in Power Systems

Computer Aided Design /Electromagnetic Transients including DC (PSCAD/EMTDC) en-

vironment available in Electrical & Computer Engineering Department in University of

Saskatchewan. EMTDC simulates the time domain instantaneous response of electrical

systems, and solves differential equations for both electromagnetic and electromechanical

systems in the time domain [73] [74]. The circuits are essentially representations of a num-

ber of the ordinary differential equations, numerically solved for discrete intervals.

PSCAD is a powerful and flexible graphical user interface to EMTDC solution engine. It

enables graphically assembling the circuits, running the simulations, analyzing the results,

and managing the data in a completely integrated graphical environment [73]. PSCAD comes

with a component library of pre-programmed and tested models which range from simple

passive elements and control functions, to more complex models, such as electric machines,

FACTS devices, transmission lines and cables [75]. One of the features of PSCAD is its

allowance for the custom design of models.
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The purpose of PSCAD simulation is to evaluate the feasibility of the proposed TZB

algorithm by employing a SMIB system available. The testing SMIB system model has one

synchronous machine, a simple transmission system connected to infinite bus, and miscel-

laneous measurement devices, etc. The outputs of the simulation are displayed in PSCAD

and are collected in MATLAB for detailed analysis.

3.3.2 SMIB System Setup

E    δ 

G

V    0º 

Infinite Bus

X3

P, Q

X1

X2

X4
Rd

TL-I

TL-II

Figure 3.5: PSCAD Equivalent SMIB system schematic for TZB algorithm study.

A 24kV SMIB system has been modeled in PSAT and PSCAD to differentiate stable and

unstable power swings using the TZB algorithm. The SMIB system schematic is seen in

Figure 3.5. In the figure, E is the voltage on the bus of the generator G, and ∠δ is its angle.

V is the voltage at the infinite bus. P and Q is the active and reactive power output of the

generator bus. X1 is the reactance of a measurement component. X2 is the reactance of

transmission line TLI . The reactance of transmission line TLII is identically divided into to

two segments X3 and X4 for introducing contingency in the following study. The parameters

of the system are as presented in Appendix B.1.

The SMIB system has been created in PSAT to conduct Load Flow study, which is shown

in Appendix B.2. The outcome of the Load Flow results is attached in Appendix B.3.

The SMIB system PSCAD model with the same settings is shown in Appendix B.4 for

the TZB algorithm study. In the figure, an IEEE Type I hydro-turbine is employed as the
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prime mover converting the kinetic energy of water to the mechanical energy input to the

synchronous generator. The inputs to the turbine are the per-unit speed ω, the per-unit

speed reference ωref and the gate position z. The outputs are the mechanical torque Tm

and the initial gate position zi [73]. The prime mover governor provides turbine control to

regulate the power and the frequency. Both ω and Tm are input to the synchronous machine

model. The synchronous machine Source Machine Transition time instant S2M is set at

0.5 s which is provided by a Timer. The synchronous machine Locked-Rotor Normal Mode

Transition time instant LRR is set at 1.0 s which is provided by another Timer.

The instantaneous current and voltage output of the generator G are measured by Multi-

meter component in series within the circuit close to the generator bus. Fast Fourier Trans-

form (FFT) is applied to extract the 3-phase magnitude and phase quantities. The instan-

taneous active power P and reactive power Q are measured by Real/Reactive Power Meter

element on X1. The distance relay module Rd is located at the downstream of the generator

bus before the power meter component, at which the fictitious synchronous machine relative

speed is calculated.

3.3.3 Stable Power Swing Detection in SMIB System
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Figure 3.6: Measured voltage at relay location under stable power swing in SMIB system.

In a stable power swing study case, the contingency scenario is created by introducing
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Figure 3.7: Measured active and reactive power at relay location under stable power swing

in SMIB system.

a three phase to ground fault at the middle of the second transmission line, i.e. between

X3 and X4, as shown in Figure 3.5. In the SMIB model shown in Appendix B.4, a Timed

Fault Logic component is employed to control the type and duration of the fault. The stable

power swing is observed after the three-phase fault is applied at 1.00 s and cleared at 1.30

s, i.e. the fault duration is 0.30 s.

The voltage E magnitude increases and oscillates approaching to the steady state value

as shown in Figure 3.6, which is measured after the fault is removed at 1.30 s. The active and

reactive power out of the generator bus, P and Q, are shown in Figure 3.7. The equivalent

system impedance Zr is calculated using Equation 3.17 of the phase one of the algorithm,

as shown in Figure 3.8. Applying Equation 3.25 of the phase two of the algorithm, the

equivalent SMIB system fictitious synchronous machine relative speed ωr is calculated by

the TZB method as shown in Figure 3.9. After the fault is removed at 1.30 s, the TZB

calculated fictitious machine relative speed ωr oscillates approaching to equilibrium around

0. The FZC is detected at 1.45 s.

The TZB calculated fictitious machine relative speed is validated by comparing it to the

measured synchronous machine G relative speed ωa as shown in Figure 3.10. It is observed
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Figure 3.8: TZB calculated system impedance at relay location under stable power swing in

SMIB system.
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Figure 3.9: Calculated fictitious synchronous machine speed Case 1 under stable power swing

in SMIB system.

that the two speed curves are not only generally in phase, but the FZCs happen at exact

same time instant. The calculated relative speed magnitude ωr is in the same scale with the

measured generator G relative speed ωa as well.

In another stable power swing scenario when a single phase to ground fault is applied in
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Figure 3.10: Calculated fictitious synchronous machine speed compared with measured ac-

tual machine speed in Case 1 under stable power swing in SMIB system.
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Figure 3.11: Calculated fictitious synchronous machine speed Case 2 under stable power

swing in SMIB system.

the system, the equivalent SMIB system fictitious synchronous machine relative speed ωr is

calculated by the TZB method as shown in Figure 3.11. After the fault is removed at 1.40 s,

the TZB calculated fictitious machine relative speed ωr oscillates approaching to equilibrium

around 0. The FZC is detected at 1.47 s.

The TZB calculated fictitious machine relative speed is validated by comparing it to the
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Figure 3.12: Calculated fictitious synchronous machine speed compared with measured ac-

tual machine speed in Case 2 under stable power swing in SMIB system.

measured synchronous machine G relative speed ωa as shown in Figure 3.12. It is observed

that the two speed curves are also in phase. The calculated relative speed magnitude ωr is

in the same scale with the measured generator G relative speed ωa.

3.3.4 Unstable Power Swing Detection in SMIB System
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Figure 3.13: Measured voltage at relay location under unstable power swing in SMIB system.

In an unstable scenario study case, the same PSCAD SMIB system settings are kept as
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Figure 3.14: Measured active and reactive power at relay location under unstable power

swing in SMIB system.
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Figure 3.15: TZB calculated system impedance at relay location under unstable power swing

in SMIB system.

in Appendix B.4. The unstable power swing is observed by postponing the three-phase fault

clearing time to 1.40 s, i.e. the fault duration extending to 0.40 s.

The measured voltage magnitude E decreases after the fault is removed and starts fluc-

tuating, instead of approaching to an equilibrium like in the stable case, as shown in Figure
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Figure 3.16: Calculated fictitious synchronous machine speed under unstable power swing

in SMIB system.
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Figure 3.17: Calculated fictitious synchronous machine speed compared to measured actual

machine speed under unstable power swing in SMIB system.

3.13. The measured active and reactive power P and Q also fluctuate and do not approach

to steady state as shown in Figure 3.14. Based on the measurements, the equivalent system

impedance Zr is calculated by applying Equation 3.17 of the phase one of the algorithm as

shown in Figure 3.15.

The fictitious machine relative speed ωr is calculated by Equation 3.25 of the phase two
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of the algorithm as shown in Figure 3.16. After the fault is cleared at 1.40 s, the TZB

calculated relative speed ωr increases and decreases, but does not cross zero and increases

again. The equilibrium speed is not reached for the synchronous machine G after the fault

is cleared, and the out-of-step condition can be identified.

The TZB calculated fictitious machine relative speed is compared to the actual syn-

chronous machine G relative speed ωa as shown in Figure 3.17. It can be observed that

both the TZB calculated and the measured machine relative speed increase away from the

synchronous value and the machine becomes unstable. The temporary decelerations can be

observed on both the actual and the calculated speed curves. Neither the actual speed ωa

nor the calculated speed ωr crosses zero, i.e. there is no FZC happening.

3.3.5 Discussion of SMIB Results for Proposed Algorithm

The SMIB example consisted of two parallel transmission lines. The stable and unstable

power swing scenarios were generated applying the three-phase and single-phase fault in the

middle of one of the transmission line. The proposed TZB algorithm calculates with the

measurements at a distance relay location at the generator bus.

The TZB algorithm is developed in Fortran, and the algorithm can be executed in less

than 1 ms on computer clock of a 64-bit operating system computer with an Intel Core

i5-2400 CPU @ 3.10 GHz. FZC of the calculated relative speed ωr was obtained for the

fictitious synchronous machine for the stable cases. The calculated relative speed ωr does

not have the FZC point for an unstable swing scenario. A stable power swing scenario can

therefore be differentiated from an unstable one. For a stable power swing, the calculated

fictitious machine relative speed is in phase with the actual measured machine speed value.

However, for an unstable power swing condition, there is magnitude difference between the

calculated relative speed value and the measured generator G relative speed.

From the above SMIB studies/results, the following conclusions can be drawn for the

proposed TZB algorithm.
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• The TZB method does not require offline studies to find its parameters. The fictitious

SMIB representation and the relative machine rotor speed calculations can be done in

a real-time fashion.

• The proposed TZB method is very accurate in terms of finding a stable power swing

condition and can be used for blocking third zone distance relays during stable power

swings.

• Since it identifies power swings from a system equilibrium point of view, there is no

need to do extensive stability studies.

• The TZB method does not require detailed information for the network so it can be

applied to any sized system and grid configuration. The inputs to TZB method are

local measurements available at the distance relay location which provides significant

advantages.

3.4 Summary

The derivation steps for the proposed TZB algorithm were discussed in this chapter.

Firstly, a SMIB equivalent of the power network was obtained. The equivalent SMIB pa-

rameters were obtained purely from local measurements. The fictitious synchronous machine

relative speed was calculated, and the calculated fictitious synchronous machine relative

speed (whether it went through an FZC or not) was used to differentiate stable power swing

from out-of-step condition. The significance of FZC was explained from a physics point of

view and the classical Equal-Area Criteria theory.

A 24kV SMIB system model in PSCAD/EMTDC was used for the SMIB studies in this

chapter. The simulation studies showed that the proposed method was practical, and could

be reliably used for blocking distance relays during stable power swings. If it was a stable

power swing, the relay could be blocked irrespective of whether it encroached into protection

zones or not. The proposed TZB method also could detect out-of-step conditions correctly.
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Chapter 4

Testing of the Proposed Third Zone Blocking

(TZB) Method by Phasor Based Simulations

Using PSAT

4.1 Introduction

The TZB algorithm, as well as the FZC concept, was introduced in Chapter 3. The

proposed scheme was demonstrated using a SMIB system as an example. In this chapter,

the TZB method is tested on a multi-machine test system to validate the method further.

As discussed in Chapter 1, the power system static and transient response can be pro-

duced/generated using digital computer simulations. For this purpose, the power systems

components need to be modeled e.g. synchronous machines, transmission lines, transformers,

etc, and their behavior is investigated during disturbances and system parameter variations.

Section 4.2 discusses the power system modeling and the electrical representation of basic

components.

This chapter uses Power System Analysis Toolbox (PSAT) for computer simulations.

PSAT is selected for the TZB method testing, because PSAT is a phasor based software

and provides a straightforward power system simulation environment for testing. Section

4.3 discusses the PSAT toolbox (an application tool developed in MATLAB). It uses the

fundamental frequency modeling to study the dynamic response of the power system.

WSCC 9-bus system is utilized for the purpose of testing the TZB method. The system

setup is shown in Section 4.3.2. Section 4.3.3 and Section 4.3.4 describe the testing of the
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TZB method on the distance relay R98 and R78 respectively at different locations in the

WSCC system for different power swing scenarios.

The proposed TZB method is further compared with a conventional Double Blinder

scheme, and the results are presented in Section 4.4. Setting up of a basic Double Blinder

procedure is first discussed in Section 4.4.1.1. A discussion of the Double Blinder concentric

polygons scheme for the relay R98 is discussed in Section 4.4.1.2. The comparative results

using the proposed TZB method and the conventional Double Blinder scheme are discussed

in the following Section 4.4.2.

The impedance loci calculated at distance relay locations are basic quantities used for

the TZB method power swing blocking. Finally in Section 4.5, the transmission line current

calculation for the distance relay is verified to confirm the impedance locus calculation at

the relay location.

4.2 Power System Modelling

The proposed power swing blocking scheme is tested utilizing power system stability

analysis software, which are designed for power system planning, protective device testing,

new concept developing, etc. for utilities, manufacturers, consultants, research and academ-

ic institutes. In software, the power system elements are modeled by equivalent impedance

networks. The solution of the entire network connected by individual elements is obtained

by solving the nodal equations established for any arbitrary system. The power system

element models for transient stability study are discussed in the following sections for syn-

chronous machines, transformers and transmission lines. The power system simulation can

be enhanced with the understanding of the modelling of power grids, electrical machines and

apparatuses.
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4.2.1 Synchronous Machine

A synchronous machine is a device that performs electromechanical energy conversion

through the medium of the electric and the magnetic field interaction. The simplified syn-

chronous machine can be represented by a Thevenin voltage source for the fundamental

frequency. The machine terminal voltage Er can be expressed by

Er = EIN − Ia(Ra + jXS), (4.1)

where Er is the resultant armature coil winding potential; EIN is the machine no-load source

voltage; Ia is the armature current; Ra is the armature resistance; XS is the synchronous

reactance equal to the armature reactance Xa plus the leakage reactance Xl, as derived

in [13].

EIN

Er

Ear

Фar

ΦIN Φr

Ia

Figure 4.1: Phasor diagram of voltage source. [13]

In general practices, the armature resistance Ra is small enough to be negligible as shown

in the phasor diagram Figure 4.1, in which Ear is the voltage drop across the phase armature

winding reactance. If Ia is lagging the machine no-load voltage EIN by 90◦, the resultant

flux Φr, equal to the rotor flux ΦIN less than the armature flux Φar, is largely reduced. If
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a highly-inductive load is connected then the terminal voltage Er generated by Φr is going

to be much lower than the machine no-load voltage EIN . Whereas, if Ia is leading the

machine no-load voltage EIN by 90◦, the resultant flux Φr equals to the rotor flux ΦIN plus

the armature flux Φar, and is greatly increased. If a highly capacitive load is connected to

the machine terminal, the resulting Er is going to be considerably higher than the machine

no-load voltage EIN .

In power system analysis software, the synchronous machine is modeled utilizing the

Park’s (dq0) transformation [76] [77] equations (given in Appendix B.5) to describe its tran-

sient and dynamic performance. It transforms the armature (stator) side abc currents into

d-axis and q-axis currents in phase with the amortisseur direct-axis and quadrature-axis

windings.

The machine stator instantaneous dq0 voltages and currents are obtained from three

phase instantaneous voltages and currents, respectively. Then the d-axis and q-axis flux

linkages are derived from the corresponding instantaneous currents. From the flux linkage,

voltage and current equations, the machine electric torque and rotor speed can be obtained

and the static and dynamic responses of the synchronous machine can be simulated.

4.2.2 Transmission Line

There is no shunt admittance that needs to be considered for a short transmission line,

so that the current is same at the sending and the receiving end. The nominal π circuit is

the conventional representation of the medium length line. The sending end current ISL is

the sum of the current in series arm and shunt admittances,

ISL = VSL
YL
2

+ VRL
YL
2

+ IRL, (4.2)

where VSL is the sending end voltage; VRL is the receiving end voltage; YL is the shunt

admittance; IRL is the receiving end current.

The sending end voltage VSL can be calculated as [13]

VSL =

(
ZL

YL
2

+ 1

)
VRL + ZLIRL, (4.3)

87



where ZL is the impedance in the series arm.

Thus, the sending end current ISL can be expressed as the function of VRL and IRL,

as [13]

ISL =

(
ZL

YL
4

+ 1

)
VRLYL +

(
ZL

YL
2

+ 1

)
IRL, (4.4)

4.2.3 Transformer

r p x p a2x s a2r s

G mB mV
 p

aV
 s

I E

Figure 4.2: Practical transformer equivalent circuit.

Unlike the ideal transformer, in a practical transformer, a portion of the flux linking to

the primary winding not linking the secondary creates a voltage drop, which is called the

leakage reactance xP in series with the primary winding. Similarly, the leakage reactance

xS on the secondary is in series with the secondary winding. Additionally, the winding

resistance rP and rS are considered for the primary side and the secondary side respectively.

The magnetizing current IE is represented by an inductive reactance xM and a resistance rC

to account for the hysteresis loss and the eddy current loss as in Figure 4.2.

For a practical transformer, its secondary voltage is formulated as follows [1], if its sec-

ondary winding is open-circuited.

aVS =
jxM

rP + j(xP + xM)
VP (4.5)
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where a = NP/NS is the ratio of the transformer windings.

When a finite impedance burden is on the secondary side, the load impedance converted

to the primary side z′b, the converted secondary winding resistance r′S to the primary side, the

converted secondary leakage reactance x′S to the primary side are formulated as follows [1],

given the primary side equivalent impedance zeq.

zeq =
(rP + jxP )jxM

rP + j(xP + xM)
(4.6)

z′b = a2zb (4.7)

r′S = a2rS (4.8)

x′S = a2xS (4.9)

where zb is the load impedance.

Thus, the practical transformer voltage becomes as follows, [1]

aVS =
zeqz

′
b

(rP + jxP )(zeq + z′b + r′S + jx′S)
VP (4.10)

The equivalent circuit of a practical transformer takes into account of the issues, such as

the finite permeability, the winding resistances, the iron core losses, and the incomplete flux

linkage between the primary and the secondary winding, etc.

4.3 TZB Studies with Modified WSCC System in P-

SAT

4.3.1 Power System Analysis Toolbox (PSAT)

The TZB method testing in PSAT is facilitated by the ability of numerical computing,

the power of matrix manipulation of MATLAB, as well as by the flexibility of graphically

system construction of SIMULINK. The power system is constructed graphically in PSAT

by using the components from a specified PSAT library in the SIMULINK environment.
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Apart from that, the test data can be easily collected and analysed in MATLAB after each

simulation run in PSAT.

Initially written as a MATLAB toolbox, PSAT provides user friendly tools for the anal-

ysis and the control of electric power systems. Its functions called routines include Power

Flow, Continuation Power Flow, Optimal Power Flow, Small Signal Stability Analysis, and

Time Domain Simulation, etc. [78] The routines can be accessed and operated by means of

graphical user interfaces (GUIs). All components for network design are selectable from a

SIMULINK-based library. By launching the command line version, the routines of PSAT

can be easily called from a user defined MATLAB program. Apart from the mathematical

routines and models, PSAT also includes the following utilities: single-line network dia-

gram editors and user defined model constructions; GUIs for system settings and routine

parameters; GUIs for plotting results; filters for converting data to and from other formats;

command logs, etc. [79]

Among the PSAT routines, the Power Flow is the core function which also takes care of

the state variable initialization. Further static or dynamic analysis can be performed, once

the Power Flow is solved. The Time Domain Simulation routine has been extensively used

on the purpose of power swing analysis in the TZB study. The power system component

modelings are simplified in PSAT. For instance, it is assumed that the speed variations of

synchronous machines are small, thus the mechanical power is approximately equal to the

mechanical torque in per unit. The transmission lines are represented by nominal π circuits

in PSAT, including long transmission lines.

The parameters of the general settings for the Time Domain Simulations can be cus-

tomized in the GUI main window, including the initial and final times, the convergence

tolerances, the maximum number of iterations of the Newton-Raphson technique for each

time step, and etc. The settings for the Time Domain routine are saved in the structure of

Settings, which also contains the general PSAT settings and the parameters for power flow

studies [79].

In the Time Domain Simulations, the output variables are named by the structure of

90



V arout. In the command line version of PSAT, the output variable can be selected by

assigning a vector of indexes to V arout.idx. The selection is done after running the Power

Flow analysis and before running the Time Domain Simulations.

Disturbances can be inserted in power networks in PSAT. In the Time Domain Simu-

lations, three phase faults are defined in the Fault structure. In the TZB study, after the

power network is established in SIMULINK, the static operation conditions are determined

by running the Power Flow analysis. Three phase faults are applied in order to create power

swing scenarios in the given network in the PSAT Time Domain Simulations. The system

outputs as well as the transient/dynamic intermediate data are collected by V arout, and

transferred to the MATLAB workspace for further examination and calculation.

4.3.2 Modified WSCC System Setup

The proposed TZB scheme has been tested on a modified WSCC system that is con-

structed based on a typical WSCC 9-bus system, as shown in Figure 4.3. The modified

WSCC system PSAT model is shown in Appendix B.6. An additional 250MVA generator

G4 has been connected to the load Bus 8 of the original WSCC 9-bus system [2] to introduce

an infeed current into distance relay apparent impedance calculations. The infeed curren-

t makes a distance relay under-reach, therefore the reach of the distance relay Zone 3 is

enlarged to keep the Zone 3 coverage. The system parameters are given in Appendix B.7.

Moreover, for the distance relay R98 study, the transmission line L78 is extended to

simulate the power system transient scenarios when the impedance loci enters into Zone 3.

The transmission line parameters are given in Appendix B.7. The reach of Zone 3 of R98 is

determined by Equation 1.8. Considering a three-phase fault happens on Bus 7, the current

ratio
IA + IB

IB
is 5.9762. The Zone 3 reach ZZ3 is 0.2557 + 2.1662i in p.u. that is calculated

by the following equation.

ZZ3 = Zl1 + 1.2× 5.9762× Zl2 (4.11)

where Zl1 is 0.0119 + 0.1008i; Zl2 is 0.0340 + 0.2880i from Appendix B.7.
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Figure 4.3: WSCC 9-bus system modified with infeed generator G4. [2]

Similarly, in the distance relay R78 study, the transmission line L98 is extended. The

transmission line parameters are given in Appendix B.7. Considering a three-phase fault

happens on Bus 9, the current ratio
IA + IB

IB
is 3.1202. The Zone 3 reach ZZ3 is 0.1422 +

1.2043i calculated by the following equation.

ZZ3 = Zl2 + 1.2× 3.1202× Zl1 (4.12)

where Zl2 is 0.0085 + 0.0720i; Zl1 is 0.0357 + 0.3024i from Appendix B.7.
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4.3.3 Stable Swing Studies for Distance Relay R98

In order to simulate the power swing encroaching into Zone 3 of the distance relay,

three phase to ground faults are applied at different locations in the system. A numerical

optimization procedure (Laguerre method) is used to solve the polynomial of Equation 3.17

and to calculate the system impedance Z of the equivalent SMIB system. The system

impedance Z and the rate of change of active power
dP

dt
is utilized to find the relative speed

ωr of the equivalent synchronous machine G in Figure 3.1. The apparent impedances are

calculated at the relay location R98, and their loci are obtained and shown on mho relay

Zone 3 characteristics.

The distance relay R98 is located at the sending end of transmission Line 1 at Bus 9.

Three protection zones of R98 are shown in red dash-line ovals in Figure 4.3 in which Zone

3 here covers Line 1 plus 120% of Line 2. The Zone 3 characteristics is placed forward along

the transmission line impedance with the transmission line impedance passing through its

center. The transmission Line 2 distance relay R87 at Bus 8 is backed up by the relay R98.

4.3.3.1 Stable Swing Studies for Distance Relay R98 Case 1
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Figure 4.4: G1 to G4 synchronous machine actual relative speed for R98 study Case 1.

93



2.5 3 3.5 4 4.5

0.7

0.8

0.9

1

1.1

Time t (s) 

A
ct

iv
e 

po
w

er
 (p

.u
.) 

an
d 

vo
lta

ge
 (p

.u
.)

Fault removed at 
2.05s

Voltage at bus
Active power

Figure 4.5: Active power and voltage magnitude measured at Bus 9 for study Case 1 on

distance relay R98.
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Figure 4.6: Reactive power measured at Bus 9 for study Case 1 on distance relay R98.

In the first case study (Case 1) of R98, the three phase fault is applied at 2.00 s at Bus 7

and removed at 2.05 s. Figure 4.4 shows the measured actual synchronous machine relative

speeds of G1 to G4. It oscillates after the fault removal and approaches to steady-state value

of 0 radians. The active power P from Bus 3 to Bus 9 and the voltage EB is measured by

R98 at Bus 9 as shown in Figure 4.5. Both P and EB decreases sharply away from steady

state value at the fault instant. The reactive power Q from Bus 3 to Bus 9 is measured at

Bus 9 as shown in Figure 4.6. In contrast to P and EB, Q increases sharply at the fault
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Figure 4.7: Fictitious synchronous machine relative speed for study Case 1 on distance relay

R98.
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Figure 4.8: Impedance locus measured at distance mho relay R98 on Zone 3 characteristics

for study Case 1.

instant. After the disturbance is cleared, P , EB and Q start oscillating and approaches to

an equilibrium.

The 0.05 s fault duration is less than the time delay setting for Zone 3, i.e. 1.5 s (90

cycles). For this case study, the primary protection is Zone 2 of the distance relay R87. The

TZB calculated fictitious synchronous machine relative speed ωr is shown in Figure 4.7 for
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Figure 4.9: G1 to G4 synchronous machine actual relative speed for R98 study Case 2.
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Figure 4.10: Active power and voltage magnitude measured at Bus 9 for study Case 2 on

distance relay R98.

the study Case 1 of R98. It can be seen from Figure 4.7 that the fictitious machine speed ω

reaches the synchronous value at 2.20 s (the relative speed is zero), i.e. 0.15 s after the fault

is removed. The trace of the impedance locus change is shown in Figure 4.8. The first time

the locus enters Zone 3 is at 2.78 s, i.e. 35 cycles after FZC. So there is adequate room for

blocking the third zone of R98 after the stable power swing is detected.
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Figure 4.11: Reactive power measured at Bus 9 for study Case 2 on distance relay R98.
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Figure 4.12: Fictitious synchronous machine relative speed for study Case 2 on distance

relay R98.

4.3.3.2 Stable Swing Studies for Distance Relay R98 Case 2

For the relay R98 Case 2 study, the fault is applied at Bus 6, which is outside the reach of

Zone 3 of the relay, as shown at 2.0 s on the mho relay characteristics in Figure 4.13. Figure

4.9 shows the measured actual synchronous machine relative speeds of G1 to G4, which are

oscillating after the fault removal and approaching to an equilibrium gradually with time

increment. The active power P from Bus 3 to Bus 9 and the voltage EB is measured by R98
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for study Case 2.

2.5 3 3.5 4 4.5 5 5.5 6
-2

0

2

4

6

M
ac

hi
ne

s’
 re

la
tiv

e 
sp

ee
d 

ω
r  (

ra
di

an
s)

Time t (s)

G2 speed G1 speed 
G4 speed G3 speed 

Figure 4.14: G1 to G4 synchronous machine actual relative speed for R98 study Case 3.

at Bus 9 as shown in Figure 4.10. The reactive power Q from Bus 3 to Bus 9 is measured at

Bus 9 as shown in Figure 4.11. The primary protection, Zone 2 of the distance relay R96, is

assumed to fail to respond to the fault. Figure 4.12 shows the plot of the relative speed of the

equivalent machine, which approaches to an equilibrium with time after the fault removal.

Figure 4.13 gives the plot of the impedance locus. The first zero crossing of the relative

speed is obtained at 2.24 s, whereas the instant at which the impedance locus enters Zone 3
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Figure 4.15: Active power and voltage magnitude measured at Bus 9 for study Case 3 on

distance relay R98.
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Figure 4.16: Reactive power measured at Bus 9 for study Case 3 on distance relay R98.

is at 3.52 s, i.e. 77 cycles after FZC, on the impedance characteristics in Figure 4.13. Thus

it gives sufficient time to block the third zone of the relay R98.

4.3.3.3 Stable Swing Studies for Distance Relay R98 Case 3 to Case 6

Similar studies have been done for the relay R98 when the faults are applied at other

locations in the system, i.e. at the location of Bus 5 with 0.05 s fault duration and at
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Figure 4.17: Fictitious synchronous machine relative speed for study Case 3 on distance

relay R98.
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Figure 4.18: Impedance locus measured at distance mho relay R98 on Zone 3 characteristics

for study Case 3.
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Figure 4.19: G1 to G4 synchronous machine actual relative speed for R98 study Case 4.
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Figure 4.20: Active power and voltage magnitude measured at Bus 9 for study Case 4 on

distance relay R98.
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Figure 4.21: Reactive power measured at Bus 9 for study Case 4 on distance relay R98.
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Figure 4.22: Fictitious synchronous machine relative speed for study Case 4 on distance

relay R98.
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Figure 4.23: Impedance locus measured at distance mho relay R98 on Zone 3 characteristics

for study Case 4.
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Figure 4.24: G1 to G4 synchronous machine actual relative speed for R98 study Case 5.
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Figure 4.25: Active power and voltage magnitude measured at Bus 9 for study Case 5 on

distance relay R98.
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Figure 4.26: Reactive power measured at Bus 9 for study Case 5 on distance relay R98.
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Figure 4.27: Fictitious synchronous machine relative speed for study Case 5 on distance

relay R98.
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Figure 4.28: Impedance locus measured at distance mho relay R98 on Zone 3 characteristics

for study Case 5.
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the location of Bus 8 with 0.05 s, 0.10 s and 0.15 s fault durations, for four more cases.

Figure 4.14, Figure 4.19, Figure 4.24 and Figure 4.29 show the measured actual synchronous

machine relative speeds of G1 to G4 in Case 3 to Case 6. The active powers P from Bus 3

to Bus 9 and the voltages EB are measured by R98 at Bus 9 as shown in Figure 4.15, Figure

4.20, Figure 4.25, Figure 4.30 in Case 3 to Case 6. The reactive powers Q from Bus 3 to Bus

9 are measured at Bus 9 as shown in Figure 4.16, Figure 4.21, Figure 4.26, Figure 4.31.
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Figure 4.29: G1 to G4 synchronous machine actual relative speed for R98 study Case 6.
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Figure 4.30: Active power and voltage magnitude measured at Bus 9 for study Case 6 on

distance relay R98.

The test results for Case 3 to Case 6 are shown in Figure 4.17, Figure 4.22, Figure 4.27

and Figure 4.32 for the TZB calculated fictitious synchronous machine relative speeds ωr,

and shown in Figure 4.18, Figure 4.23, Figure 4.28, and Figure 4.33 for the impedance loci

measured at the distance mho relay R98 on Zone characteristics planes. The same promising

results have been obtained in these study cases as well.

104



2.5 3 3.5 4 4.5
-0.6
-0.5
-0.4
-0.3
-0.2
-0.1

0

Time t (s) 

R
ea

ct
iv

e 
po

w
er

 (p
.u

.)

Fault removed at 
2.15s

Reactive power

Figure 4.31: Reactive power measured at Bus 9 for study Case 6 on distance relay R98.
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Figure 4.32: Fictitious synchronous machine relative speed for study Case 6 on distance

relay R98.

Similar to Cases 1 and 2, the results here show that FZC can be detected much before

the time at which the impedance locus enters Zone 3. So for all cases there is sufficient time

for safely blocking Zone 3 for the relay R98, no matter whether the fault is within Zone 3 of

the relay or not.

The proposed TZB scheme is also tested for different fault durations for the purpose

of examining the TZB method for contingencies of different severity levels, i.e. when fault

applied at Bus 8 is 0.05 s, 0.10 s and 0.15 s, respectively. The results are shown in Cases 3,

5 and 6. From the results, it can be seen that the TZB method works correctly in all cases.

The results are summarized in Table 4.1.
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Figure 4.33: Impedance locus measured at distance mho relay R98 on Zone 3 characteristics

for study Case 6.

4.3.4 Stable Swing Studies for Distance Relay R78

4.3.4.1 Stable Swing Studies for Distance Relay R78 Case 1
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Figure 4.34: G1 to G4 synchronous machine actual relative speed for R78 study Case 1.

The distance relay R78 is selected for additional TZB method testings, which is located

on the end of transmission Line 2 at Bus 7. The protection zones of R78 are not drawn in

Figure 4.3 for clarity. Its protection Zone 3 covers the full length of Line 2 plus 120% of Line

1. The distance relay R89 on the end of Line 1 at Bus 8 is backed up by R78.

For the R78 Case 1 study, the fault is applied at Bus 9 at 2.00 s and removed at 2.05

s. The relay R89 is assumed not to operate for this case study. Figure 4.34 shows the

measured actual synchronous machine relative speeds of G1 to G4, which oscillate after the
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Table 4.1: Summary of stable power swing studies on distance relay R98 in Modified WSCC

system.

Case No. 1 2 3 4 5 6

Fault Location

Bus No.

7 6 8 8 5 8

Fault in Pro-

tection Zones

(Y/N)

N N Y Y N Y

Fault Duration

(cycle)

3 3 3 6 3 9

Fault Duration

(s)

0.05 0.05 0.05 0.10 0.05 0.15

FZC After Fault

Removal (s)

0.15 0.19 0.24 0.25 0.18 0.11

First Zone 3 En-

tering (s)

0.73 1.47 0.58 0.48 1.38 0.51

Relay Reaction

Time After FZC

(cycle)

35 77 20 14 72 24

Zone 3 Blocking

decision (Y/N)

Y Y Y Y Y Y

fault removal and approach to an equilibrium value with time. The active power P from

Bus 2 to Bus 7 and the voltage EB is measured by R78 at Bus 7 as shown in Figure 4.35.

The reactive power Q from Bus 2 to Bus 7 is measured at Bus 7 as shown in Figure 4.36.

The relative speed of the equivalent machine reaches a zero value at 2.23 s that can be

seen in Figure 4.37, i.e. 0.18 s after the fault is removed. The plot of the impedance locus is

shown in Figure 4.38. The impedance locus enters Zone 3 at 3.42 s, i.e. 71 cycles after FZC.
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Figure 4.35: Active power and voltage magnitude measured at Bus 9 for study Case 1 on

distance relay R78.
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Figure 4.36: Reactive power measured at Bus 9 for study Case 1 on distance relay R78.
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Figure 4.37: Fictitious synchronous machine relative speed for study Case 1 on distance

relay R78.

108



-1.5 -1 -0.5 0 0.5 1 1.5 2
-0.5

0

0.5

1

1.5

Impedance 
locus
Zone 3

Operating 
point 0s

Resistance R (p.u.) 

R
ea

ct
an

ce
 X

 (p
.u

.)

Fault at 
2.00s

1st zero 
crossing at 

2.23sEnters Zone3 at 
3.42s

Leaves Zone3 at 
3.59s

Figure 4.38: Impedance locus measured at distance mho relay R78 on Zone 3 characteristics

for study Case 1.

So in this case it can be seen again that there is sufficient time for blocking Zone 3 during a

stable power swing.

4.3.4.2 Stable Swing Studies for Distance Relay R78 Case 2 to Case 5
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Figure 4.39: G1 to G4 synchronous machine actual relative speed for R78 study Case 2.

Additional four case studies are reported for R78 with the faults applied at different

locations in the system at Buses 5, 6 and 8. Figure 4.39, Figure 4.44, Figure 4.49 and Figure

4.54 show the measured actual synchronous machine relative speeds of G1 to G4 in Case 2

to Case 5. The active powers P from Bus 2 to Bus 7 and the voltages EB are measured

by R78 at Bus 7 as shown in Figure 4.40, Figure 4.45, Figure 4.50, Figure 4.55 in Case 2

to Case 5. The reactive powers Q from Bus 2 to Bus 7 are measured at Bus 7 as shown in
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Figure 4.40: Active power and voltage magnitude measured at Bus 9 for study Case 2 on

distance relay R78.

2.5 3 3.5 4 4.5
-0.1

-0.05

0

0.05

0.1

Time t (s) 

R
ea

ct
iv

e 
po

w
er

 (p
.u

.)

Fault removed 
at 2.05s

Reactive power

Figure 4.41: Reactive power measured at Bus 9 for study Case 2 on distance relay R78.
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Figure 4.42: Fictitious synchronous machine relative speed for study Case 2 on distance

relay R78.
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Figure 4.43: Impedance locus measured at distance mho relay R78 on Zone 3 characteristics

for study Case 2.
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Figure 4.44: G1 to G4 synchronous machine actual relative speed for R78 study Case 3.
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Figure 4.45: Active power and voltage magnitude measured at Bus 9 for study Case 3 on

distance relay R78.
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Figure 4.46: Reactive power measured at Bus 9 for study Case 3 on distance relay R78.
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Figure 4.47: Fictitious machine relative speed for study Case 3 on distance relay R78.
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Figure 4.48: Impedance locus measured at distance mho relay R78 on Zone 3 characteristics

for study Case 3.
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Figure 4.49: G1 to G4 synchronous machine actual relative speed for R78 study Case 4.
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Figure 4.50: Active power and voltage magnitude measured at Bus 9 for study Case 4 on

distance relay R78.

2.5 3 3.5 4 4.5
-0.3

-0.2

-0.1

0

0.1

Time t (s) 

R
ea

ct
iv

e 
po

w
er

 (p
.u

.)

Fault removed 
at 2.10s

Reactive power

Figure 4.51: Reactive power measured at Bus 9 for study Case 4 on distance relay R78.
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Figure 4.52: Fictitious synchronous machine relative speed for study Case 4 on distance

relay R78.
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Figure 4.53: Impedance locus measured at distance mho relay R78 on Zone 3 characteristics

for study Case 4.
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Figure 4.54: G1 to G4 synchronous machine actual relative speed for R78 study Case 5.
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Figure 4.41, Figure 4.46, Figure 4.51, Figure 4.56.
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Figure 4.55: Active power and voltage magnitude measured at Bus 9 for study Case 5 on

distance relay R78.

The test results from Case 2 to Case 5 are shown in Figure 4.42, Figure 4.47, Figure

4.52 and Figure 4.57 for the TZB calculated fictitious synchronous machine relative speeds

ωr, and shown in Figure 4.43, Figure 4.48, Figure 4.53, and Figure 4.58 for the impedance

loci measured at the distance mho relay R78 on the Zone characteristics planes. The results

similar to the study Case 1 have been obtained in these study cases as well.

2.5 3 3.5 4 4.5
-0.3

-0.2

-0.1

0

0.1

Time t (s) 

R
ea

ct
iv

e 
po

w
er

 (p
.u

.)

Fault removed 
at 2.10s

Reactive power

Figure 4.56: Reactive power measured at Bus 9 for study Case 5 on distance relay R78.

The effectiveness of the TZB scheme for different three phase fault durations are also

examined, i.e. the fault durations of 0.05s and 0.10s respectively at Bus 8. The results show

that FZC can be detected much before the impedance locus enters Zone 3. The study case
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Figure 4.57: Fictitious synchronous machine relative speed for study Case 5 on distance

relay R78.
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Figure 4.58: Impedance locus measured at distance mho relay R78 on Zone 3 characteristics

for study Case 5.

results are summarized in Table 4.2 and the additional cases are numbered from Case 2 to

Case 5.

4.3.5 Discussion of the Results

In all simulation cases, the first zero crossing is obtained much earlier (less than 0.33 s)

than the impedance trajectory enters in Zone 3, so Zone 3 could be blocked. If a fault happens

during a power swing that is a three-phase balanced phenomenon, then it is important to

unblock Zone 3. In a practical application of distance relaying, additional logics would have to

be included to handle these scenarios. Majority of the faults happening in power system are
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Table 4.2: Summary of stable power swing studies on distance relay R78 in Modified WSCC

system.

Case No. 1 2 3 4 5

Fault Location

Bus No.

9 6 8 8 5

Fault in Pro-

tection Zones

(Y/N)

N N Y Y N

Fault Duration

(cycle)

3 3 3 6 6

Fault Duration

(s)

0.05 0.05 0.05 0.10 0.10

FZC After Fault

Removal (s)

0.18 0.23 0.17 0.17 0.20

First Zone 3 En-

tering (s)

1.37 NA 0.63 0.57 0.56

Relay Reaction

Time After FZC

(cycle)

71 NA 28 24 22

Zone 3 Blocking

decision (Y/N)

Y N Y Y Y

unbalanced type, e.g. single-line-to-ground faults or double-line faults. A negative sequence

component monitor can be used for unblocking the relay for unbalanced faults. However,

when it is a three-phase fault that the negative sequence monitor cannot obviously detect,

the rate of change of impedance would be also monitored by the relay. If the swing progresses

into a three-phase fault, the rate of change of impedance is going to be very fast, which could

be used for unblocking the relay for symmetrical three-phase faults as stated in [8]. From the

simulation results presented in the above study cases, the impedance locus at fault moves
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instantaneously, whereas the one of power swing moves at a much slower rate. Moreover,

other reported schemes are also applicable to unblock the relay such as the Blinder schemes

discussed in Section 2.4.1, the Concentric Zone Characteristics schemes in Section 2.4.2, the

Support Vector Machine method in Section 2.5.1, the Wavelet Transform method in Section

2.3.8, etc.

4.4 TZB and Traditional Zone Blocking Blinder Scheme

Comparison in Modified WSCC System

4.4.1 Double Blinder Scheme Setup

4.4.1.1 Double Blinder Scheme Setup Procedure

Inner Z Element Outer Z Element

AngOBAngIB

Z
Z

L
Z

E
S

Z
E

R

ZES+ZZL+ZER

 2

Figure 4.59: Double Blinder scheme setup with equivalent two source machine angles. [14]

The effectiveness of the developed TZB scheme has been verified by comparing it to the

conventional power swing identification and blocking blinder based scheme. A two concentric
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polygons blinders are established inclined at the transmission line angle, i.e. 81 degrees, in

the power swing studies for the distance relay R98 as shown in Figure 4.60, 4.61, 4.62 and

4.63.

The blinder settings procedures are referred to [6], [14], [80] and [81], which are used

for the test system and illustrated in Figure 4.59. In Figure 4.59, ZES is the local source

impedance; ZZL is the line impedance; ZER is the remote source impedance; AngIB is the

machine angle at the inner blinder reach; AngOB is the machine angle at the outer blinder

reach. The inner blinder must be placed covering the maximum protection zone to keep

the optimal room for stable power swing blocking. The absolute value of the outer blinder

impedance must be less than the magnitude of maximum possible load impedance whose

trajectories may be regarded as power swings triggering blocking action of the relay. In

order to differentiate a fault from a power swing whose trajectories move much slower on

the impedance plane of the distance relay, a timer is established to count the time difference

that the measured impedance locus travels from the outer blinder to the inner blinder under

fault conditions or in out-of-step phenomenon. The setting of the timer, TR in cycles, can

be calculated in the following Equation 4.13 with the system information [6].

TR =
(AngIB − AngOB)× fS

360× fSLIP
(4.13)

where, fS is the nominal system frequency; fSLIP is the maximum slip frequency.

4.4.1.2 R98 Double Blinder Scheme Setup

The local and remote end equivalent source impedance is calculated for the concentric

polygon Double Blinder scheme setup of the relay R98 in the modified WSCC system shown

in Figure 4.3. The calculated remote end equivalent source impedance ZER equals to 0.0511+

0.1844i in p.u., and the local end equivalent source impedance ZES equals to 0.0567+0.2198i.

Considering the impedance of transmission Line 1 and Line 2, the total Zone 3 impedance
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ZEZ of the relay R98 is

ZEZ = ZER + ZZL + ZES = 0.1537 + 0.7930i (4.14)

The system operating point is at (1.514, -0.11) in per unit. Taking 5% margin of the

outer blinder resistive setting into account, the perpendicular distance from the outer blinder

is

Douter = Router × sin81◦ = 1.4305 (4.15)

where Douter is the perpendicular distance from the outer blinder to ZEZ ; Router is 95%

of the resistance of operating point in per unit.

The machine angle at the outer blinder reach, AngOB, equals to 31.5◦.

Taking 5% margin of the inner blinder resistive setting into account, the perpendicular

distance from the inner blinder is

Dinner = Rdiff × sin81◦ = 1.1292 (4.16)

where Dinner is the perpendicular distance from the inner blinder to ZEZ ; Rdiff is 105%

of the maximum resistive reach of Zone 3 of R98 in per unit.

The machine angle at the inner blinder reach, AngIB, equals to 39.4◦.

The maximum slip frequency is about 2 Hz. The minimum block duration timer setting

TR is 0.65 cycles calculated from Equation 4.13, which is equal to 11 ms [81]. From the TZB

and the blinder scheme comparisons it can be seen that the impedance trajectory moves

instantaneously at the instant of the fault as shown in Figure 4.60, 4.61, 4.62 and 4.63.

The fault conditions can be differentiated from the power swing scenarios by applying the

calculated timer setting.

The inner blinder of the concentric polygon is placed outside the protection Zone 3 char-

acteristics. The outer blinder settings are considered to keep 5% security margin resistively

away from the possible maximum load, and 20% margin reactively away from the maximum

mho relay reach [12]. The settings are given below [12].
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Right Resistance Inner (RRI): 1.1451 p.u.

Right Resistance Outer (RRO): 1.4506 p.u.

Left Resistance Inner (LRI): - 1.1451 p.u.

Left Resistance Outer (LRO): - 1.4506 p.u.

4.4.2 TZB and Blinder Scheme Comparison

-3 -2 -1 0 1 2 3
-3

-2

-1

0

1

2

3

4

R
ea

ct
an

ce
 X

 (p
.u

.)

Resistance R (p.u.) 

X

R

Impedance 
locus
Zone 3

Operating 
point 0s

2.93s

Fault at 
2.00s

Enters outer 
blinder at 

2.67s

1st zero 
crossing at 

2.20s

 3.40s

 3.71s

LRILRO

RRORRI

2.78s
2.75s

Figure 4.60: TZB and Blinder scheme comparison for study Case 1 on relay R98.

For the Case 1 studies for the distance relay R98, the impedance locus enters the outer

blinder when the fault happens at 2.00 s. Since for a fault, the rate of change of impedance is

instantaneous, the blinders settings do not classify it as a swing trajectory during the fault

duration. Once the fault is removed, the swing impedance locus enters the outer blinder
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Figure 4.61: TZB and Blinder scheme comparison for study Case 2 on relay R98.

at 2.67 s, and then enters into the inner blinder as well. It is identified incorrectly as an

out-of-step phenomenon by the conventional two blinder scheme. The proposed TZB scheme

correctly identifies it as a stable power swing as shown in the results in Figure 4.7. In Figure

4.60, it can be seen that the impedance locus reenters both the outer and the inner blinders

from the top of the concentric polygons.

For Case 2 for R98, the fault is again applied at 2.00 s. The impedance locus during

the short fault duration of 0.05 s is obviously not picked up by the blinders. Similar to the

Case 1 study, the power swing is identified as a stable one as shown on the relative speed

trajectory in Figure 4.12. However, in Figure 4.61 the impedance locus of the swing enters

into the inner blinder of the double blinder scheme and results in an incorrect classification

as an unstable swing.
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Figure 4.62: TZB and Blinder scheme comparison for study Case 3 on relay R98.

Similar results are also observed in the other two case studies for R98, i.e. Case 3 and

Case 4, when the fault is applied on Bus 8 with 0.05 s and 0.10 s fault durations. In the

stable Case 3, FZC is detected at 2.29 s by the TZB method as shown in Figure 4.17 and

4.18. Whereas, the impedance locus enters the outer and the inner blinder afterwards at

2.56 s and 2.63 s respectively, such that the swing is distinguished as an unstable one by the

Blinder scheme. The locus is also observed entering both the outer and the inner blinders

again later from the top of the concentric polygons in Figure 4.62. In the stable Case 4, the

power swing is found being stable one since FZC is detected at 2.35 s by the TZB method

as shown in Figure 4.22 and 4.23. Nevertheless, the impedance locus enters both the outer

and inner blinder at 2.55 s and 2.56 s as shown in Figure 4.63. Due to the Double Blinder

scheme 0.65 cycles timer setting, although the swing is not falsely identified as a three phase
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Figure 4.63: TZB and Blinder scheme comparison for study Case 4 on relay R98.

fault by the Blinder scheme, instead it is seen as an unstable swing.

The Blinder scheme is straightforward and practical, however it is not an easy task to

find the appropriate settings for stable power swing blocking and tripping of the distance

relay during unstable power swings. The power swings are so diverse that can be a result

of various of contingency situations, e.g. various faults, line switchings, disconnections of

generators, losses of large block of loads, and etc. In spite of extensive stability studies, not

all of the power swing scenarios can be predicted in advance. Even if the blinder scheme

is properly established for the distance relay R98 studies in this project, there is a chance

that impedance loci measured by the relay enter into concentric double polygons and trip

the relay unnecessarily as shown in the study Case 1 to Case 4.

The traditional blinder scheme tracks the difference of the rate of change of the positive
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Table 4.3: Summary of TZB And Blinder Scheme Comparison on Distance Relay R98 in

Modified WSCC system.

Case No. 1 2 3 4

Fault Location

Bus No.

7 6 8 8

Fault in Pro-

tection Zones

(Y/N)

N N Y Y

Fault Duration

(s)

0.05 0.05 0.05 0.10

FZC After Fault

Removal (s)

0.15 0.19 0.24 0.25

First Outer Blin-

der Entering (s)

0.62 1.32 0.51 0.45

Zone 3 Blocking

Decision (Y/N)

Y Y Y Y

Swing Entering

Outer Blinder

(Y/N)

Y Y Y Y

Swing Entering

Inner Blinder

(Y/N)

Y Y Y Y

sequence impedance vector, so that the precise timer setting is vital for distinguishing power

swing. Although it can be inferred from the studies that the Double Blinder scheme is capable

of differentiating fault from slow power swing, its differentiation capacity is susceptible for

fast moving swings.

The Blinder scheme application is under the influences of system configurations, e.g. the
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infeed currents brought in by additional sources, the outfeed current by connecting extra

line, the extension of existing transmission lines, etc. For instance, the additional power

source G4 in the modified WSCC system provides an infeed current reducing the R98 and

the R78 Zone 3 reach, which impacts on the Blinder scheme proper operation.

Apart from that, the reaches of the outer and the inner blinders are required to be less

than maximum possible load impedance and greater than largest protection zone. Thus

the scheme implementation is apparent system specified and needs to be upgraded accom-

modating any system changes, e.g. the switching on or off of a block of customer loads,

disconnecting an unit of generation source, the loss of a transmission line, etc. The tempo-

rary system alternation can result in incompatible blinder settings and lead to distance relay

mal-operations.

On the contrary, power swing blocking by the TZB method is subject to neither different

system configurations nor temporary system changes. Moreover, FZCs for the reported four

blinder scheme comparisons are detected much earlier than the impedance loci cross the

outer blinder entering the polygons. The primary benefit of the proposed method in current

research is that it can detect power swings correctly and faster than the conventional type

two blinders scheme [12]. The four comparison case results are summarized in Table 4.3.

4.5 Verification of Distance Relay Current Calculation

In the TZB method studies, the impedance trajectories are displayed on distance mho

relay Zone 3 characteristics to determine if the relay should be tripped or blocked. The ap-

parent impedance seen by the relay is calculated as the ratio of voltage and current obtained

at relay locations by Equation 1.1.

The magnitude and phase angle of the local voltage VA9C of the relay R98 is provided by

PSAT in the system output variables V arout. Since only the magnitude of the local current

IASC of the relay R98 is given by the system output variables V arout, the IASC vector is

calculated from the bus voltage difference over the transmission line impedance modeled in
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Figure 4.64: Calculated compared to measured transmission line L98 sending end current at

Bus 9 for study Case 1 on relay R98.

the lumped parameters.

V interm1 is given as an intermediate variable for the receiving end current IRL1 calcu-

lation as

V interm1 = (ZL1 ×
YL1
2

+ 1)× V eb8 (4.17)

where ZL1 gives the transmission Line 1 reactance and resistance; YL1 is the Line 1 shunt

capacitance; V eb8 is the measured voltage at Bus 8.

Then, the receiving end current IRL1 of transmission Line 1 at Bus 8 can be expressed as

IRL1 = (V eb9− V interm1)/ZL1 (4.18)

where V eb9 is the measured voltage at Bus 9.

The sending end current ISL1 of Line 1 is the sum of the receiving end current and the

current in the equivalent shunt capacitors as

ISL1 = V eb9× YL1
2

+ V eb8× YL1
2

+ IRL1 (4.19)
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The accuracy and reliability of impedance trajectories calculation is determined by the

accuracy of the sending end current of the transmission Line 1 at Bus 9. The calculated ISL1

magnitude is compared to the sending end current magnitude available in the system output

variables V arout as shown in Figure 4.64 for the stable Case 1 after the fault is applied on

Bus 7 in the modified WSCC system. The calculated magnitude is in agreement with the

measured result for the static and transient dynamic current magnitude.

4.6 Summary

In this chapter, the phasor based simulation of the TZB method has been discussed by

employing PSAT in detail for distance relay Zone 3 blocking during power swings in power

system network. Complexities such as synchronous machine non-rated speed responses,

traveling wave modelings of transmission lines, local measurement implementations, etc.

were not included in the PSAT simulations, which will be further addressed in Chapter 5

with the RTDS Electromagnetic Transient (EMT) simulation.

The power system components modelling was at first reviewed for the purpose of under-

standing power system simulation. In the modified WSCC system simulations, conditions

were generated when the impedance loci measured by the distance relays enters the Zone 3

characteristics.

The proposed TZB method has been tested at different distance relay locations and ana-

lyzed under different power swing situations. The obtained simulation results demonstrated

the validity of the TZB method. The testing results were summarized for comparison. The

TZB method was further compared to a conventional power swing blocking concentric poly-

gons type Double Blinder scheme, which was set according to the procedure laid out in

IEEE PSRC document. The features/benefits of the TZB method are evident from the

comparative studies. The shortcomings of the conventional scheme have also been discussed.

Moreover, the impedance calculations were verified provided at the end of the chapter.
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Chapter 5

Testing of Third Zone Blocking (TZB)

Method Using RTDS/Electromagnetic

Simulations

5.1 Introduction

In the previous chapter, the TZB method for power swing was tested with Power System

Analysis Toolbox (PSAT) software. The PSAT is a phasor based program (60 Hz) and does

not include other frequency behavior of the power system.

In this chapter, electromagnetic time-domain simulations with Real-Time Digital Simu-

lator (RTDS) (Section 5.2) are used for the purpose of verifying the proposed TZB method.

The RTDS simulations take into account the synchronous machine behavior for off-nominal

frequencies, the transmission line is modeled in detail with a traveling wave model, and the

system noise can be taken into consideration in the analysis. The instantaneous voltage and

current samples are passed through a Discrete Fourier Transform (DFT) block to find the

voltage and current phasors just like an actual numerical relay. The RTDS hardware as well

as its graphical user interface RSCAD are briefly described in the next section.

The modified WSCC system is modeled in RTDS. The modeling details are discussed

in Section 5.3. Section 5.4 discusses the detailed case studies for power swing detection

and Zone 3 distance relay blocking. In the subsequent Section 5.5, the TZB method results

are verified and compared with the Swing Equation Method by calculating the fictitious

synchronous machine speed. The impedance locus obtained from the DFT calculations are
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presented in Section 5.6.

5.2 Real-Time Digital Simulator (RTDS)

Figure 5.1: RTDS setup in Real Time Power System Simulation Lab.

RTDS is a digital real time power system simulator extensively used in electric power

industries, equipment manufacturers and research institutes. The simulator provides facili-

ties for continuous real time electromagnetic transient simulations. More specifically, electric

power utilities have used the system for close-loop protective relay testings, in training on

controllers for HVDC, Static Var Compensators and generators, and in large scale real time

simulations [82].

The RTDS hardware is built on parallel processing structure to solve the electromagnetic

transient simulation algorithm. The size of power systems can be expanded modularly on

RTDS by adding hardware units (racks) which consist of both communication and proces-

sor cards linked through a shared backplane. Workstation InterFace (WIF) card enables

Ethernet communication between racks and the graphical user interface, synchronizes calcu-
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lations, and cordinates communications among processor cards and racks during real time

simulations [82].

The processor cards calculate power network responses including the network nodal analy-

sis and the auxiliary components solution, which solves the node voltages and branch currents

on the matrix of network impedances plus the contribution of the auxiliary components [82].

The combination of the solutions becomes the overall network response. The typical simu-

lation time step for real time operation of RTDS is in the order of 50 µs.

There are 4 GPC cards, 2 PB5 cards, 1 GTWIF card on the RTDS rack available in Real-

Time Power System Simulation Lab in Electrical & Computer Engineering Department at

U of S, as shown on the right of Figure 5.1. Both GPC and PB5 cards solve the equations

representing the power network and control system models in RTDS. The GTWIF card

provides functions of communication between the RTDS rack and the computer workstation

running the RSCAD software, and of communication of the data between processors over

the rack’s backplane, etc. [83]

The graphical user interface known as RSCAD runs on the computer workstation, as

shown on the left of Figure 5.1. The power network and its components for the RTDS

simulation are constructed and connected graphically in the RSCAD Draft module. The

parameters of individual components can be selected or input through a component data

menu. The constructed network is compiled to create the simulation code downloaded to the

processor cards on the simulator rack. RunTime of the graphical user interface of RSCAD

operates on the computer workstation, and communicates back and forth with the simulator

GTWIF cards. The simulation results are transferred back to the graphical user interface

on the computer workstation. Details of transient responses can be recorded and displayed

with a resolution as high as time step in the RunTime plots by the simulator GTWIF cards.

Real time simulations in RTDS provide a more detailed representation of the network

behaviour than standard transient stability simulations. For instance, RTDS simulations

have a much better frequency response (DC to 3 kHz). Even though the following is not

in the scope of the current study: RTDS also provides a detailed representation of power
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electronic installations in the system (as opposed to a nominal frequency approximation),

the real time feedback, and the ability to interconnect with physical devices.

5.3 Modified WSCC System Setup in RTDS

G 2

Slack Bus 

Line 27

G 3

Line 1

G 4

G 1

9

8

10

5 6

4

Li
ne

 4

Li
ne

 3

Li
ne

 5

Li
ne

 6

 2 3

Load 2

Load 3 Load 1

R98R87

Zone 1Zone 2
Zone 3

R
96

V∠0º 

 P, Q  

T 1

T 4

T 3T 2

E∠δ

1

Figure 5.2: Modified WSCC 9-bus system for TZB testing in RTDS. [2]

5.3.1 Modified WSCC System Simulations

The modified WSCC system is developed in the Draft module in RSCAD as shown in

Appendix B.8, which is compiled and downloaded from RSCAD to the processors on the
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RTDS rack for real time simulation. The schematic of the modified WSCC system created

in RTDS is shown in Figure 5.2.

In RTDS, generator does not necessarily run at the nominal speed, instead the speed is

determined by the sum of the torques that act on the total inertia of the machine in a free

speed mode, which includes the mechanical torque (Tm), the electrical torque (Te), and the

damping torque [84]. Both the static operating condition and dynamic response of the power

network change from the scenario when the machine is running at the nominal speed as in

PSAT. Because the system responses are different at the off-nominal frequency of operation

and in order to simulate the conditions at which the impedance trajectory enters Zone 3

during power swings, the system configuration and some of the settings are changed from

those used in the PSAT testing. Therefore, the RTDS studies are more practical by including

generator off-nominal frequency operational behaviors. The new frequency is 393 rad/s at

steady state, i.e. 1.04 p.u. of the nominal frequency.

The transformers and machines parameters are listed in Appendix B.9. One 400 MVA

generator G4 is connected to the load Bus 8 to introduce infeed currents in the RSCAD

simulation in the modified WSCC system.

Due to energy inputs mismatch to consumer loads in a large power network or the in-

correct system configuration, the network may be initially unable to reach to a steady state

operating point. In order to run a large network in steady state, the stable operating con-

dition has to be defined by a load flow analysis. The Load Flow Analysis is embedded in

RSCAD and interfaced with the Draft module. The four menu entries, i.e. load flow voltage

magnitude, load flow voltage phase angle, load flow real power, and load flow reactive pow-

er, at the top of the MACHINE INITIAL LOAD FLOW DATA menu specifies the initial

terminal conditions of the machine [84]. These initial terminal conditions are available from

the output of the load flow program. The Load Flow Analysis results of the modified WSCC

system are listed in Appendix C.1.

Note that if the configuration of the modified WSCC system is same as in PSAT, i.e.

the same parameters of the system and ancillary components are kept the same in system

133



setup in RTDS, then the static initial operating conditions are same for both the RSCAD

and the PSAT Load Flow Analysis in Appendix C.2. However since generators run at free

speed mode in RTDS, the operating conditions at steady state move away from the initial

states defined by the Load Flow.
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Figure 5.3: Relative speed of fictitious machine for stable swing study with distance relay

R98 in PSAT and in RTDS.

The phasor based PSAT simulation was carried out as a preliminary step to cope with the

complexity of the TZB study. While the conventional phasor based simulation is prevalent for

both static and dynamic studies of power system in industry, the electromagnetic simulation

includes more complex features of power networks in analyses, such as off-nominal frequen-

cies, distributed parameter modelings of transmission lines, and local DFT measurements,

etc.

A comparison is made to demonstrate the difference of the fictitious synchronous ma-

chine relative speeds calculated by the TZB algorithm in PSAT and in RTDS. The system

parameters of the RTDS modified WSCC system are kept same as the ones in the stable

Case 3 study in the modified WSCC system in PSAT. After the 0.05 s fault is cleared at

0.25 s, both the calculated relative speeds in PSAT and in RTDS oscillate approaching to

steady state, as shown in Figure 5.3. FZC of the relative speed at 0.44 s in RTDS is detected
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earlier than FZC detected at 0.49 s in PSAT, and the oscillation frequency difference is also

observed, due to the fast electromagnetic responses.

5.3.2 Transmission Line Modeling

The six transmission lines are modeled by TLINE program as travelling wave transmis-

sion lines in kilometers instead of lumped parameters representations, such as in the PSAT

simulation in Chapter 4. The TLINE program is one of the inherent tools of RSCAD for

network module construction in the Draft module [85]. The distributed parameter repre-

sentations of transmission lines in a traveling wave model gives more accurate solution for a

long transmission line network analysis.

In the distributed parameters modeling of a long transmission line, the voltages and

currents of each small line element are different on the two sides of the element in the

distributed parameters modeling, and they vary along the line. With known line parameters,

the sending end voltage and current of the line can be written as a function of the receiving

end voltage and current, as derived in [13]

VSL =
VRL + IRLZc

2
eγx +

VRL − IRLZc
2

e−γx, (5.1)

and

ISL =
VRL/Zc + IRL

2
eγx − VRL/Zc − IRL

2
e−γx, (5.2)

where Zc is the characteristic impedance of the line; γ is the propagation constant; VRL and

VSL are the receiving and the sending end voltage; IRL and ISL are the receiving and the

sending end current; x is the line distance measured from the receiving end.

The first term of Equation 5.1 diminishes in magnitude and retards in phase angle with

the distance increasing from the sending end of the line. It is named as the incident voltage

that elucidates the travelling wave characteristic of the transmission line. Whereas, the

second term of Equation 5.1 increases in magnitude and advances in phase angle from the

sending end of the line. It is named as the reflected voltage. An actual voltage of the line
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is the sum of the incident voltage and the reflected voltage at the specified point along the

line.
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Figure 5.4: Long length transmission line nominal π equivalent circuit. [13]

The Equation 5.1 and 5.2 can be rearranged by introducing the hyperbolic function sinh

and cosh as follows, [13]

VSL = cosh γxVRL + Zc sinh γxIRL, (5.3)

and

ISL =
sinh γxVRL

Zc
+ cosh γxIRL, (5.4)

For simplification, the distributed parameter expression of the long transmission line can

be written into a nominal π formula by combining the terms of Equation 5.3 and 5.4 as

follows, [13]

Z ′ = Zc sinh γx, (5.5)

and

Y ′

2
=

1

Zc
tanh

γx

2
, (5.6)
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where Z ′ is the equivalent line impedance;
Y ′

2
is the equivalent admittance at the sending or

the receiving end of the line.

The sending end voltage and current can be calculated by the equivalent nominal π model

in Figure 5.4 in term of Z ′ and
Y ′

2
as follows, [13]

VSL =

(
1 +

Z ′Y ′

2

)
VRL + Z ′IRL, (5.7)

and

ISL = Y ′
(

1 +
Z ′Y ′

4

)
VRL +

(
1 +

Z ′Y ′

2

)
IRL, (5.8)

5.3.3 DFT Local Measurement Setup

The local electrical quantities are measured by applying the DFT technique, which is

also used in state-of-the-art filtering techniques in many distance relays such as GE Multilin

N60 relay [56]. The DFT technique is briefly discussed in Appendix C.3. Compared to

other filtering techniques, the advantage of DFT technique are – reduces noise effectively;

attenuates all higher harmonic components effectively; rejects the non-decaying part of the dc

component. The disadvantages of the DFT Technique are – the transient response is slower

compared to the transient response of the short data window measurement, e.g. Mann and

Morrison Algorithm; the decaying part of the dc component affects accuracy of the DFT

calculation; more computations are required compared to the computations required by the

Mann and Morrison algorithm [1].

In the DFT calculations, one thing that can be seen is that when the decaying part of the

dc component is present in the current measurement, then the derived value of the relative

rotor speed using the DFT calculated phasors has a bias compared to the actual rotor speed

value. The disadvantages of DFT discussed in the previous paragraph are tolerable in the

TZB study. For instance, the timing wise impedance locus caused by power swing enters Zone

3 more than 400 milliseconds after the fault removal, so the power swing blocking is affected
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by the inaccuracies that could be present in the first few cycles of the DFT calculations (e.g.

the decaying dc component of current etc would have subsided by then).

Figure 5.5: DFT measurement blocks of distance relay in Draft module of RSCADTM (cre-

ated in RSCADTM).

The first component of the DFT block is a sampling unit as given in Figure 5.5. The phase

voltage and current are sampled at 96 samples per cycle. The sampled data are received by a

12 point moving average filter. Eight data per cycle are output from a moving average filter

to a down sampler to avoid aliasing and distortion. The fundamental frequency value of the

sampled signal is extracted by a full cycle (32 points) Discrete Fourier Transform unit to

obtain real and imaginary parts of the phasor that are used for impedance calculation [86].

The PHASE input of the DFT unit signal receives a sawtooth waveform locked to the

input signal fundamental frequency generated from a phase-locked-loop (PLL) unit [87].

The PLL unit input is the voltage measured by the distance relay R98 located at Bus 9 in

the modified WSCC system. The PHASE input is also the phase reference for the DFT

measurement. The DFT output can be specified as either An, Bn in the real and imaginary

format, or as Cn, Phi in the magnitude and angle format. An, Bn and Cn, Phi are expressed

in terms of the following formula:

Cn =
√

(A2
n +B2

n), Phi = arctan(
Bn

An
) (5.9)

The measured impedance by the distance relay R98, ZA9C , is obtained based on the DFT
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measured VA9C and IASC as given by the following equation:

ZA9C =
VA9C
IASC

(5.10)

The calculated impedance ZA9C is converted from complex to real and imaginary seg-

ments for plotting and recording for further analysis.

5.4 TZB Method Testing with RTDS

Bus

Figure 5.6: Three-phase to ground fault generation circuit in Draft module of RSCADTM

(created in RSCADTM).

The proposed TZB method has been tested on the modified WSCC system using the

configuration and settings described in previous sections. For the purpose of simulating

measured impedance locus encroaching into Zone 3 of the distance relay R98 mho charac-

teristics, three-phase faults are applied at different locations in the modified WSCC system.

The three-phase to ground fault is initialized by a Signal Switch that creates 1 or 0 signal

controlled by the corresponding unit in the RunTime, as shown in the Draft module circuit
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in Figure 5.6. A pulse generator receives the Switch signal and generates a fixed width rising

edge pulse defined by its Duration Timer, Timer Mode and Trigger on Edge parameter. The

L-G Fault Switch is attached to the fault point and triggered by a LGFLT pulse signal to

produce a fixed time duration temporary three-phase to ground fault.

Similar to the TZB study with PSAT, the distance relay R98 is located at the sending

end of the transmission line L1 at Bus 9. However the difference compared to the PSAT

simulation model is that Zone 3 of the relay R98 has a further reach covering Bus 7 as shown

in Figure 5.2, which is also indicated on the mho relay characteristics on the impedance

planes as shown in Figure 5.10, 5.15, 5.20, 5.25, and 5.29. Zone 3 of R98 covers Line 1 plus

120% of Line 2. In the duration when the three-phase to ground fault happens on Bus 7,

the current magnitude ratio IA87SM/IA98SM = 4.08. IA87SM and IA98SM are the sending end

current magnitudes of Line 2 (Bus 8 to Bus 7) and Line 1 (Bus 9 to Bus 8) respectively.

Thus, the Zone 3 impedance is calculated as 40.06 Ω + 4.08 × 137.79 Ω = 602.18 Ω. The

transmission line impedance is (0.03478 + i0.2198) Ω/km calculated from [88].

After the simulation is finished in RTDS, the experimental data are saved in the RunTime

of RSCAD and transferred to MATLAB for analysis.

5.4.1 Stable Power Swing Scenario for Relay R98

A three-phase to ground fault is applied at 0.12 s and removed at 0.24 s at Bus 7. Zone

2 of R87 operates for this fault. The relay R87 on Line 2 at Bus 8 is backed up by R98 at

Bus 9. The fault duration is 0.12 s and is less than the time delay setting for Zone 3 of R98,

i.e. 1.5 s (90 cycles).

Figure 5.7 shows the actual relative speed values of G1 to G4 measured in the system.

The stable oscillations reaching to an equilibrium value after the fault is removed are shown

in the figure. The active power P , reactive power Q from Bus 3 to Bus 9 and the voltage EB

measured by R98 at Bus 9 are shown in Figure 5.8. It can be seen from Figure 5.9 that the

fictitious machine ωr oscillates after the fault is removed, and approaches to a steady state

value. The first time that the machine speed goes through the synchronous speed value is
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Figure 5.7: Actual relative speeds measured for G1 - G4 (Case 1 Studies for R98 - stable

scenario).
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Figure 5.8: Measured active and reactive power values, and voltage for Case 1 (stable case)

studies with RTDS for distance relay R98.
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Figure 5.9: Relative speed of fictitious machine for Case 1 studies with distance relay R98

in RTDS.
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Figure 5.10: Impedance locus superimposed on mho characteristics of distance relay R98

(Case 1 studies with RTDS - stable scenario).

at 0.33 s, at which the relative speed ωr equals to zero, i.e. 0.09 s after the fault is removed.

The trajectory of impedance locus measured at R98 is shown in Figures 5.10 and 5.11.

During the fault interval, the impedance locus is seen residing at the center of the protection

Zone 3. After the fault is cleared from the system at 0.24 s, the impedance locus moves

away from the low impedance position towards the steady state operating point that is out
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Figure 5.11: Impedance locus superimposed on the zoomed mho characteristics shown in

Figure 5.10 (shown for R98 for Case 1 studies).

of Zone 3. The swing locus is detected re-entering the Zone 3 characteristics at 0.52 s, which

is caused by system transient instability. Zone 3 operating time delay is 1.5 s which is much

greater than 0.52 s, so that Zone 3 is going to be secure during this period. The impedance

trajectory again enters Zone 3 at 0.80 s, when the system starts post-fault oscillating after

the removal of the fault, which is 0.47 s (28 cycles) after the FZC point (at 0.33 s) shown in

Figure 5.11. It can be seen from the figure that there is adequate room for blocking Zone 3

when the swing locus oscillates back and forth during the post-fault condition.

In Case 2 – another stable case scenario for R98, the fault is applied at 0.12 s and removed

at 0.24 s at Bus 8. In this scenario, Zone 2 of R98 operates for the fault. The fault duration

is less than Zone 2 operating time for R98, which is typically in the range 0.25 s to 0.5 s (15

to 30 cycles) [28].

Figure 5.12 shows the measured actual synchronous machines’ relative speeds of G1 to G4.
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Figure 5.12: Actual relative speeds for G1 - G4 for Case 2 studies with R98 - stable scenario.
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Figure 5.13: Measured active, reactive power and voltage for R98 for Case 2 - stable scenario.

The active power P , reactive power Q from Bus 3 to Bus 9 and the voltage EB is measured

by R98 at Bus 9 as shown in Figure 5.13. The TZB calculated fictitious synchronous machine
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Figure 5.14: Relative speed of the equivalent fictitious machine for R98 - Case 2 stable

scenario.
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Figure 5.15: Impedance locus with mho characteristics of R98 for Case 2 – stable scenario.

relative speed ωr oscillates after the fault is cleared, and approaches to a steady state value

as shown in Figure 5.14. FZC is observed at 0.37 s, i.e. 0.13 s after fault removal. The

impedance locus first enters Zone 3 at 0.81 s that is 0.44 s (26 cycles) after FZC as shown

in Figures 5.15 and 5.16. There is adequate room for blocking the relay R98 with Zone 3.

In the stable Case 3 study of R98, the fault is applied at 0.12 s at Bus 6 which is not in

the relay’s protection zone, and removed after 0.12 s at time instant of 0.24 s. Figure 5.17
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Figure 5.16: Impedance locus with zoomed-in mho characteristics shown in Figure 5.15 for

R98 for Case 2 – Stable scenario.

shows the measured actual synchronous machines’ relative speeds of G1 to G4. The active

power P , reactive power Q from Bus 3 to Bus 9 and the voltage EB measured by R98 at

Bus 9 are shown in Figure 5.18.

Similar to previous study cases, the calculated fictitious machine relative speed decreases

after the fault removal. FZC is observed at 0.27 s, i.e. 0.03 s after the fault is removed as

marked in Figure 5.19. A high impedance value is measured by R98 during the fault interval,

which is away from the protection Zone 3 on the relay characteristics as shown in Figure

5.20. The locus is observed entering Zone 3 at 0.34 s (not shown in Figure 5.21), i.e. 0.07 s

after FZC, as a result of the system transient instability similar to the scenario in Case 1. It

will not trip the relay because of the Zone 3 time delay. The impedance locus enters Zone 3
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Figure 5.17: Actual relative speeds for G1 - G4 for Case 3 studies with R98 - stable scenario.
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Figure 5.18: Measured active reactive power and voltage for R98 for Case 3.

at 0.76 s that is caused by the first power swing, i.e. there is 0.49 s (29 cycles) time interval

adequate for blocking Zone 3 as marked in Figure 5.21.
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Figure 5.19: Fictitious synchronous machine relative speed for relay R98 for Case 3 studies.
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Figure 5.20: Impedance locus superimposed on mho characteristics of distance relay R98 for

Case 3 studies (Stable Case).

In Case 4 study for R98, the fault is applied at 0.12 s to Bus 5 which is out of the reach of

relay’s protection zone, and is removed after 0.12 s at 0.24 s. Figure 5.22 shows the measured

values of the actual synchronous machines’ relative speeds of G1 to G4. The active power

P , reactive power Q from Bus 3 to Bus 9 and the voltage EB are measured by R98 at Bus

9 as shown in Figure 5.23. Similar to previous study cases, the calculated fictitious machine

relative speed decreases after the fault is removed. FZC is observed at 0.26 s, i.e. 0.02 s

after the fault removal, as marked in Figure 5.24. The impedance locus first enters Zone
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Figure 5.21: Impedance locus on zoomed mho characteristics in Figure 5.20 of distance relay

R98 for stable Case 3 in RTDS.
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Figure 5.22: Actual relative speeds for G1 - G4 for Case 4 studies with R98 - stable scenario.
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Figure 5.23: Measured active, reactive power and voltage for stable swing studies with relay

R98 (Case 4 studies).
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Figure 5.24: Fictitious synchronous machine relative speed for relay R98 (Case 4 studies).
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Figure 5.25: Impedance locus superimposed on mho characteristics of R98 (Case 4 stable

scenario).
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Figure 5.26: Impedance locus superimposed on the zoomed-in mho characteristics in Figure

5.25 for R98 (Case 4 stable scenario).
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3 at 0.30 s (not shown in Figure 5.26) which is 0.04 s after FZC, and the relay is blocked

from tripping by the Zone 3 time delay. The impedance locus enters Zone 3 caused by power

swing at 0.76 s as shown in Figure 5.25 and in Figure 5.26, i.e. there is 0.50 s (30 cycles)

time interval after FZC for blocking Zone 3.

Table 5.1: Summary of stable power swing studies for relay R98 in the modified WSCC

system.

Case No. 1 2 3 4

Fault Location

Bus No.

7 8 6 5

Fault in Pro-

tection Zones

(Y/N)

Y Y N N

Fault Duration

(cycle)

7 7 7 7

Fault Duration

(s)

0.12 0.12 0.12 0.12

FZC After Fault

Removal (s)

0.09 0.13 0.03 0.02

First Swing Zone

3 Entering after

FZC (s)

0.47 0.44 0.49 0.50

Zone 3 Blocking

decision (Y/N)

Y Y Y Y

For all four stable power swing study cases reported, the results show that FZC can be

detected much before the time instant at which the first swing impedance locus enters into

Zone 3, so that there is sufficient time for safely blocking Zone 3 for the relay R98. The

results are summarized in Table 5.1.
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5.4.2 Unstable Power Swing Study
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Figure 5.27: Measured active, reactive power and voltage for unstable swing study for relay

R98.

For the Case 2 swing scenario, if the fault duration is prolonged to 0.25 s, more specifically,

a three-phase to ground fault is applied to Bus 8 at 0.12 s and removed at 0.37 s, an unstable

power swing is identified by the distance relay R98 in the RTDS modified WSCC system.

The measurements are carried out at Bus 9 and the TZB calculation is performed at the

R98 location, i.e. the sending end of transmission Line 1 in Figure 5.2.

The active power P , reactive power Q from Bus 3 to Bus 9 and the voltage EB is

measured by R98 at Bus 9 as shown in Figure 5.27. The TZB method calculated relative

speed is shown in Figure 5.28 for the fictitious synchronous machine. After the fault is

cleared, the calculated machine relative speed continuously increases from the synchronous

speed instead of oscillating as in the stable swing cases. The first deceleration of the fictitious

synchronous machine is detected at 0.55 s, i.e. machine speed decreases somewhat but does
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Figure 5.28: Calculated fictitious synchronous machine relative speed for R98 for unstable

power swing study in MWSCC system.
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Figure 5.29: Impedance locus superimposed on mho characteristics of relay R98 for unstable

study case.

not reach the synchronous speed value and then increases again.

The local measurement of the impedance locus is shown in Figure 5.29 and Figure 5.30.

After the fault is cleared, the impedance trajectory leaves the protection zone and fluctuates

across the impedance plane. The locus when it enters Zone 3 is detected at 0.52 s as shown in

Figure 5.30. The unstable power swing is identified, due to the fact that FZC is not detected
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Figure 5.30: Impedance locus shown along with zoomed mho characteristics in Figure 5.29

for R98 for unstable study case.

on the TZB calculated machine relative speed curve as shown in Figure 5.28. When the

impedance trajectory is found entering into Zone 3 of R98, as observed in Figure 5.30, the

distance relay can be tripped or kept blocked, which depends upon the optimally selected

locations for network separation.

5.4.3 Discussions of the Results for Case Studies

In the previous four stable power swing case studies, the TZB testings are carried out

under different power swing scenarios when the three-phase faults are applied at different

locations in the modified WSCC system in RTDS. In all testing cases FZCs are detected in

the short time intervals, i.e. 0.02 s to 0.14 s, after the faults are removed. They are much

before the impedance trajectories enter into Zone 3 of the mho relay characteristics as the

results of the power swings, as shown in Table 5.1. Therefore, during a stable power swing

there is sufficient time to safely block Zone 3 of the distance mho relay R98.

In case the power swing is an unstable one (for example the case study described in

Section 5.4.2), FZC of the machine relative speed ωr does not happen but the relative speed

starts increasing again. This is categorized as an out-of-step condition. When the impedance

155



locus enters into the Zone 3 mho relay characteristics for an out-of-step condition, Zone 3

could still be blocked. This faciliates tripping at selected points to ensure adequate load-

generation balance.

It is also observed in Figure 5.10, 5.15, 5.20, 5.25, and 5.29 that the impedance loci of

fault are inherently different to the ones during power swings. If a three-phase fault happens

during a power swing, the blocked distance relay Zone 3 can be unblocked and let the relay

trip as discussed in Section 4.3.5 in Chapter 4.

5.5 TZB and Swing Equation Method(SEM) Compar-

ison

The features of the TZB method have been discussed in the previous sections in the

RTDS simulation. The fictitious machine relative speed calculation is also examined by

comparing it to the conventional Swing Equation Method to evaluate the validity of the

TZB method.

5.5.1 Swing Equation Method

E    δ 

G

V    0º 

Infinite 

Bus

X

PE

T

PM

Figure 5.31: Equivalent single machine infinite bus representation of complex power system.

The Swing Equation for rotor motion is based on the simple principle in dynamics that

the accelerating torque is equal to the moment of inertia of the rotor times its angular

acceleration, as derived in [13].

156



J
d 2αm
dt2

= Tm − Te (5.11)

where

J the total moment of inertia of the rotor mass, in kg −m2

αm the angular displacement of the rotor, in mechanical radians

t time, in seconds

Tm the mechanical torque supplied by the prime mover, in N −m

Te the net electrical or electromagnetic torque, in N −m

Since αm is measured with respect to a stationary reference axis on the stator, it con-

tinuously increases with time even at constant synchronous speed. Therefore,

αm = ωSt+ σm (5.12)

where σm is the angular variation with respect to a rotating reference axis on the stator at

the synchronous speed.

Multiplying Equation 5.11 by the angular velocity of the rotor, ωm =
dαm

dt
, Equation

5.11 becomes

M
d 2δ

dt2
= Pm − Pe (5.13)

where M = Jωm is the inertia constant of the machine in joule-seconds per mechanical

radian; the angular variation σm is replaced with δ in electrical radians; Pm is the power

supplied by the prime mover and Pe is the electrical power crossing the air gap, when the

machine rotational losses and the armature internal resistance losses are neglected.
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Swing Equation governs the rotational dynamics of a synchronous machine in stability

study, as illustrated on a SMIB system in Figure 5.31. The other form of the Swing Equation

5.13 is written as given by the following

2H

ωS

d 2δ

dt2
= Pm − Pe (5.14)

or in its equivalent form

2H

ωS

dω

dt
= Pm − Pe (5.15)

where H =
MωS

2Smach
is called the H constant in seconds, provided Pm and Pe is in per unit on

the same base as H, and ωS is the synchronous speed.

From Equation 5.15, replacing
ω

ωS
with ωPU , and by applying Euler’s method, the syn-

chronous machine speed can be obtained by integration, then

ωPU =
1

2H

∫ t

0

(Pm − Pe) dt (5.16)

where ωPU is the synchronous machine rotor speed in per unit.

Therefore, the fictitious synchronous machine relative speed ωr calculated in the TZB

method study can also be obtained by the Swing Equation Method and equals to (ωPU − 1)

in per unit.

5.5.2 Parameters Identification for Swing Equation

In order to determine the corresponding Swing Equation, H constant of the equation

needs to be identified. Case 2 of the TZB stable swing study is selected as the base case in

which the TZB calculated relative speed data are utilized for the regression study.

On the basis of the Swing Equation model of the fictitious machine, the H is identified

by employing the nlinfit MATLAB function. The nlinfit function returns a vector of the

estimated coefficients for the nonlinear regression of the responses on the predictors using the

specified model. The coefficients are determined using the iterative least squares estimation.
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Figure 5.32: TZB compared to SEM calculated fictitious synchronous machine speed at R98

under stable power swing Case 2 in the modified WSCC system.

The group of the data between 0.24 s to 1 s are cut off from the original data for regression.

The function starts the parameter estimation with an initial guess and then altering the

guess value until the difference between the responses and the model predictors converges

and becomes minimum. By doing so, the estimated H = 1.81 s.

In Figure 5.32, the blue curve is the TZB method calculated fictitious machine relative

speed. After the fault is removed at 0.24 s, FZC is detected at 0.33 s. The green curve in the

figure is the machine relative speed out of the SEM model regression with the estimated H

constant. The SEM regression is performed under the same system settings as discussed in

Section 5.3.1, as well as the same simulation conditions of the TZB method testing discussed

in Section 5.4.1.

5.5.3 TZB and Swing Equation Method Comparison

Comparisons are also made to validate the developed TZB method in three stable swing

cases, i.e. Case 1, 3, 4, and one unstable swing case by comparing the TZB method calculated

machine relative speeds and the Swing Equation model outputs.
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Figure 5.33: TZB compared to SEM calculated fictitious synchronous machine speed at R98

under stable power swing Case 1 in the modified WSCC system.
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Figure 5.34: TZB compared to SEM calculated fictitious synchronous machine speed at R98

under stable power swing Case 3 in the modified WSCC system.

The SEM calculated ωr magnitude and phase in the stable Case 1 matches the TZB

method calculation in most of the selected duration as shown in Figure 5.33. The SEM

calculated ωr drifts down slightly at the end of the duration, because the electrical power Pe

slightly reduces at equilibrium after the disturbance is removed.
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Figure 5.35: TZB compared to SEM calculated fictitious synchronous machine speed at R98

under stable power swing Case 4 in the modified WSCC system.
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Figure 5.36: TZB compared to SEM calculated fictitious synchronous machine speed at R98

under unstable power swing case in the modified WSCC system.

The correlation of coefficient R is a unitless value to measure how strong a regression

is in fitting a observation data curve. The square of the correlation of coefficient, R2, the

coefficient of determination is generally used in the regression results evaluation, which is
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formulated as [89]

R2 = 1−
SSres

SStot
(5.17)

where SSres is the residual sum of squares; SStot is the total sum of squares. R2 is a value

between 0 and 1. The closer is R2 to 1, the stronger is the regression correlated to the

observation.

The calculated Coefficient of Determination (COD) R2 is 0.7943 in the time period from

0.24 to 1.0 s for the Case 1 study, when the TZB method calculation is treated as the

observation and the SEM calculation is treated as the prediction. FZC of SEM calculated

ωr is observed at 0.67 s, i.e. 0.34 s behind FZC of the TZB calculation that is at 0.33 s.

In Case 3 (stable scenario), the SEM calculated ωr magnitude and phase matches the ωr

calculated by the TZB method as shown in Figure 5.34. But at 1.0 s the SEM calculated

ωr drifts because of the electrical power Pe change at equilibrium due to the fault. The

calculated R2 is 0.8046 between the TZB method and the SEM. FZC of the SEM calculated

ωr detected overlaps FZC of the TZB calculated ωr at 0.27 s.

In Case 4 (stable scenario), the SEM calculated ωr magnitude and phase matches the ωr

calculated by the TZB method as shown in Figure 5.35. The slight drifting up of the SEM

calculated ωr is observed similar to Case 3 (stable scenario). The calculated R2 is 0.7840

between the TZB calculation method and the SEM calculation. FZC of the SEM calculated

ωr is found at 0.25 s, close to FZC of the TZB calculation method that is at 0.26 s.

The TZB calculation is also compared to the output of the parameter estimated SEM

model in the unstable case study. In the out-of-step scenario, the SEM calculated relative

speed ωr increases away from the synchronous value after the fault is removed at 0.37 s,

similar to the TZB method. The first machine deceleration is found at 0.53 s, which is close

to the first machine deceleration at 0.55 s obtained from the TZB method. In other words,

the machine relative speeds ωr calculated by the SEM and by the TZB method are in phase.

In summary, the TZB method has been verified by comparing it to the classic SEM

calculated ωr in the stable swing Case 1, 3, 4 and the unstable case of the RTDS TZB
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simulations. Following observations can be inferred from the above verification:

• The TZB method is capable of separating stable and unstable power swings and safely

blocking the distance relay.

• The fictitious machine relative speed ωr calculated by the TZB method is generally

accurate in stable power swing scenarios.

• The TZB calculated machine relative speed ωr is not affected by steady state electrical

power change due to synchronous machines’ velocity drifting after fault, as observed in

the ωr calculation in the SEM application, which makes the TZB method power swing

blocking reliable.

• FZC detected by the TZB method can be much earlier than the SEM calculation.

The ωr magnitude difference is apparent at the instant when a fault is removed between

the TZB and the SEM calculated relative speed in above study cases. The inertia term of the

Swing Equation plays a vital role so that the ωr amplitude is damped being smoother than

the one calculated by the TZB method. For example, in the stable power swing study, Case

2, the TZB algorithm calculated relative rotor speed decreases after the fault is removed at

0.24 s, and FZC is detected at 0.33 s, i.e. 0.09 s after the fault removal. Whereas, because of

the inertia term the oscillations of the relative rotor speed calculated by SEM are reduced,

such that FZC is not detected around 0.33 s instead at 0.67 s, i.e. 0.43 s after the fault

removal instant, which coincides with the second zero crossing of the TZB calculation. The

bottom-line is that both the TZB method and the SEM are able to detect unstable power

swings also correctly even though they are at different time instants, which is the primary

objective of this research work.

Although it has been proved that the proposed TZB method is fast and reliable, additional

precaution should still be taken to ensure the security for the power swing blocking and the

correct system separation. In a real industry practice, another power swing identification

and blocking scheme can be used as the backup plan to the TZB method, e.g. EAC etc.
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5.6 Verification of the DFT Calculations
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Figure 5.37: DFT compared to Volt meter on voltage measurement of distance relay R98

under power swing in the modified WSCC system.
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Figure 5.38: DFT compared to Ammeter on current measurement of distance relay R98

under power swing in the modified WSCC system.

The impedance trajectories obtained by the DFT calculations and the distance mho relay

Zone 3 characteristics are shown to determine if the relay should be tripped or blocked. The

apparent impedance obtained by the relay is the ratio of the voltage and the current measured
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Figure 5.39: DFT compared to Angle meter on phase angle measurement of distance relay

R98 under power swing in the modified WSCC system.

at the relay location, as calculated by Equation 5.10. The local sample measurements of VA9C

and IASC are passed through a DFT filter block as discussed in Section 5.3.3.

The accuracy of the phasor values obtained from the DFT calculations is evaluated by

comparing it to the voltage/current values obtained from the RMS meter and the phase

angle meter measurement available in the Draft module in RSCAD. The local voltage VA9C

measured by the DFT and the RMS voltage magnitude of the Voltmeter of R98 at Bus 9 are

shown in Figure 5.37 during a stable power swing after a 0.12 s three-phase to ground fault

is applied and removed at Bus 8 in the modified WSCC system. The local DFT current

IASC and the RMS Ammeter output measured at the sending end of the transmission Line

1 are shown in Figure 5.38 in the same case study after the fault is removed. The DFT

measured impedance angle of ZA9C is compared to the phase angle measured by the Angle

Meter between VA9C and IASC as shown in Figure 5.39.

The results match well over transient and steady-state for both the voltage and the

current magnitude. The DFT voltage outputs are slightly less than the values obtained from

the RMS meters (the same thing happens for the DFT current outputs as well). This is

because of the losses in the sampling and averaging effect in the DFT circuits. Nevertheless,

the measured impedance ZA9C from the distance relay matches well with the RMS meter

165



0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

Fault 
removed 
at 0.24s

Figure 5.40: DFT compared to RMS meter on impedance measurement of distance relay

R98 under power swing in the modified WSCC system.

measured impedance trajectories as shown in Figure 5.40. The calculated COD R2 is 0.85

when the DFT calculation is treated as the regression and the RMS meter measurement is

treated as the observation.

5.7 Summary

This chapter discussed the TZB method in detail using the electromagnetic simulation

with RTDS. The practical issues were taken into consideration using the RTDS simulations.

The modified WSCC system was developed in the Draft module in RSCAD.

The transmission lines were modeled as the travelling wave lines in kilometers by using
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the TLINE program instead of the lumped parameters representations in per unit. The DFT

simulation blocks were used for obtaining the phasor values for the local electrical quantities

for the TZB calculation method.

The off-nominal frequency of operation of synchronous machines was taken into account

in the studies. The generator frequency is determined by the sum of the torques acting on

the total inertia of the machine. The TZB method was tested for different stable power swing

cases scenarios which were generated by applying the three-phase to ground faults at different

locations in the test system. The TZB method for detecting out-of-step condition was also

discussed. This chapter discussed several simulation results for validating the effectiveness

of the TZB method for blocking Zone 3.

The relative speed ωr values calculated with the proposed TZB method was compared

with the commonly used SEM for stability studies, and the finding was that the two speeds

values obtained matched well. The impedance values calculated with the DFT filter were

also verified.
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Chapter 6

Summary and Conclusions

6.1 Summary

Chapter 1 discussed the impact of power system outages, power system stability, power

swings, distance relaying, Zone 3 blocking, etc, which was followed by a discussion on research

objectives and thesis organization. Distance relays provide protection to transmission lines

by measuring the impedance at the relay location which is proportional to the distance to

the fault point. Distance relays have advantages over its counterparts, such as greater trip

coverage, greater sensitivity, ease of setting, fixed zone of protection, relatively independent

of system and load changes.

Under a steady state operating condition, a power balance exists between generated and

consumed active and reactive electrical powers in a power system. When a large disturbance

happens, there is a sudden and large change in electrical power values, which results in

power swing, i.e. the variation of power flows when the internal voltage of generators at

different locations of the power system start slipping relative to each other. As discussed in

the thesis it is important to block the third zone protection quickly so that the power system

could be kept secure. On the other hand, if it is an unstable power swing, i.e. out-of-step

phenomenon, portions of the grid need to be isolated at optimal locations to minimize its

impact on the system.

Chapter 2 discussed various methodologies for power swing identification. The method-

ologies were categorized under broad headings: the methods based on finding Energy E-

quilibrium, Impedance Trajectory Tracking methods, Pattern Recognition ap-
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proaches. The methods which use Energy Equilibrium analysis were Equal Area Criteria

(EAC), Time Domain EAC, Extended EAC, Adaptive Extended EAC, State Plane Analy-

sis method, Wavelet Transform method, State Deviation method, and Swing-Centre Voltage

(SCV) method, etc. The methods about Impedance Trajectory Tracking were Blinder based

schemes, Concentric Characteristics schemes, Basic Characteristic Repositioning methods,

Continuous Impedance Calculation method, and R-dot method, etc. Pattern Recognition ap-

proaches include Support Vector Machine method, Fuzzy Inference System method, Artificial

Neural Network detection method, etc. Chapter 2 also discussed the recent researches that

have appeared in the literature on Zone 3 protection and blocking methods. It is clear from

the past research works reported that Zone 3 protection is more vulnerable than Zone 1 and

Zone 2 to misoperation due to power swings.

In Chapter 3, the proposed TZB method was discussed. It was based on the assumption

that a complex power network can be approximated by a SMIB system at the relay location

[39]. The phase one of the algorithm was to calculate the SMIB system impedance employing

the locally measured electrical quantities only. With the calculated system impedance, the

phase two of the algorithm was calculating the fictitious synchronous machine relative speed

in real time. A stable power swing or an out-of-step phenomenon was determined tracking

the relative speed variation of the fictitious synchronous machine rotor. If it went through

a FZC then it was a stable swing; if it went down and then started increasing without a

zero crossing or if it increased continuously then it was an unstable swing. The proposed

TZB method (fictitious synchronous machine relative speed calculations) was illustrated

using SIMB system simulations (PSCAD/EMTDC simulations). The fictitious machine

relative speed was also compared with the generator relative speed value obtained from

PSCAD/EMDTC simulations to verify the correctness of the TZB approach.

In Chapter 4, the proposed TZB method was tested on a modified WSCC system utilizing

phasor based simulations in a PSAT environment. The sample results for two different

distance relays at two different locations in the system were shown in the chapter. The test

results demonstrated the effectiveness of the TZB method that it can be applied in real-

time. The FZCs could be detected much before the impedance locus enters into Zone 3 of
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the distance relay, and the relay could be safely blocked and not misoperate during stable

power swings. The TZB method was also compared with a conventional distance relay

blocking method (a Double Polygon Blinder scheme), and the advantages of the proposed

TZB method were discussed. The calculation of the current for the distance relay was also

verified in the final section of Chapter 4.

In Chapter 5, the TZB method was verified using electromagnetic simulations in RTDS

for the modified WSCC system. DFT was used for deriving the local phasors of currents and

voltages from their instantaneous values just like how they are obtained in a digital/numerical

relay. The results for TZB for the stable power swings as well as a sample of the out-of-step

condition results were given. The relative speed calculations using the proposed method

were compared with those obtained using the classical electro-mechanical Swing Equation

Method (SEM).

6.2 Research Contributions

The broader contribution of this research work is developing a power swing identifi-

cation, and a blocking methodology for blocking Zone 3 distance relays purely from local

measurements. The contributions made in the thesis are summarized below:

• SMIB equivalenting method: The new method proposed in the thesis is to find a sim-

plified SMIB representation of a complex power system network at every sampling

instant using the power-angle equations and the purely local voltage and current mea-

surements. The voltage and current phasors are obtained by doing a DFT of a full

cycle of voltage and currrent samples.

• Stable or Unstable Power Swing Identification: The proposed algorithm is to find

the FZC of the calculated relative speed ωr. Stable or unstable power swings can

be explicitly distinguished by detecting whether the calculated relative speed ωr goes

through a zero crossing or not. The proposed TZB method has been compared with

a conventional Double Polygon Blinder scheme widely used in research literatures and
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industries.

6.3 Conclusions

The following conclusions can be drawn from the research work:

• The proposed TZB method is a reliable methodology to block distance relays during

a power swing. It does not require offline studies to determine the parameters. It

identifies power swings using system equilibrium principles, and there is no need to do

extensive stability analyses beforehand.

• The TZB is a more practical approach. The inputs to TZB method are local mea-

surements available at the distance relay location, and the scheme is more suited for

protection compared to a wide area based scheme.

• The TZB method can be applied to any sized system without prior knowledge of the

existing network, so the method can be easily adapted to any configuration of the

system.

6.4 Future Work

The following are future recommended works:

• Testing TZB method on a MRO or an AESO system: The TZB method was tested

with a standard SMIB system and a modified WSCC 10-bus system, respectively. The

scheme was also tested with the PSAT phasor based simulations and the more accurate

real-time based electromagnetic simulations using RTDS. Testing the proposed scheme

with the Canadian utility system such as Midwest Reliability Organization (MRO) or

Alberta Electric System Operator (AESO) system would give an opportunity to verify

the practical usefulness of the approach.
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• Hardware-in-the-loop testing in RTDS: Offline studies were used for testing the ap-

proach in this thesis work. The proposed algorithm could be implemented in a DSP

or FPGA hardware and tested with RTDS in a hardware-in-the-loop fashion just like

an actual numerical relay.

• Further investigation during out-of-step conditions: The focus of the current research

work was on power swing identification and blocking of the third zone distance relay.

The TZB method was able to quickly find stable or unstable power swings and quickly

find the FZC of the relative speed for the fictitious machine relative speed variation.

The magnitude of ωr was found to be larger than the value obtained from a SEM during

out-of-step conditions. The proposed TZB algorithm could be improved further to get

a more accurate prediction of the relative machine speed.

• Investigation on AURORA: After a major disturbance event happens, the power grid

separates into islands due to out-of-step conditions. Before any automatic reclosing

happens there needs to be an adequate precaution in place to Avoid Unwanted Reclos-

ing On Rotating Apparatus (AURORA) to eliminate the possibility of the damage of

rotating electrical equipment from reconnection [90]. AURORA is a very hot topic in

IEEE Power System Relaying Committee (PSRC) and power utility industries. Inves-

tigations on AURORA type scheme utilizing the TZB type method could be a good

topic for the further research.
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Appendix A

Digital Techniques for Power System

Protection

A.1 SMIB system representation

The basic formulation is introduced in [39] on SMIB system representation of a complex

power network as the followings. The motion of a multi-machine system is described by

dδi

dt
= ωi, Mi

dωi

dt
= Pmi − Pei, (A.1)

where

Pei = Ei
2Yii cos θii +

n∑
j=1,j 6=i

EiEjYij cos(δi − δj − θij), (A.2)

and the notation in the formulas are listed as the following:

δi the rotor angle

dδi

dt
the rotor speed

Mi the inertia constant

Pmi(Pei) the mechanical input (electrical output) power

Ei the voltage behind the direct axis transient reactance

Y the admittance matrix reduced at the internal generator nodes

Yij(θij) the modulus (argument) of the ijth element of Y
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where Mi, Pmi and Ei are regarded as constants throughout the transients, and loads are

modelled as constant impedances. With the basic formulation, the multi-machine system

can be reduced into an equivalent two-machine aggregated model. If the following notations

are defined

s the specific critical cluster consist of critical machine only

A the set of all remaining machines

a one machine equivalent of all remaining machines

The partial center of angles (PCOA) of remaining machines is given as

δa =
∑
k∈A

Mkδk

Ma

; Ma =
∑
k∈A

Mk; (A.3)

and the motion of the equivalent machine of the remaining machines becomes

Ma

d2δa

dt2
=
∑
k∈A

(Pmk − Pek) (A.4)

Upon assuming

δk = δa ∀k ∈ A (A.5)

we have

Pek = Ek
2Ykk cos θkk + EkEsYks cos(δa − δs − θks) +

∑
j∈A,j 6=k

EkEjYkj cos θkj, (A.6)

For the specific candidate critical machine, we get

Ms

d2δs

dt2
= (Pms − Pes) (A.7)

Pes = Es
2Yss cos θss +

∑
k∈A

EsEkYsk cos(δs − δa − θsk) (A.8)
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The two machine aggregated model can be further reduced to an equivalent SMIB system

with a single-machine parameter δ, ω, M , Pm, Pe. Making

δ , δs − δa (A.9)

The motion of equivalent SMIB system can be described by the following formula

M
d2δ

dt2
= Pm − [Pc + Pmax sin(δ − φ)] (A.10)

where

M =
MsMa

MT

; MT =
n∑
i=1

Mi (A.11)

Pm =
(MaPms −Ms

∑
k∈A Pmk)

MT

(A.12)

Pc =
(MaE

2
sGss −Ms

∑
k,j∈AEkEjGkj)

MT

(A.13)

Pmax =
√
C2 +D2; φ = −tan−1C

D
(A.14)

C =
(Ma −Ms)

MT

∑
k∈A

EsEkGsk; D =
∑
k∈A

EsEkBsk (A.15)

where δ and M are the rotor angle and inertia constant of the equivalent SMIB system; MT

is the sum of the inertia constants of the total number of the generators; Pm and Pe are the

mechanical input power and the electrical output power of the equivalent SMIB system, and

B and G are the susceptance and conductance of the network, respectively [42].
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A.2 Least Squares [1]

The least square method is the standard approach for regression analysis. Given a set

of measurements expressed as the following taken at regular intervals,

a+ b t1 = c1 (A.16)

a+ b t2 = c2 (A.17)

a+ b t3 = c3 (A.18)

................ (A.19)

a+ b tn = cn (A.20)

where c is the measurement; t is the time; a and b are the parameters to estimated.

Then, the error of the estimations to the measurements are

ā+ b̄ t1 − c1 = d1 (A.21)

ā+ b̄ t2 − c2 = d2 (A.22)

ā+ b̄ t3 − c3 = d3 (A.23)

................ (A.24)

ā+ b̄ tn − cn = dn (A.25)

where d is the estimated error; ā and b̄ are the parameters estimated.

Denoted in matrix forms,

[
T
][
x̄
]
−
[
C
]

=
[
D
]

(A.26)

where [T ] is



1 t1

1 t2

1 t3

........

1 tn


; [x̄] is

ā
b̄

; [c] is



c1

c2

c3

........

cn


; [d] is



d1

d2

d3

........

dn


.
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The sum of error squares is

[
d1 d2 d3 ... dn

]


d1

d2

d3

........

dn


=
[
d1

2 + d2
2 + d3

2 + ...+ dn
2
]

(A.27)

It equals to [
D
]T [

D
]

=
[[
T
][
x
]
−
[
C]
]T[[

T
][
x
]
−
[
C
]]

(A.28)

=
[[
x
]T [

T
]T [

T
][
x
]]
− 2
[
x
]T [

T
]T [

C
]

+
[
C
]T [

C
]

(A.29)

The sum of the error squares is minimum, if

d

d[x]

{[
D
]T [

D
]}

=
d

d[x]

{[[
x
]T [

T
]T [

T
][
x
]]
− 2
[
x
]T [

T
]T [

C
]

+
[
C
]T [

C
]}

= 0 (A.30)

Since

d
[
x
]T

d
[
x
] =

d
[
ā, b̄

]T
d

ā
b̄

 =

1 0

0 1

 (A.31)

Then

d

d[x]

[
2
[
x
]T [

T
]T [

C
]]

= 2
[
T
]T [

C
]

(A.32)

and

d

d[x]

[[
x
]T [

T
]T [

T
][
x
]]

= 2
[
T
]T [

T
][
x
]

(A.33)

From Equation A.30 [
T
]T [

T
][
x
]

=
[
T
]T [

C
]

(A.34)

Therefore [
x
]

=
[[
T
]T [

T
]]−1[

T
]T [

C
]

(A.35)
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A.3 Power Flow

The exchange of energy is expressed in terms of the interaction of electric and magnetic

fields in the fundamental theory of the transmission of energy, however people are more

concerned with the rate of change of energy with respect to time in terms of voltage and

current [13]. The instantaneous power delivered to a load is the product of instantaneous

voltage and current as the following equation.

p(t) = v(t)i(t) = 2V I cos(ωt+ θv) cos(ωt+ θi) (A.36)

where v(t) =
√

2V cos(ωt+ θv); i(t) =
√

2I cos(ωt+ θi); V is the root-mean-square value of

v(t); I is the root-mean-square value of i(t); θv is the voltage phase angle; θi is the current

phase angle.

Since

cosA cosB =
1

2
cos(A+B) +

1

2
cos(A−B) (A.37)

Thus,

cos(ωt+ θv) cos(ωt+ θi) =
1

2
cos(θv − θi) +

1

2
cos(2ωt+ θv + θi) (A.38)

and

cos(2ωt+ θv + θi) = cos(2ωt+ 2θv) cos(θv − θi) + sin(2ω + 2θv) sin(θv − θi) (A.39)

The instantaneous power will be expressed as

p(t) = V I[cos(θv − θi) + cos(2ωt+ 2θv) cos(θv − θi) + sin(2ωt+ 2θv) sin(θv − θi)] (A.40)

If a phase angle is defined as θ = θv − θi, the Equation A.40 can be rewritten as

p(t) = V I cos θ[1 + cos 2(ωt+ θv)] + V I sin θ sin 2(ωt+ θv) (A.41)

The first term of Equation A.41 is the instantaneous power on a resistive load. Neglecting

its transient variation, the instantaneous power on a resistive load or the active power can
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be expressed as

P = V I cos θ (A.42)

The second term of Equation A.41 is the instantaneous power exchanged on an inductive

load. Its amplitude is called the reactive power in the formulation of the following,

Q = V I sin θ (A.43)

In the active and the reactive power Equation A.42 and A.43, θ is positive for an inductive

load, i.e. the voltage is leading the current by θ, and θ is negative for an capacitive load, i.e.

the voltage is lagging the current by θ.
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A.4 Numerical Impedance Calculation

In Section 3.2.3 the phase one of TZB algorithm is calculating the SMIB sequivalent

system impedance. The Laguerre’s method is employed for numerically polynomial root

finding, which is finding the impedance Z in Equation 3.17.

In numerical analyses, Laguerre’s method can be used to solve the equation q(z) = 0

[91] [92]. Laguerre’s method is the most straightforward general complex method, which is

almost guaranteed to converge to a root of the polynomial from any initial starting point.

The general form of polynomial can be written as

q(z) = (z − z1)(z − z2)...(z − zn) (A.44)

After taking the natural logarithm on both side of the equation,

ln
∣∣q(z)

∣∣ = ln
∣∣(z − z1)∣∣+ ln

∣∣(z − z2)∣∣+ ...+ ln
∣∣(z − zn)

∣∣ (A.45)

Applying derivative by

E =
d

dz
ln
∣∣q(z)

∣∣ (A.46)

=
1

(z − z1)
+

1

(z − z2)
+ ...+

1

(z − zn)
(A.47)

=
q′(z)

q(z)
, (A.48)

The second derivative by

F = − d2

dz2
ln
∣∣q(z)

∣∣ (A.49)

=
1

(z − z1)2
+

1

(z − z2)2
+ ...+

1

(z − zn)2
(A.50)

=

(
q′(z)

q(z)

)2

− q′′(z)

q(z)
, (A.51)

The assumption is taken that the root z1 is away from the initial guess z for a distance

a, and all other roots are clustered a distance b away from the root. Therefore, Equation
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A.46 and A.49 can be written as

E =
1

a
+
n− 1

b
, (A.52)

and

F =
1

a2
+
n− 1

b2
(A.53)

Solving the E and F equations for a,

a =
n

E ±
√

(n− 1)(nF − E2)
(A.54)

The method operates starting with an initial guess of root z0. E and F are obtained based

on the given z0. The distance a of the guess root to the actual root z1 is calculated iteratively

unless becoming small enough within tolerance or the maximum number of iteration is

reached.

If z is a simple root of polynomial of q(z), it is reported that the Laguerre’s method

converges cubically [93]. This is a favourable feature well suitable for distance relay timely

operation.
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Appendix B

Models with System Data and DQ0

Transformation

B.1 SMIB Test System Setup

Table B.1: PSCAD Single Machine Infinite Bus Test System Data

Base MVA 2220

Base kV 24

Generator data 2220MVA, 24 kV , 60Hz, H = 3.5 s,

rA = 0.00125 p.u., xl = 0.163 p.u., xd = 1.81 p.u., xq = 1.76 p.u.,

x′d = 0.3p.u., x′q = 0.65p.u., x′′d = 0.23p.u., x′′q = 0.25p.u., T ′d0 = 8s,

T ′′d0 = 0.03s, T ′q0 = 1s, T ′′q0 = 0.07s

Impedance data X1 = j0.15 p.u., TLI = j0.5 p.u., TLII = j1.0 p.u.

Infinite Bus Voltage 0.9 p.u.
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B.2 SMIB Test System PSAT Model

Figure B.1: PSAT Equivalent SMIB system for Load Flow analysis (generated from

PSATTM).

B.3 SMIB Test System Load Flow Data

Table B.2: SMIB Test System Load Flow Analysis Results Data.

Bus No. Type Voltage Load Generator

MW MVar MW MVar

Generator PV 1.0 0.0 0.0 0.8 4.6

2 PQ 0.97 0.0 0.0 0.0 0.0

Slack PV 0.9 0.0 0.0 -0.8 -4.1
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B.4 SMIB Test System PSCAD Model

Figure B.2: PSCAD SMIB system for TZB algorithm study (created in PSCADTM).
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B.5 dq0 Transformation

The electrical performance of a synchronous machine is completely described by sta-

tor circuit voltage equations, stator flux linkage equations, and rotor circuit flux linkage

equations. The inductances in these equations have angle terms changing with time, which

induces complexity in machine and power system analyses. dq0 transformation converts

these complex equations into simple forms of expressions of stator variables.

The stator phase currents are expressed into currents on direct and quadrature axis as

follows.

id = kd

[
ia cos θ + ib cos(θ − 2π

3
) + ic cos(θ +

2π

3
)

]
, (B.1)

iq = −kq
[
ia sin θ + ib sin(θ − 2π

3
) + ic sin(θ +

2π

3
)

]
, (B.2)

where kd kq are the dq constants equal to 2/3.

In a three phase balanced condition,

ia = Im sinωst, (B.3)

ib = Im sin(ωst−
2π

3
), (B.4)

ic = Im sin(ωst+
2π

3
), (B.5)

ia ib ic are substituted into Equation B.1 and it becomes

id = kd

[
Im sinωSt cos θ + Im sin(ωSt−

2π

3
) cos(θ − 2π

3
) + Im sin(ωSt+

2π

3
) cos(θ +

2π

3
)

]
(B.6)

= kd
3

2
Im sin(ωst− θ) (B.7)

= Im sin(ωst− θ) (B.8)
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Similarly, Equation B.2 becomes

iq = −kq
3

2
Im cos(ωst− θ) (B.9)

= −Im cos(ωst− θ) (B.10)

The third component is defined as the zero sequence current i0 expressed as

i0 =
1

3
(ia + ib + ic), (B.11)

where i0 equals to zero in a balanced condition.

Therefore,


id

iq

i0

 =
2

3



cos θ cos(θ −
2π

3
) cos(θ +

2π

3
)

sin θ sin(θ −
2π

3
) sin(θ +

2π

3
)

1

2

1

2

1

2




ia

ib

ic

 (B.12)

The inverse transformation is expressed as


ia

ib

ic

 =



cos θ − sin θ 1

cos(θ −
2π

3
) − sin(θ −

2π

3
) 1

cos(θ +
2π

3
) − sin(θ +

2π

3
) 1




id

iq

i0

 (B.13)

From Equation B.13

ia = Im sinωst (B.14)

= Im sin(ωst− θ) cos θ + Im cos(ωst− θ) sin θ (B.15)

= id cos θ − iq sin θ (B.16)

The same transformations can be applied to stator flux linkage and voltage equations

such as derived in [94] [95] and [96].
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The resulting dq0 and flux linkage equations are given as the followings

Ψd = −Ldid + Laf if (B.17)

Ψq = −Lqiq (B.18)

Ψf = −3

2
Laf id + Lff if (B.19)

Ψ0 = −L0i0 (B.20)

where Ψd Ψq Ψ0 are the armature flux linkages reflecting on dq0 axis; Ψf is the rotor circuit

flux linkage; Ld is the direct-axis armature inductance; Lq is the quadrature-axis armature

inductance; L0 is the zero-sequence inductance; Laf is the mutual inductance between the

field winding and the phase a; Lff is the field winding self-inductance.

The resulting dq0 and rotor circuit voltage equations are given as the followings

ed = Ψ̇d −Ψqω −Raid (B.21)

eq = Ψ̇q + Ψdω −Raiq (B.22)

e0 = Ψ̇0 −Rai0 (B.23)

ef = Ψ̇f +Rf if (B.24)

where ed eq e0 are the armature voltages reflecting on dq0 axis; ef is the rotor circuit voltage;

Ra is the armature resistance; ω is the angular velocity of the machine rotor.

The rotor angular motion can be expressed with Swing Equation as

δ̇ = ω (B.25)

ω̇ =
1

2H
(Tm − Te) (B.26)

where δ is the synchronous machine power angle; Tm is the machine mechanical torque

supplied by the prime mover; Te = Ψdiq −Ψqid, the net electrical or electromagnetic torque;

H is the inertia H constant.

The dynamics of a synchronous machine can be fully expressed with the aforementioned

equations.
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B.6 PSAT Modified WSCC Test System

Figure B.3: PSAT Modified WSCC Test system for TZB algorithm study(created in

PSATTM).
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B.7 PSAT Modified WSCC Test System Setup

Table B.3: Parameters of Generators and Transformers For Modified WSCC System in

PSAT.

Base MVA 100

Base kV 230

Generator

No. 1 2 3 4

Rated MVA 60.5 60.0 60.0 250.0

Voltage (kV) 16.5 18.0 13.8 13.8

Type hydro steam steam steam

Speed (r/min) 1800 3600 3600 3600

xd(pu) 0.1460 0.8958 1.3125 1.3125

x′d(pu) 0.0608 0.1198 0.1813 0.1813

xq(pu) 0.0969 0.8645 1.2578 1.2578

x′q(pu) 0.0969 0.1969 0.25 0.25

xl(pu) (leakage) 0.0336 0.0521 0.0742 0.0742

r′d0(pu) 8.96 6.00 5.89 5.89

r′q0(pu) 0 0.535 0.600 0.600

Transformer

No. 1 2 3 4

Voltage (kV) 16.5/230 18.0/230 13.8/230 13.8/230

xT (pu) 0.576 0.0625 0.0586 0.0586
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Table B.4: Parameters of Transmission Lines and Loads in relay R98 study For Modified

WSCC System in PSAT.

Base MVA 100

Base kV 230

T-Lines

No. 1 2 3 4 5 6

Bus Connection 9 - 8 7 - 8 9 - 6 7 - 5 5 - 4 6 - 4

xL(pu) 0.1008 0.288 0.170 0.161 0.085 0.092

rL(pu) 0.0119 0.034 0.039 0.032 0.010 0.017

B/2(pu) 0.1045 0.298 0.179 0.153 0.088 0.079

Loads

No. 1 2 3

QLD(pu) 0.30 0.35 0.50

PLD(pu) 0.90 1.00 1.25
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Table B.5: Parameters of Transmission Lines and Loads in relay R78 study For Modified

WSCC System in PSAT.

Base MVA 100

Base kV 230

T-Lines

No. 1 2 3 4 5 6

Bus Connection 9 - 8 7 - 8 9 - 6 7 - 5 5 - 4 6 - 4

xL(pu) 0.3024 0.0720 0.170 0.161 0.085 0.092

rL(pu) 0.0357 0.0085 0.039 0.032 0.010 0.017

B/2(pu) 0.3135 0.0745 0.179 0.153 0.088 0.079

Loads

No. 1 2 3

QLD(pu) 0.30 0.35 0.50

PLD(pu) 0.90 1.00 1.25

201



B
.8

R
T

D
S

M
o
d
ifi

e
d

W
S
C

C
T

e
st

S
y
st

e
m

F
ig

u
re

B
.4

:
R

T
D

S
M

o
d
ifi

ed
W

S
C

C
T

es
t

sy
st

em
fo

r
T

Z
B

al
go

ri
th

m
st

u
d
y
(c

re
at

ed
in

R
T

D
S
T
M

).

202



B.9 RTDS Modified WSCC Test System Setup

Table B.6: Parameters of Generators and Transformers For Modified WSCC System in

RTDS.

Base MVA 100

Base kV 230

Generator

No. 1 2 3 4

Rated MVA 60.5 60.0 60.0 400.0

Voltage (kV) 16.5 18.0 13.8 13.8

Type gas gas gas gas

Speed (r/min) 1800 3600 3600 3600

xd(pu) 0.1460 0.8958 1.3125 1.3125

x′d(pu) 0.0608 0.1198 0.1813 0.1813

xq(pu) 0.0969 0.8645 1.2578 1.2578

x′q(pu) 0.0969 0.1969 0.25 0.25

xl(pu) (leakage) 0.0336 0.0521 0.0742 0.0742

r′d0(pu) 8.96 6.00 5.89 5.89

r′q0(pu) 0 0.535 0.600 0.600

Transformer

No. 1 2 3 4

Voltage (kV) 16.5/230 18.0/230 13.8/230 13.8/230

xT (pu) 0.576 0.0625 0.0586 0.0586
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Table B.7: Parameters of Transmission Lines and Loads For Modified WSCC System in

RTDS.

Base MVA 100

Base kV 230

CHUKAR Transmission Lines

No. 1 2 3 4 5 6

Bus Connection 9 - 8 7 - 8 9 - 6 7 - 5 5 - 4 6 - 4

Length(km) 230.4 658.5 388.7 368.1 194.4 210.4

Loads

No. 1 2 3

RLD(ohm) 422.5 422.5 661.3

LLD(H) 17.0 17.0 264.5
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Appendix C

Modified WSCC system Load Flow Data and

DFT Transform

C.1 RTDS Modified WSCC Test System Load Flow

Data

Table C.1: RTDS Modified WSCC Test System Load Flow Analysis Results.

Bus No. Type Voltage Load Generator Unit No.

MW MVar MW MVar

1 PV 1.00 0.00 0.00 71.63 27.92 Gen1

2 PV 1.00 0.00 0.00 163.00 4.90 Gen2

3 PV 1.00 0.00 0.00 85.00 -11.45 Gen3

4 PQ 0.99 0.00 0.00 0.00 0.00

5 PQ 1.00 68.96 32.00 0.00 0.00

6 PQ 1.02 124.98 4.98 0.00 0.00

7 PQ 1.01 0.00 0.00 0.00 0.00

8 PQ 1.01 124.98 4.98 0.00 0.00

9 PQ 1.02 0.00 0.00 0.00 0.00

10 PV 1.00 0.00 0.00 85.00 -11.45 Gen4
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C.2 PSAT Modified WSCC Test System Load Flow

Data

Table C.2: PSAT Modified WSCC Test System Load Flow Analysis Results.

Bus No. Type Voltage Load Generator Unit No.

MW MVar MW MVar

1 PV 1.040 0.00 0.00 87.76 25.56 Gen1

2 PV 1.025 0.00 0.00 163.00 29.07 Gen2

3 PV 1.025 0.00 0.00 85.00 -9.98 Gen3

4 PQ 1.027 0.00 0.00 0.00 0.00

5 PQ 0.996 125.00 50.00 0.00 0.00

6 PQ 1.015 90.00 30.00 0.00 0.00

7 PQ 1.028 0.00 0.00 0.00 0.00

8 PQ 1.015 200.00 35.00 0.00 0.00

9 PQ 1.015 0.00 0.00 0.00 0.00

10 PV 1.032 0.00 0.00 85.00 19.68 Gen4
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C.3 Discrete Fourier Transform Technique

The Fourier Transform (FT) technique is applied for estimating the magnitude and phase

angle of a phasor in the continuous domain, such as:

Ip cos(θ) =
1

π

∫ 2π

0

Ip sin(ωt+ θ)
[

sin(ωt)
]
dωt (C.1)

Ip sin(θ) =
1

π

∫ 2π

0

Ip sin(ωt+ θ)
[

cos(ωt)
]
dωt (C.2)

The above formulations can be derived by the following trigonometric manipulation

sin(ωt+ θ) sin(ωt) =
1

2

[
cos θ − cos(2ωt+ θ)

]
(C.3)

and

1

π

∫ 2π

0

Ip sin(ωt+ θ)
[

sin(ωt)
]
dωt =

1

π

∫ 2π

0

1

2
Ip
[

cos θ − cos(2ωt+ θ)
]
dωt (C.4)

= Ip cos θ (C.5)

The equations can be represented in the discrete form by replacing integration by sum-

mation. The real and the imaginary component of the phasor can be expressed as

Ip cos(θ) =
2

N

k=m−1∑
k=m−N

ik sin
[
(k +N −m)ω∆t)

]
(C.6)

Ip sin(θ) =
2

N

k=m−1∑
k=m−N

ik cos
[
(k +N −m)ω∆t)

]
(C.7)

where N is the number of samples in a data window; m is the present sample number; ik is

the instantaneous value of the phasor. The magnitude and phase angle of the phasor can be

therefore obtained.
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