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ABSTRACT 
 

Code-Division Multiple-Access (CDMA) is one of the leading digital wireless 

communication methods currently employed throughout the world. Third generation (3G) 

and future wireless CDMA systems are required to provide services to a large number of 

users where each user sends data burst only occasionally. The preferred approach is 

packet based CDMA so that many users share the same physical channel simultaneously. 

In CDMA, each user is assigned a pseudo-random (PN) code sequence. PN codephase 

synchronization between received signals and a locally generated replica by the receiver 

is one of the fundamental requirements for successful implementation of any CDMA 

technique. The customary approach is to start each CDMA packet with a synchronization 

preamble which consists of PN code without data modulation. Packets with preambles 

impose overheads for communications in CDMA systems especially for short packets 

such as mouse-clicks or ATM packets of a few hundred bits. Thus, it becomes desirable 
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to perform PN codephase synchronization using the information-bearing signal without a 

preamble. 

This work uses a segmented matched filter (SMF) which is capable of acquiring 

PN codephase in the presence of data modulation. Hence the preamble can be eliminated, 

reducing the system overhead. Filter segmentation is also shown to increase the tolerance 

to Doppler shift and local carrier frequency offset.  

Computer simulations in MATLAB® were carried out to determine various 

performance measures of the acquisition system. Substantial improvement in probability 

of correct codephase detection in the presence of multiple-access interference and data 

modulation is obtained by accumulating matched filter samples over several code cycles 

prior to making the codephase decision. Correct detection probabilities exceeding 99% 

are indicated from simulations with 25 co-users and 10 kHz Doppler shift by 

accumulating five or more PN code cycles, using maximum selection detection criterion. 

Analysis and simulation also shows that cyclic accumulation can improve packet 

throughput by 50% and by as much as 100% under conditions of high offered traffic and 

Doppler shift for both fixed capacity and infinite capacity systems.  
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1. Introduction 

Wireless communication systems are an emerging technology with the potential 

of high speed and high quality information exchange. Ubiquitous access to information at 

any time, at any place is the goal of this technology in the 21st century. Spread spectrum 

is one of the enabling technologies that have achieved explosive growth. The second 

generation (2G) digital cellular Code-Division Multiple-Access (CDMA) standard and 

the third generation (3G) or Wideband CDMA are based on spread spectrum technology. 

CDMA has the advantages of frequency diversity, anti-jamming, immunity to 

eavesdropping, soft handoff between cells, and simpler frequency management [1]. 

Second generation (2G) systems use circuit-switched CDMA whereas third 

generation (3G) CDMA are packet-switched. Packet switching offers more bandwidth 

sharing efficiency than its circuit-switched counterpart. Circuit-switched CDMA requires 

dedicated resources from the system regardless of whether connection between the 

transmitters and the receivers are maintained or not. Thus, it is not possible to achieve 

full utilization of system resources with circuit-switched CDMA. Packet switching does 

not require dedicated physical connection. Information is transferred in packets with all 

connection sharing a common channel. Whenever a transmitter is not sending packets, 

other transmitters can access the channel. As a result, packet-switched CDMA achieves 

higher utilization efficiency.  Due to the high utilization efficiency, packet switched 

CDMA has been chosen as candidate for 3G systems [2]. The wireless CDMA channel is 

considered throughout this thesis. 
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1.1 Research Objective 

In a CDMA system, pseudo-random (PN) codephase synchronization must be 

acquired prior to data bit demodulation. In order to deliver a packet in a shared 

communication channel, each packet carries some overhead. This overhead consists of 

synchronization data bits. In CDMA, the packets use a preamble for codephase 

synchronization. This preamble consists of a sequence of a spreading code sequence or 

pseudorandom (PN) code which is known at the receiver. 

The required preamble that precedes the data portion of the packet increases 

excessive overhead. This reduces the channel transmission efficiency for packets. A 

simplified packet format is shown in Figure 1.1. Here, P, D, and L represent preamble, 

data and overall packet length. Transmission efficiency for a fixed length packet is given 

by [3] 

Transmission Efficiency D L P
L L

−
= =  (1.1) 

    

Preamble Message Payload 

  

L 

D P 

 
Figure 1.1 A simple packet Format 

 

 For a packet CDMA communication, the code sequence used in the preamble 

continues until the end of the packet because the same code sequence is used to spread 

the data contained in the message payload. Therefore, useful information for acquisition 
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is available both in the preamble and in the message payload. The only difference 

between these codes is that code in the preamble is unmodulated whereas code in the 

message payload is modulated by the data.  

 Code phase acquisition in the presence of data modulation would eliminate the 

necessity of the preamble at the beginning of a packet. Therefore, packet CDMA 

communication without preambles is possible and 100% efficient transmission is 

attainable. 

 

Message payload 

 D 

 
Figure 1.2 A packet format without preamble 

  

This thesis analyzes a segmented matched filter (SMF) acquisition system for 

packet CDMA systems [4]. The receiver stores the initial part of the packet and 

demodulation begins after code acquisition is achieved. Based on the stored packet, the 

SMF can accumulate the results of several code cycles and then select the correct 

codephase based on the maximum likelihood criteria. As soon as codephase acquisition is 

achieved, de-spreading and demodulation begin, starting with the stored information and 

continuing with the remainder of the incoming packets. 

  

1.2 Organization of Thesis 

The work presented in this thesis is organized as follows: 
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In Chapter 1, application of packet CDMA is discussed and the objective of the 

thesis work is discussed. 

Chapter 2 presents a brief introduction to Code-Division Multiple-Access 

(CDMA) systems and the properties of pseudo-random (PN) code sequence used in a 

CDMA system. Besides, the role of CDMA in a packet communication system is 

described. 

Chapter 3 describes the various basic PN codephase acquisition methods. Special 

attention is given to matched filter acquisition procedures and implementations. 

In Chapter 4, PN code acquisition using a data modulated received signal is 

discussed.  The structure and properties of the segmented matched filter (SMF) are 

mentioned. 

Chapter 5 contains system models and simulation results. Plots of various 

acquisition parameters such as probability of correct codephase detection, mean code-

acquisition time are shown. Besides, acquisition dependent packet throughput 

performance for packet CDMA systems is also mentioned. 

Summary, conclusion, and suggestions for future research work are mentioned in 

Chapter 6.  

 

 



 5

2.  Code Division Multiple Access Communication 
Systems 
  
2.1 Multiple Access Technologies 
 

Emergence of new services and the continuous growth in the number of users 

have begun to change the design of wireless communication networks. Integration of 

services, high throughput, and flexibility characterize modern mobile communication 

systems. To provide these characteristics the available spectrum should be used as 

efficiently as possible and there should be flexibility in radio resource management [5]. 

Multiple access (MA) communication refers to a system that enables multiple 

users to share the same network resources. Telecommunications network resources are 

usually defined in terms of bandwidth. When more than one user accesses a specific 

bandwidth, a MA scheme allocates the available bandwidth among multiple users so that 

everyone can use services provided by the network and to make sure that no single user 

monopolizes the available resources. 

 

 

 

  

 

 

 

Channel Receiver 

User # 1 

User # 2 

User # K 

. 

. 

Noise 

Information 
Sink 

Figure 2.1    Multiple Access Communication System 
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Four major multiple access techniques are employed to allow users to share 

bandwidth:  

i) Frequency division multiple access (FDMA),  

ii)       Time division multiple access (TDMA),  

iii)      Space Division Multiple Access (SDMA),  

iv) Code division multiple access (CDMA).  

2.1.1 Frequency-Division Multiple-Access  
 

In frequency-division multiple-access (FDMA) communications systems, the 

available frequency spectrum is divided into a number of small bands. A small portion of 

total available bandwidth is called a channel and is allocated to a single user. Users of the 

separate frequency channels can access the system without significant interference from 

other concurrent users of the system. Stringent radio frequency filtering of the FDMA 

signal is required to ensure that it remains within its allocated bandwidth. In the absence 

of filters with ideal cut-off frequency, guard bands are provided in the FDMA spectrum 

to minimize the adjacent channel interference [1]. Presence of the frequency guard bands 

imposes additional overhead in the system. This overhead in the FDMA system reduces 

the amount of bandwidth for information transmissions. 

FDMA is applied in applications that require continuous transmissions. It is 

suitable for analog and limited bandwidth digital applications. In a typical FDMA system, 

amplifications of several carrier frequencies occur in a single multi-carrier power 

amplifier. This amplifier has a non-linear response to the received carrier frequencies. 

Due to this non-linear response of the power amplifier employed in a FDMA system, 
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intermodulation (IM) distortion happens. IM distortion causes spurious emission or 

interference to other channels operating in the same frequency range [6]. 

2.1.2 Time-Division Multiple-Access 
 

In Time-Division Multiple-Access (TDMA) systems, the time axis is partitioned 

into periodic time-slots and each slot is assigned to a single user to transmit information.  

TDMA has proven to be an effective way of sharing the available system resources in 

wireless communication systems.  Second-generation (2G) Global System for Mobile 

Communications (GSM) and the 2.5G General Packet Radio Service (GPRS) use TDMA 

as their multiple-access scheme [7].  

In a TDMA system, the user sends information within successive time slots. Data 

from a single user always sits in the same time slot position of a frame (Figure 2.2).  All 

information from that portion can be collected and aggregated in the receiver to form the 

original transmitted information packet. 

 

User 

1 

 

 

U

K

Us

1 

User

2 
…. 

User 

K 

User

2
…. 

ser 

 

er  

  

Figure 2.2 TDMA Frame 

 

One of the inherent properties of a TDMA system is strict adherence to timing so 

as to avoid collision. A TDMA system usually uses guard times between timeslots to 

allow for small timing errors between different users. Additional overhead is required in 

TDMA systems for synchronization bits and control information. This has the overall 

Frame
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effect of reducing the time available for the transmission of data and therefore reduces 

throughput of the TDMA system. Slot synchronization of geographically separated users 

is a problem.  

The number of time slots or channels in a TDMA system is fixed, and a single 

channe

2.1.3 Code-Division Multiple-Access 

erent transmissions and transform the multi-user 

access 

l is allocated to a single user for the whole period of information exchange. For 

real-time and constant-bit-rate voice telephony, a fixed channel or time slot assignment 

provides good service quality. However, in the case of bursty data transmissions, the 

fixed channel assignment lacks efficiency in utilizing the spectrum, especially in the case 

of a large number of users [1][5]. 

FDMA and TDMA isolate diff

problem into a number of single-user communication links. In a Code-Division 

Multiple-Access (CDMA) system, each transmission uses all the available bandwidth 

(Figure 2.3). A CDMA scheme is based on spread spectrum technology to separate the 

users; so, it is also referred to as Spread-Spectrum Multiple-Access (SSMA) [8]. Spread-

spectrum signals have a transmission bandwidth W (Hz) order of magnitude higher than 

the minimum required bandwidth for the information. If the information symbol rate is R, 

then we define a bandwidth expansion factor N = W/R. So, CDMA is a wideband 

technology, as compared to FDMA and TDMA which use narrow-band signals.  

There are two major types of CDMA systems:  

1) Frequency Hopping CDMA (FH-CDMA)  

2) Direct sequence CDMA (DS-CDMA). 
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Figure 2.3    Fixed Channel Allocation Strategies: (a) FDMA, (b) TDMA, (c) CDMA 
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In FH-CDMA, the instantaneous transmission frequency is varied in a pseudo-

noise manner (Figure 2.4). The bandwidth at each moment is small, but the total 

bandwidth over which the carrier frequency varies is large. Bluetooth which is used for 

short-range robust communication uses frequency hopping-CDMA [9]. 

 

 

 

 

 

 

 

 

 
Time 

Frequency 

Power 

Desired Signal 

Figure 2.4 FH-CDMA system 

 

Direct sequence-CDMA (DS-CDMA) spreads users’ narrowband signals into a 

much wider spectrum using a high clock (chip) rate signal (spreading sequence) at the 

transmitter. These spreading sequences are usually a pseudo-noise (PN) code sequence. 

Due to the nearly orthogonal properties of these sequences, it is possible to accommodate 

multiple users’ information on the same frequency spectrum. Detecting the desired signal 

at the receiver side is possible when the correct PN sequence and the code phase of that 

are known to the receiver. Co-user signals are seen as background noise. So, as long as 

the multiple-user interference is less than a threshold value, it is possible to de-spread the 

desired signal by using the spreading code used to spread the signal at the transmitter.  
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Binary DS-CDMA systems employ signals of the form [10] 

(2.1) 0( ) 2 ( ) ( ) coss t Pd t c t tω=  

where P is the average power, d(t) is a binary baseband data signal and c(t) is a baseband 

spectral-spreading signal, ω0 is the carrier frequency. The bandwidth of c(t) is much 

larger than the bandwidth of d(t). For this work, the basic pulse shape is assumed to be 

rectangular for both c(t) and d(t). 

The data signal d(t) consists of a sequence of positive and negative rectangular 

pulses, so it can be written as  

( ) ( )n T b
n

d t d p t nT
∞

=−∞
= −∑  (2.2) 

where PT(t) is the rectangular pulse of duration Tb,  ∑n denotes the sum over all integers n 

that correspond to elements in the data sequence 

(2.3) 
1 0 1 2( ) ..., , , , ,......nd d d d d−=  

The data symbol is a binary digit, either +1 or -1, depending on the data symbols 

to be sent in the nth time interval and it is assumed that each of which takes the value +1 

and -1 with probability 0.5. 

 The PN sequence consists of a sequence of positive and negative rectangular 

pulses. Each pulse in the PN sequence is called a chip. If the rectangular chip waveform 

is denoted by ψ(t), the spreading sequence is written as  

( ) ( )n c
n

c t c t nTψ
∞

=−∞
= −∑  (2.4) 

where the chip waveform ψ(t) is assumed to be a time-limited pulse of duration Tc and cn 

is the binary spreading code sequence. The sequence cn is modeled as a random binary 
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sequence, which consists of statistically independent symbols, each of which takes the 

value +1 with probability 1/2 and or the value -1 with probability 1/2. cn represents chips 

of a PN sequence and it is given by 

1 0 1 2( ) ..., , , , ,......nc c c c c−=  (2.5) 

It is convenient to normalize the energy content of the chip waveform according 

to: 

2
1

0
( ) 1.cT

cT t dtψ− =∫  (2.6) 

The transitions of a data symbol are assumed to coincide with the transition of a 

chip and the processing gain or the spreading gain is defined as: 

b
c

c

TN
T

=  (2.7) 

where  is an integer equal to the number of chips in a data symbol interval. cN

The two-sided power spectral density (W/Hz) of a data modulated binary phase-

shift keyed carrier, Sd(f)  and data- and spreading code-modulated carrier,  Sc(f) are given 

by [10]: 

{ }2 2
0 0

1( ) sinc [( ) ] sinc [( ) ]
2d b bS f PT f f T f f T= − + + b  (2.8)

{ }2 2
0

1( ) sinc [( ) ] sinc [( ) ]
2c c cS f PT f f T f f T= − + + 0 c  (2.9) 

 
 
where f0 is the carrier frequency. Figure 2.4 illustrates one sided power spectral density 

both the cases of data-modulated and data- and spreading code modulated carrier. 

Spectrum for the later case spreads over a longer bandwidth and the peak of the spectrum 

is reduced by the spreading gain factor. 
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Figure 2.5 Power spectral densities of data-modulated and data- and spreading 

code modulated carrier signals 

2.1.3.1 Transmitter and Receiver Structure in CDMA 

Figure 2.6 illustrates the transmitter and the receiver of a basic CDMA system. 

The total received signal is:  

( ) ( ) ( ) ( )r t s t i t n t= + +  (2.10) 

where i(t) is the interference and n(t) denotes the zero-mean white Gaussian noise. After 

code synchronization has been established (i.e. c1(t) = c2(t) = c(t) ) , the input to the 

demodulator is [11]: 

1( ) ( ) ( ) ( ) ( ) ( ) ( )r t s t c t i t c t n t c t= + +  (2.11) 
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Figure 2.6    DS-CDMA (a) transmitter and (b) receiver [10] 

 

 

 

02 cosP tω  

Binary Data 

Generator 

 
BPF 

1( )c t  

( )d t  

PN Code 
Generator 

r(t) L r1(t) 

kTb

 
Wideband 

Filter 

Decision Device 

0

(.)
bT

dt∫  

PN Code 
Generator 

Output Data Symbols 

2 ( )c t  02cos( )tω θ+  



 15

The factor c(t) in i(t)c(t) ensures that the interference energy is spread over a wide  

band. The input sample applied to the decision device at the end of the interval Tb is [11]: 

1 02 ( ) cos[ ] 
bT

o

L r t tω θ= +∫ dt  (2.12) 

In practice, Tb >> 1/f0, so that integration of the double frequency term is 

negligible. It has also been assumed that the receiver has acquired both chip and data bit 

synchronizations. It follows from data bit synchronization, that d(t) is constant over [0, 

Tb] yielding [11]: 

1
2

1 2
00

2 ( ) ( )
b c

T N

b
i

L P d t t iT dt Lψ
−

=
≅ −∑∫ L+ +

dt

 (2.13) 

Where                                          1 0
0

2 ( ) ( ) cos[ ]
bT

L i t c t tω θ= +∫  (2.14) 

2 0
0

2 ( ) ( ) cos[ ]
bT

L n t c t t dtω θ= +∫ . (2.15) 

where Nc is the number of chips per bit (Nc is equal to the spreading gain). The decision 

device produces the symbol 1 if L > 0 and the symbol -1 if L < 0. An error occurs if L < 0 

when d(t) = +1 or if L > 0 when d(t) = -1. 

Since in a CDMA system, adding users only slightly increases the noise, it 

provides soft capacity: more users can be accommodated at the cost of gracefully reduced 

Quality-of-Service (QoS). The upper limit for the number of simultaneous users in the 

system using the same frequency spectrum is determined by the total power of the multi-

user interference [12]. 
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In 1995, the first CDMA technology for the second generation wireless 

communication system, called Interim Standard (IS-95), was commercially launched. 

CDMA with its proven capacity enhancement over TDMA and FDMA together with 

other features such as soft capacity (or graceful degradation), multi-path rejection, and 

the potential use of advanced antenna and receiver structures has been used as the main 

multiple-access scheme for 3G mobile cellular systems [7]. 

 

2.1.3.2 Circuit-Switched CDMA Systems 
 

Circuit-switched CDMA systems are connection oriented. They represent 

conventional CDMA concepts in which users share the time and frequency resources, but 

each user is uniquely identified through assigned spreading or signature sequence. This 

system is characterized by continuous transmissions between the users and the base 

station.  

In theory, users can transmit information using spreading sequences that are 

orthogonal to each other.  In practice, the asynchronous nature of CDMA transmissions 

(especially in the reverse link) makes the implementation of orthogonal code virtually 

impossible. As a result of losing orthogonal properties, user transmissions interfere with 

each other. The performance of a CDMA system is limited by the interference that users 

create for each other during information transfer.  As the interference gets worse, it 

becomes more difficult for the users to maintain reliable communication. In particular, a 

strong interference from a portable unit near the base station can destroy the 

communication link to a more distant portable unit. This effect is known as the near-far 
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effect [13]. Power control mechanism of the portable devices is employed to eliminate 

near-far effect. This is further explained in Chapter 5. 

2.1.3.3 Packet-Switched CDMA Systems 
 

The circuit-switched CDMA model is convenient for voice communications and 

even for voice-data systems with long data sessions. However, current third generation 

(3G) CDMA systems and also the future systems will support more diverse applications. 

Therefore, systems should have flexible resource sharing. Thus, assigning a dedicated 

spreading code sequence sequences and keeping a continuous connection even with a 

lower synchronization rate is a luxury that should be avoided [14].  

Packet-switched CDMA is basically a connectionless architecture. In this system, 

connection is established when the users need to transmit an information packet. 

Therefore, user recognition and acquisition are needed for every data packet. One of the 

important features of packet CDMA is that active users are assigned a spreading 

sequence at the beginning of a call and any one of the system’s available spreading 

sequences can be used to spread the data packet. As a result, the number of potential 

users is much larger than the number of active users and the number of active users at a 

given instant of time for a packet CDMA system is comparable to the processing gain of 

the system [15]. 

2.1.4 Space-Division Multiple Access 
 

In a space-division multiple access (SDMA) technique (Figure 2.7), the spatial 

separation of the individual users is exploited to achieve multiple access capability. It 

uses a smart antenna (i.e. multibeam antenna) technique that employs antenna arrays with 
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some intelligent signal processing to steer the antenna pattern in the direction of the 

desired user and places nulls in the direction of the interfering signals. Antenna arrays 

produce narrow spot beams and, therefore, the frequency can be re-used within the cell 

provided the spatial separation between the users is sufficient [16]. SDMA systems are 

suitable for fixed wireless communication systems where the spatial characteristics are 

relatively stable [17]. 

 

A 

A 
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Interferers 
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Station 
Array 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2.7 SDMA system [16] 

 
2.2 Direct-Sequence Spread Spectrum Spreading Codes 
 

The importance of the code sequence to spread spectrum communication is 

evident from the fact that type of code, its length, and its chip rate set bounds on the 

capability of the system [18]. The codes ensure the following two characteristics: 

i) The auto-correlation peak must be much greater than the autocorrelation 

sidelobes and cross-correlation peaks. 
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ii) The code sequence must be easily generated. 

One popular class of codes, suited for DS-CDMA, is maximum length (ML) 

sequences. ML sequences are the longest pseudo-noise sequences that can be generated 

by a given shift register or a delay element of a given length. Figure 2.8 shows the 

structure of the ML linear feedback shift register sequences.  

 

 

 

 

 
ai-1 ai-2 ai-(n-1) ai-n………………. 

cncn-1c2c1

ai

Figure 2.8      ML-Sequence generator structure 

 

The sequence ai is generated according to the following recursive formula [16] 

......1 1 2 2
1

n
a c a c a c a c ai i i n i n k i

k
= + + + =− − − k−

=
∑  (2.16) 

where all the terms are binary, and the addition and the multiplication are modulo-2.  

ML codes with order n have a period of N = 2n-1. The sequences have the 

following three important properties in every period of length N = 2n-1: 

i) The number of ones and zeros only differs by one. 

ii) Half the runs of ones and zeros have a length 1, 1/4 have a length 2, 1/8 length 

3, and 1/2k of length k (k < n). 

iii) Sequence autocorrelation 
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' '

1
( )

N
c n

n
R k a an k+

=
= ∑  (2.17) 

 
where δ(k) is the Kronecker delta function and a’n = 1-2 an is the ±1 sequence. When k = 

0, then Equation 2.19 computes the autocorrelation of the sequence. When k ≠ 0, then 

Rc(k) computes crosscorrelation. If the code waveform p(t) is the square wave equivalent 

of the sequence a’n with pulse duration Tc, then the autocorrelation value is given by [13] 

1 ,  
( )

1,  otherwise

c
cc

NN T
TR

τ τ
τ

+⎧ − ≤⎪
⎨
⎪−⎩

 (2.18) 
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Figure 2.9    Autocorrelation function of a ML sequence of period 127 [16] 

 

ML codes exhibit low crosscorrelation value, -1. Thus ML cross-correlations 

between two codes are low compared to auto-correlation peak and this feature makes 

them suitable for DS-CDMA (Figure 2.9). Another advantage of ML codes is their ease 

of generation, requiring only shift registers and XOR gates. One disadvantage with the 
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ML codes is that there are very few different ML codes for a given order of codes, thus 

limiting the number of multiple access users available (Table 2.1). 
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Figure 2.10    Cross-correlation function of a pair of PN sequences period N = 7 [16] 

 

Table 2.1  Available number of ML codes for various order of code length 

 

 

 

 

 

 

 

 

 

Order, Availn Period, N able Codes 

2 3 1 

3 7 2 

4 15 2 

5 31 6 

6 63 6 

7 127 18 

8 255 16 

9 511 48 

10 1023 60 
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Gold sequences ar eful because they supply a large number of codes. The Gold 

codes are actually XOR combinations of preferred pairs ML codes of the same order. An 

order n Gold code is developed from two order n 1). There are 2n+1 

different Gold codes, including the two ML codes, for every preferred pair of ML codes 

of order n [18]. 

.  

 

 

 

Figure 2.11    Generation of Gold sequence of length 127 

ii) a’ = a[q], where q is odd and either q=2k+1 or q = 22k-2k+1. 

iii) 
1 for  odd

gcd( , )
n

n k
⎧

= ⎨

he cross-correlation spectrum be -t(n), 

t(n)-2, and -1 where (Figure 2.12) [16] 

e us

 ML codes (Figure 2.1

f1( ) = 1 +D4 +D7 or [7,4] 
seq 1: N = 27-1 = 127 chips 

D

 

 

 

 

 

 

1

f2(D) = 1 +D4 +D5 + D6 +  D7 or [7,6,5,4] 
seq 2: N = 27-1 = 127 chips 

Gold Code 
7 Chips 

 2 3 4 5 6 7 

N = 12

1 2 3 4 5 6 7 

 

Two M-sequences a and a’ are called the preferred pair if [18]: 

i) n ≠ 0 (mod 4); that is, n odd or n = 2 (mod 4). 

 
2 for  evenn⎩

T tween a preferred pair is three valued: 
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1n+⎧
2

2

1 2  for  odd
( )

n

n
t n

+

⎪ +⎪= ⎨
⎪

 (2.19) 
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Figure 2.12    Cross-correlation function of a pair of Gold sequence based on the 

two PN sequences [7, 4] and [7, 6, 5, 4] [16] 

2.3 The Role of CDMA in Packet Communications 
 

Several properties of CDMA are exploited in packet communications. These 

properties are derived from the signal structures used in CDMA systems and from the 

processing that takes place in the receiver. By the use of CDMA, four desirable 

characteristics of communication systems are obtained, namely: signal capture effect, 

multiple access capability, anti-multipath, and narrow-band interference.  

When two packets arrive in the receiver at the same time, packets will be 

ollided. Capture effect refers to the ability
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demodulate at least one of the colliding packets (e.g. receiver B in Figure 2.13). If the 

receive

 of a packet 

commu

  Capture effect in packet communication systems 

 

ince CDMA is b on spread-spectrum techniques, the receiver will be able to 

disting acket has a unique 

spreading tion between these codes is low [19]. This 

ultaneous transmission of one packet 

addressed to Receiver 1 and Receive ted. For Receiver 1, packet from Station 

A is the desired packet where as packet from Station B is interfering packet.  

 

r cannot demodulate more than one packet at a time, then the goal is to provide the 

capability for the receiver to demodulate one of the overlapping packets. This packet is 

said to have captured the receiver. Capture is achieved by distinguishing between the 

packets on the basis of their power levels or arrival times. CDMA techniques with good 

capture capability significantly improve the throughout performance

nication systems [19]. 
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Figure 2.15   Narrow band jamming in CDMA in frequency domain 
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3. Codephase Synchronization in CDMA Systems 
 
3.1 

3.1 Introduction 

Synchronization plays a very important role in all analog and digital 

communication systems. It is a pre-requisite for successful transmissions of information 

between transmitters and receivers. Synchronization process involves estimating one or 

more parameters from a received signal.  In all practical communication system, several 

levels of synchronization are required: carrier, code, bit, symbol, frame and network [20]. 

 

3.2 Codephase Synchronization in CDMA systems 

Codephase synchronization is an important aspect in a CDMA system and the 

performance of codephase synchronization quite often limits the number of interfering 

co-users in a system [21].  In CDMA systems, PN code is modulated by the data bits 

before transmission. At the transmitter this PN code must be removed before data can be 

demodulated. In order for successful demodulation of the data bits, locally generated PN 

code must be time-synchronized with the received PN code sequence.  

Synchronization in a CDMA system is carried out in two steps (Figure 3.1):  

i) coarse acquisition, 

ii) fine tuning.  

In the coarse acquisition process, the locally generated codes are brought into 

phase with the received code within a fraction of single chip duration. After the codes get 

roughly aligned, a code tracking operation brings these codes into perfect alignment and 

maintains synchronism. 
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Acquistion Fine Tuning Demodulation

 

Figure 3.1 Steps of Synchronization in a CDMA system 

 

The formulation of the code acquisition problem can be stated by first defining 

the transmitted and the received signal of the form  

( ) 2 ( ) ( )cos

( ) 2 ( ) ( )cos[( ) ] ( )
c

b b c c c c c d

s t Pd t c t t

r t Pd t T T c t T t n t

ω

δ δ δ ω ω θ

=

= + + + + + +
 

(3.1) 

(3.2) 

where P is the signal power, c(t) is the code sequence or spreading sequence or PN code 

waveform of period N, d(t) is the data modulation which might or might not be present 

during the acquisition mode, Tc is the duration of a chip in the spreading code sequence, 

Tb is the data bit time, ωc  and  θ are the carrier frequency and random phase respectively, 

ωd is the frequency offset, n(t) is the additive white Gaussian noise with one sided power 

spectral density N0 (W/Hz), δcTc is the received code-phase offset, δcTc+δbTb is the 

received data-bit-phase offset. 

The acquisition process finds an estimate δestTc of the unknown time shift δcTc so 

that (δcTc- δestTc) is within the pull-in range of the code tracking loop. Since the spreading 
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code has a period NTc, we can assume that [0, )c Nδ ∈ . Therefore, the signal is said to be 

acquired if [22] 

{ }min ,c est c estNδ δ δ δ ζ− − − ≤  (3.3) 

where ζ denotes the pull-in range of the code-tracking loop. 

3.3 Synchronization in circuit-switched CDMA and packet-switched CDMA 
systems 

Accurate synchronization has to be established regardless of the type of the 

communication systems. However, circuit-switched and packet-switched 

communications differ in some aspects. In the packet mode, synchronization must be 

established at any arbitrary time because the arrival of the data packet is unknown to the 

receiver. Usually, a training symbols or un-modulated PN codes are at the beginning of 

the data packets for codephase acquisition purpose. The duration of the training symbols 

or the preamble is usually short and synchronization should be completed within this 

duration. This means there is only one chance for synchronizing a received packet. 

Systems such as IEEE 802.11(a) and HyperLan/2 use a training sequence to achieve 

synchronization [23]. Effective implementation of packet CDMA becomes difficult on 

the reverse link (from portable to base) because of the necessity of rapid synchronization 

of spreading sequences when the transmitter start sending packets after a period of 

silence [24]. 

In a circuit-switched CDMA such as the IS-95 standard, there is no stringent 

requirement on the acquisition time. Timing information is always available in the form 

of pilot signals. A separate low bit rate physical control channel is provided for the pilot. 
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This approach creates multiuser interference due to the continuous transmission of the 

low bit rate channel [25]. For circuit-switched CDMA, synchronization rate is low 

because once acquisition is done the receivers can start demodulating as continuous 

transmission of information is maintained. 

3.4    Performance Measures in Packet CDMA synchronization 

Mean acquisition time (Tacq) is widely used as the measure of performance of 

acquisition schemes. This is defined as the expected time needed to acquire the timing of 

the spreading waveform or pseudo-random (PN) code. Since communication can only be 

accomplished after codephase synchronization, Tacq should be as short as possible.  

The probability of detection (Pd) is the probability that the detector correctly 

indicates synchronization when the two codes are actually aligned.  

The false alarm probability (Pf) is the probability that the detector will falsely 

indicate synchronization when the two codes are actually nonaligned.  

The misacquisition probability (Pm) is the likelihood of the event that the 

acquisition process cannot acquire the timing of the PN code within a given preamble 

length.  In conventional packet communications, the acquisition must be completed 

within the preamble of a packet. Otherwise, the packet will be lost.   Therefore, this is the 

key acquisition performance criterion for packet CDMA systems. Pd and Pm are related 

by the following equation: 

(3.4) 1m dP P= −  

Both Pd and Pf have a major impact on acquisition performance. Higher values of 

Pf  increase the mean acquisition time. In the case of misdetection, received packet will 
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be lost and the lost packet needs to be retransmitted. It is desirable to minimize both the 

false alarm and the miss probabilities [26].  

The preamble is placed at the beginning of a packet for acquisition purpose. It has 

no contribution once the acquisition is achieved. So, the preamble length should be as 

short as possible in order to use the communication channel efficiently. On the other 

hand, it should be long enough to provide high probability of acquisition. For this reason, 

length of the preamble is another important performance measure [27]. 

In essence, the objectives of the coarse acquisition for both packet-switched and 

circuit-switched are as follows: 

i) Probability of correct codephase detection is maximized. 

ii) Mean acquisition time required for acquisition is minimized. 

3.5 Basic approaches and techniques for CDMA codephase synchronization 

A codephase refers to each relative position of the PN code. The codephase 

position in which both the received and the locally generated sequences are in phase is 

called aligned codephase and the out-of-phase positions are called nonaligned 

codephases. The uncertainty region for PN codephases is composed of a finite number of 

codephases which need to be searched for synchronization.  

The receiver uses a procedure to determine the position of the locally generated 

code so that code alignment with the received code is achieved. The testing procedure 

basically involves correlation between the received and the locally generated codes over a 

finite duration of time [28].  
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3.5.1 Detector Structures 

The detector plays the fundamental role of detecting the aligned and non-aligned 

code phases. The received signal r(t) containing the spreading code is correlated with the 

locally generated version of the same code c(t) in search for the correct codephase. 

Detector performs the following correlation operation [20]: 

0
( ) ( )

d

r t c t dt
τ

τ−∫  (3.5) 

where the finite period of time over which correlation is computed is called integration 

time or dwell time (τd).  

The correlation between received and local codes can be performed sequentially 

(active) or concurrently (passive).  

In an active correlator (Figure 3.2 (a)), the received signal is multiplied with the 

locally generated replica of the spreading sequence, and the result is integrated over some 

observation interval [29]. The multiplication and the integration are performed step-by-

step for each codephase. Chip matched filter (CMF) has been shown in the Figure 3.2. 

A transversal matched filer (TMF) is utilized in the passive method. The impulse 

response of the MF is a time reversed and delayed version of the spreading sequence used 

in the received signal. The MF waits until the code in the received signal obtains the 

correct codephase, which leads to the name passive [30].  Figure 3.2(b) shows a block 

diagram of noncoherent correlators employing passive correlating units.  
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There exist some practical differences between these two kinds of correlation 

units. Active correlation of M spreading code chips requires MTc seconds whereas the 

same operation with a passive correlation unit requires Tc seconds. So, passive correlator 

speeds up the acquisition process by a factor of M [30]. But it comes with a cost of 

complexity. The active correlation is considered as minimum complexity approach where 

a single and simple correlation unit is employed. 

3.5.2 Search Strategies 

Two criteria are used in determining codephase synchronization. These are: 

i) threshold crossing  

ii) maximum likelihood   

 In the threshold crossing criterion, a test variable obtained from the detector for 

each codephase is compared to a preselected threshold (VTh) value. If the test variable for 

a codephase position exceeds the threshold value then it is assumed that codephase 

acquisition has been achieved. Threshold value is kept at a fixed value in case of a stable 

channel whereas adaptive threshold scheme is employed for a dynamic channel [20].  

Both Pf and Pd depend on the selected threshold value (Figure 3.3). From Figure 

3.3 it is evident that if the threshold is set to a high value, Pf  will get smaller along with 

Pd. On the other hand, low value of threshold makes Pf high along with Pd. Average 

acquisition time depends on the value of signal-to-noise ration (SNR), Pf, and Pd. 

Therefore, optimum value of threshold is selected to minimize the mean acquisition time 

[31]. 
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Figure 3.3 Effect of threshold value on Pf and Pd
 
  
 
 In a maximum likelihood criterion, test variables for all codephases are compared 

and codephase associated with maximum value of the test variable is chosen as the 

aligned codephase. It is known as MAX criterion. Test variables can be obtained either in 

serial or parallel ways. MAX criterion performs faster acquisition than the threshold 

crossing method, but it requires more hardware for storing the test variables [30]. 

 Both threshold crossing and MAX criteria can used to form a hybrid criterion. In 

this case, the entire uncertainty region of codephases is divided into a number of sectors 

and inside a sector, a codephase is selected according to the MAX criterion. Then, the test 

variables are compared with a threshold value is search for an aligned codephase [32]. 

The test variables can be collected in series or parallel or a combination of these two.  

Serial search is the most common approach to codephase acquisition. This method 

uses a single active correlator. The uncertainty region is quantized into a finite number of 

codephases. Codephase of the local PN code generator is shifted progressively in fixed 

steps  
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Figure 3.4 Serial search 
 

of length µTc, where µ =1, or 1/2, or 1/4 , in a serial fashion from an arbitrary initial 

codephase position [29].  

In the absence of a priori information about the most likely codephase position, 

straight-line serial-search code acquisition is employed. In this case, the probability 

density function (pdf) of the aligned codephase is assumed to be uniformly distributed 

within the uncertainty region. Straight line serial search acquires the codephase 

successfully, but it takes long time when if the code period is large.  

When the receiver has some a priori information about the position of the correct 

codephase in the uncertainty region, the search procedure can be optimized in accordance 

with the distribution. A priori information is obtained with the aid of timing references, a 

short preamble code, or may be calculated from the information obtained from the past 

successful acquisition [31]. 

Sometimes, serial search is employed with multiple active correlators in a hybrid 

search method in order to reduce acquisition time. In this strategy (Figure 3.5), the total 

uncertainty region of codephases is divided into a number of groups. One group of 
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codephases is tested at a time in parallel. The codephase with the highest correlation 

value of the cells is tested against a predefined threshold value. If the highest correlation 

value is above the threshold, the search will go into verification mode, else if the highest 

correlation value is not above the threshold, the correct codephase is declared as not 

being present and the next group of parallel codephases is searched [32]. 
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Figure 3.5  Receiver structure of the hybrid acquisition system 

 

Parallel search is the limited case of hybrid search. It uses a large number of 

correlating elements. In the extreme case, the receiver uses q correlating elements to 

search the q codephases composing the uncertainty region simultaneously. In terms of 

performance, parallel code acquisition schemes offer shorter acquisition time at the 

expense of complexity when compared to simple serial-search technique [33] [34]. 

Increasing the hardware complexity usually means an increase in the cost of the receiver. 

Figure 3.6 shows the structure of a parallel coarse acquisition circuitry. 
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Figure 3.6  Receiver structure of the parallel acquisition system 

 
 

3.5.2.1 Synchronization using Matched Filters  

Matched-filter acquisition is useful when fast acquisition is needed. The filter is 

matched to one period of the spreading sequence or a fraction of a period, which is 

usually transmitted without data modulation during acquisition. The output of the 

matched filter is either led to a threshold detector or the maximum value during a given 

observation interval is selected, from which decision is made about acquisition. One of 

the major applications of matched-filter acquisition is for burst or packet 

communications, which are characterized by short and infrequent communications [35].  

In a continuous time matched filter, the input continuously slides past the 

stationary stored PN waveform until two are in synchronism. At some point matched 

filter output value exceeds the threshold value and then, the local PN generator will be 

enabled [35]. 

 In the digital implementation of the matched filter, the content of the shift register 

which holds the signal samples digitized to one bit and the holding register containing 
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fixed segment of the code permanently used for the comparison are correlated by 

comparing them stage by stage, generating a “+1” if the two stages match and a “-1” if 

they don’t match, and summing the resulting set of “1’s” and “-1’s”.  It is also possible to 

digitize the signal samples to 2, 3 or more bit resolution [36]. 

For an input signal r(t) of duration T0 seconds, the impulse response h(t) of the 

matched filter is given by the reverse of r(t) in its T0 seconds time slots, i.e., 

0 0( );   0
( )

0;   otherwise
r T t t T

h t
− ≤ ≤⎧

= ⎨
⎩

 (3.6) 

where r(t) corresponds to an M-chip segment of a PN waveform, i.e., T0 = MTc. Then, 

1
( ) [ ( 1) ]

M

n c
n

r t c p t n T
=

= − −∑  (3.7) 

where  and p(t) is the basic chip pulse shape. For a baseband matched filter 

[35]:  

{ 1, 1}nc ∈ − +

1;    0
( )

0;    otherwise   
ct T

p t
≤ ≤⎧

= ⎨
⎩

 (3.8) 

whereas for a band-pass matched filter [36] , 

02 cos ;   0( )
0;   otherwise

ct tp t ω⎧ T≤ ≤⎪= ⎨
⎪⎩

 (3.9) 

 Matched filter acquisition offers rapid acquisition. Since the correlator output 

occurs and threshold testing is done at N times the chip rate, the search rate for matched 

filter RM = (N/Tc)(1/N) = 1/Tc chip position per second which is a factor NM faster than 

that of the serial search technique. This improvement is due to the fact that only a new 

fractional (1/N) chip of received signal is used for each correlation test since prior NM-1 

received signal samples are already stored the shift register [37]. 
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3.6 Synchronization under special conditions 

3.6.1 Effects of Frequency Offset and Doppler shift 

An important number of practical communication scenarios (i.e. satellite 

communications, cellular networks, military communication systems, GPS positioning, 

etc) are characterized by a considerable degree of mobility. When a transmitter and a 

receiver are moving relative to one another, the received carrier frequency and the 

received code-frequency will not be the same as at the transmitter. These are defined as 

carrier Doppler and code Doppler respectively. 

The following equation of received signal takes the Doppler effects into account 

[38]: 

[ ]'( ) 2 ( ) cos ( ) ( )
1

c c d
tr t Sd t c T t n tζ ω ω θ
ζ

⎛ ⎞
= + + +⎜ ⎟⎜ ⎟−⎝ ⎠

+  (3.10)

where the parameter ζ’ is the received code-frequency offset (expanded or compressed 

PN pulse) and ωd is the carrier-frequency offset.  

Carrier frequency offset or carrier Doppler causes large mean acquisition time and 

decreases probability of acquisition. When Doppler shift is small, code frequency offset 

is negligible. Code Doppler becomes significant only under severe Doppler condition. It 

affects the correlation process due to the code-chip slipping during the dwell time. Mean 

acquisition time increases due to the code Doppler effect [38] [39]. 
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3.6.2 Effect of Data Modulation 

It is usual to consider that data modulation is not present during the initial 

synchronization process. In other words, a PN-code-only preamble is used for initial 

acquisition purpose. This approach works for the systems where data is transmitted only 

after initial synchronization procedure has been concluded. But, there are some cases 

when it is necessary to perform the synchronization with data modulated PN codes. 

In CDMA systems, when data modulates the PN sequence, we obtain the products 

of the data signal and PN signal. The two signals are expressed as  

( ) ( )

( ) ( )

b

c

k T b
k

k T c
k

d t d P t kT

c t c P t kT

∞

=−∞

∞

=−∞

= −

= −

∑

∑
 

(3.11)

(3.12)

where dk is the kth bit of the data sequence, ck is the kth chip of the spreading sequence, 

Tb is the data bit duration, Tc is the chip duration, and PT(t) is the unit magnitude 

rectangular pulse with duration T, i.e. PT(t) = 1 for 0 t T≤ <  and 0 elsewhere. Without 

data modulation and noise, the output of the correlator during a time interval of τd is 

given by: 

0
( ) (

d

i c j cc t T c t T dt
τ

− ∆ −∆∫ )

)

 (3.13)

where and are the phases of the received and local PN sequences. For the aligned 

codephases , the output of the correlator is τ

i∆ j∆

i∆ d. However, if data modulation is present, 

the output is given by 

0
( ) ( ) (

d

i c i c j cd t T c t T c t T dt
τ

− ∆ −∆ −∆∫  (3.14)
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The magnitude reduces to below τd if the data polarity changes during the 

integration interval. If the polarity changes at the middle of the integration interval, then 

the output magnitude becomes zero. Therefore, acquisition systems, which are designed 

with the assumption of PN codes with no data modulation, perform poorly under data 

modulation conditions. In general, data modulation considerably degrades Pd [40]. 

 
3.7 Chapter Summary 

In this chapter, the concept of PN codephase acquisition in CDMA systems is 

presented. Various methods of acquisition are mentioned along with their advantages and 

disadvantages. Detector structures, search strategies and most importantly, the matched 

filter acquisition method are described. At last, the effect of carrier frequency offset and 

data modulation are presented. 
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4. Packet CDMA Acquisition using SMF 

4.1 Conventional Packet CDMA Acquisition Method 

The PN code synchronizer is an essential element of any CDMA communication 

receiver. As discussed in Chapter 3, data demodulation starts after PN code phase 

alignment is achieved. In a conventional packet CDMA communication, a preamble is 

inserted at the beginning of the packet for PN code phase acquisition purpose. The 

acquisition circuit works on the preamble. Once the acquisition is achieved, data 

demodulation begins. If the code phase timing information is not available by the end of 

the preamble length, the packet is lost and retransmission of the lost packet is required. 

Figure 4.1 shows the block diagram of a basic PN code acquisition for packet CDMA. 

  

 

Pream
ble

Data payload (Spread)

Acquisition 
Circuit  
block 

 

 
 
 De-spread 

Data Output 
 
 
 
  Phase aligned PN Code  
 
 
  

Figure 4.1 Conventional packet CDMA acquisition method 
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4.2 Packet CDMA Acquisition Method without Preamble 

Two code phase acquisition methods for packet CDMA have been proposed in 

this thesis work. In the first method, an approximate delay of the amount of 10% of the 

packet length is incurred on the received packet. This delay is provided for the 

acquisition circuit block to achieve aligned code phase and the acquisition is expected to 

achieve within this delay. As a result, when the beginning of the packet arrives at the 

receiver, aligned code phase information is available and data is ready to be decoded. 

Figure 4.2 shows this simple acquisition method. As mentioned, this has the disadvantage 

of delay in processing the acquisition method.  

 

 

 

 

 

 

Figure 4.2 Packet CDMA acquisition without pream
 

In a different model (Figure 4.3), an initial part of the receive

the spread data buffer. The required length of the stored spread data b

the number of simultaneous interfering packets and carrier frequ

receiver. The acquisition block uses this initial part of the recei

determine the aligned PN codephase. Storage of this initial part o

packets is necessary so that this part can get de-spread after the al

determined.  

Delay Unit 
(approx. 10% of packet 

length) 

Acquisition Circuit Block 

Received 
Packet 
Data Out
ble 

d packet is stored in 

uffer increases with 

ency offset at the 

ved data packet to 

f the received data 

igned code phase is 



 46

 
 
 
 
 
  

Aligned 
Code phase 

Spread Data 
Buffer for 

Acquisition  
(approx. initial 

10% of the 
data packet ) D

e-spread D
ata B

uffer

Acquisition   
Block 

Delayed Data 

Spread Data (remaining 90% 
of the data packet) 

 
 
 
 
 
 
 
 
 Packet 

Out 
 
 
 
 
 
 
 
 
 

 Figure 4.3 Modified Packet CDMA acquisition without preamble 
 
 
 
4.3 Acquisition Block 

 Matched filter acquisition is employed in this thesis work. At first, a conventional 

Transversal Matched Filter (TMF) is explained along with its acquisition performance 

with data modulated PN signal and carrier frequency mismatch. Then, SMF is introduced 

and its performance with data modulated PN signal and carrier frequency mismatch are 

shown. 

4.3.1 Transversal Matched Filter 

A passive matched filter (MF) can perform fast acquisition in high noise 

environments [35]. The matched filter (MF) shown in Figure 4.4 consists of analog shift 
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registers. Because the data transverses the structure with time, this is known as 

transversal matched filter (TMF). Analog samples of the received chip signal are stored 

in the shift registers and these are shifted through the register when new samples are 

available. For each consecutive sample shift, each element of the stored sample sequence 

is multiplied by the corresponding element of the ±1 code sequence and the results from 

these multiplications are then summed to form the detector output. The detector output is 

proportional to the correlation value between the received signal and the local code 

sequence. If all of the samples match the PN code coefficients, a maximum correlation 

value is obtained [41]. 
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Figure 4.4  Transversal matched filter structure 

 

The TMF operates in baseband and, therefore, it is necessary to use a pre-

acquisition circuit block which brings the incoming signal down to baseband and then 

samples of the downconverted signal. These samples are shifted through into the TMF. In 
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the pre-acquisition block, the incoming signal is multiplied with a demodulating sinusoid 

and then the system integrates the result for single chip duration in order to gather energy. 

The output of the integrator is then dumped into the shift register of the TMF. The chip 

timing on the signal code is unknown, so the integration process will not necessarily start 

at the beginning of a chip and the code phase alignment detected by the TMF will not 

necessarily correspond to an exact alignment between the spreading code and the stored 

PN code coefficients in the TMF [41]. If the integration doesn’t start at the chip 

boundaries, then the autocorrelation peak will not be sampled at its peak. 

If only one TMF is used for acquisition purpose, then the correlation value is 

dependent on the phase of the incoming signal. If the local oscillator utilized to bring 

down the received signal to baseband has a sinusoid that is 1800 out of phase with the 

transmitted carrier sinusoid, then all the received samples will mismatch with the 

reference samples for aligned codephase condition. If half of the samples match, and half 

mismatch, the output is zero, even when the code phases are actually aligned.  

In a CDMA system, code de-spreading occurs before carrier synchronization due 

to the fact that received signal has very low signal-to-interference ratio. So, carrier phase 

information is not available during PN code acquisition process. Therefore, TMF is 

required to operate non-coherently.  

Two TMFs are used in an in-phase and quadrature (I-Q) structure as shown in 

Figure 4.5. If one of the demodulators experiences a 90o phase shift, the other will have a 

phase shift of 0o and full correlation value will be found at the detector output. The result 

from each TMF is squared so that the two outputs can be added in a polarity insensitive 

fashion without cancelling one another. So, when the results from two matched filter are 
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added, the I-Q structure is insensitive to the carrier phase offset and is capable of 

performing non-coherent acquisition. In this structure, θ may be a function of time, θ(t), 

and thus this structure will work with small frequency offset. 
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The I-Q TMF structure will handle static carrier phase offset and slowly changing 

phase offset. However, the presence of significant carrier frequency offset or data bit 
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transitions will impair the performance of the TMF. The frequency offset occurs due to 

poorly matched transmitter/receiver local oscillators, or from the Doppler shift. 

 

4.3.1.1 Effect of Carrier Frequency Offset in TMF 

Carrier frequency offset causes phase rotation of the baseband signal and 

amplitude modulation of the sampled chip sequence (Figure 4.6). At times, this 

modulation inverts the received chip sequence due to the 180 phase rotation of the 

transmitted and local oscillator.  

If the transmitted signal carrier angular frequency and the locally generated 

receiver carrier angular frequency are ω0 and ωr respectively then the received signal can 

be expressed as 

0

0 0

( ) 2 ( ) ( ) cos( )cos( )
12 ( ) ( ) [cos( ) cos( )
2

r

r r

r t Pd t c t t t

Pd t c t t t t t

ω ω

ω ω ω ω

=

= − + ]+
 (4.1) 

where P is the average power, d(t) is a binary baseband data signal and c(t) is a baseband 

spectral-spreading signal, ω0 is the carrier frequency. The double frequency term is 

eliminated by the receiver filter and the first term results in a rotation of the received 

signal before de-spreading. 

At low carrier frequency offset or Doppler rate, one I-Q branch output has low 

amplitude while the other has high output. The sum of the two branches is constant in 

amplitude. At higher carrier frequency offset or Doppler rate, the period of the phase 

rotation approaches the length of the TMF and some chips are inverted while the others 

are not inverted. The output sum of each TMF is then reduced in amplitude and I-Q sum 

is more susceptible to noise.  
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Figure 4.6 Effect of carrier frequency mismatch in TMF. From [42]. 

 

 In Figure 4.6, effect of carrier frequency mismatch has been illustrated. 

During the positive phase error of the receiver carrier, both the positive and the negative 

PN chips add positively. But, during the negative portion of the phase error, both positive 

and negative PN chips get inverted and they add up negatively with the reference PN 

chips. 

 

4.3.2 Segmented Matched Filter 

The segmented matched filter (SMF) offers both fast acquisition and tolerance to 

carrier frequency offsets [41]. In the TMF, better tolerance of frequency offset is 

maintained by reducing the filter length. But this has the deleterious effect of reduced 

noise averaging. So, a compromise is required between the noise performance and the 

Doppler tolerance [43]. 
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The SMF divides the TMF into segments which are processed independently 

before combining their outputs. The SMF structure is shown in Figure 4.7, where the 

filter with length L is broken into segments of length M. So, the filter consists of several 

‘short’ TMFs that are cascaded. The averaging is improved by combining results from 

successive short ‘TMF’s after the result being squared. Segment sum is squared before 

being added together. Since the addition is insensitive of polarity, any inversion caused 

by the carrier frequency offset between segments will have no impact [41][42].  

 

4.3.2.1 Carrier Frequency Offset in SMF 

In order to illustrate the effect of carrier frequency offset on the TMF and SMF, 

the aligned codephase condition is considered (Figure 4.8). During the first half of the 

Doppler modulation period illustrated, the polarity of the signal will be sampled 

correctly, but for the second half-period, the polarity of the samples will be inverted. 

When the original PN sequence is compared with this, all of the samples in the second 

portion generate mismatches. As they are summed, these mismatches will cancel the 

matching portion. As a result, with the TMF, it is not possible to detect an aligned 

codephase condition with Doppler frequency offset (carrier frequency mismatch). 
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Figure 4.8 Effect of carrier frequency offset on TMF and SMF. From [42]. 

 

Each segment in the SMF is designed to have equal responses both to the number 

of matches and mismatches (Appendix A). Segments with a transition along its length 

have low correlation value. If a segment has a transition in the middle of its length, then 

the segment output will be zero. When the carrier frequency offset is not high so that 

many segments do not experience phase reversal, a meaningful measure of alignment is 

achieved.  
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4.3.2.2 Acquisition with Data-modulated PN code using SMF 

Figure 4.9 illustrates the effect of data modulation on the performance of TMF 

and SMF. Data modulation causes polarity transitions similar to those caused by carrier 

frequency offset. This means that SMF can perform acquisition while data is being sent 

and thus not require a training sequence or preamble to perform acquisition prior to the 

transmission of data. 

Due to the logic 0 data, the PN sequence gets inverted. With the conventional 

matched filter, the inverted section cancels out correlation results from the aligned 

section. So, the correlation value is zero. However, with SMF, segment output is squared 

before combining them together so that correlation results from inverted sequence portion 

add to the correlation sum. As, a result, nonzero correlation value is obtained with SMF.  

Logic 1 Logic 0 
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Figure 4.9 Effect of Data Modulation on TMF and SMF 
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4.4 SMF Structure 

In the digital version of a matched filter, the signal is quantized into binary form 

and passed along a digital shift register. The digital shift register may have several bits 

per sample. The reference code sequence is loaded in a separate register. Exclusive-NOR 

gates perform sample by sample comparison between the two sequences.  

The received signal consists of the desired PN sequences plus co-user interference 

which is modeled as additive white Gaussian noise (AWGN). This signal is quantized in 

two levels. Multilevel quantization provides better performance but the performance 

improvement of 4 level quantization over 2 levels is equivalent to only an increase in 

SMF length by 20% [42]. Increasing the filter length is always preferable to using 

multilevel quantizer in terms of hardware cost. Besides, two-level-quantization (hard 

limiting) does not require level optimization [41]. 

In the preacquisition block (Figure. 4.10), the received signal is first 

downconverted to baseband and sampled. Then, the sampled signal is passed on to a 

‘chip-matched filter’. For a rectangular chip waveform, integrate and dump operation 

gathers the maximum signal energy in each chip [13]. But, the block cannot be chip-

synchronized until acquisition is performed. Therefore, the acquisition process must be 

independent of the chip transition time. 
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Figure 4.10 Preacquisition Block 

 

The maximum chip energy is obtained when the received signal is sampled once 

per chip, and the sampling timing is aligned with the received chip timing. In this case, 

the PN sequence autocorrelation is sampled at its peak value. When the sampling timing 

is moved out of alignment by a chip fraction, τD, then integrate and dump process occurs 

across chip transitions. The autocorrelation function will be sampled off the peak. With 

single sampling per chip (Figure 4.11), the detected peak correlation can have a timing 

error of ±Tc/2 after coarse acquisition is achieved. The timing error can be reduced by 

increasing the sampling rate.  

 

 

 

 

 



 58

 

 

Chip Timing 

 

 

 

 

 

 

 

(a) 

Sample Timing 

0
cT−  cT+

Transition 

 

 
Chip Timing 

 

 

 

 

 

 

 

(b) 
2

cT
−  

 
0

 
Sample Timing 

Figure 4.11 Chip sample timing using 1 sample per chip. (a) best case, and (b) worst 
case. From [42]. 
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Figure 4.12 Chip sample timing using 2 samples per chip. (a) best case, and (b) worst 
case. From [42]. 
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Figure 4.13 shows an alternative scheme. In this case, the received signal is 

sampled twice per chip but only every second sample is processed in the filter. So, the 

sample stream consists of two interleaved streams. One stream will encounter chip 

transitions and the other has samples taken during each chip [42].  

For the best case (Figure 4.14a), each stream will yield the same results. For all 

other cases, one of the streams will provide undisturbed correlation and the second stream 

will have samples that includes a chip transition. Since the correct stream is unknown, the 

timing error will remain as ±Tc/2. The advantage of this technique is that the filter will 

always sample the correlation near the peak regardless of the chip timing. The interleaved 

processing technique is easily implemented by doubling the length of the matched filter 

register, but only every second flip-flop is processed. With each sample clock, the filter 

shifts one stream into the set of connected flip-flops for processing, and the other enters 

the unconnected flip-flops and awaits the next clock. 
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Figure 4.13 Interleaved shift register  
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Figure 4.14 Chip sample timing using 2 samples per chip. (a) best case, and (b) worst 
case. From [42]. 

 
 

2
cT

−  
cT−  

Sample Timing 

cT  0 
2

cT
 

Received Chip Timing 

Sample Timing 

4
cT

−  
3
4

cT 3
4

cT
 −  4

cT

Received Chip Timing 

Sample Timing 

Sample Timing 

 



 62

 
4.5 Chapter Summary 

  In this chapter, some acquisition schemes are shown using segmented matched 

filter which enables PN codephase acquisition without preambles. The structure of a 

transversal matched filter and performance of this filter in the presence of data 

modulation and carrier frequency offset were described. Then, the structure of a 

segmented matched filter was shown and its ability to provide code acquisition in the 

presence of data-modulated PN codes and carrier frequency offsets were described. 
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5. System Model and Simulation Results 
 
5.1 Introduction 

Direct-sequence spread-spectrum multiple-access (DS/SSMA) has proven to be 

highly successful in circuit-switched cellular networks due to increased system capacity, 

reliability in hostile environments, and more secure communications compared to 

TDMA, and FDMA. Lately, packet-switched DS/SSMA has attracted much attention for 

military communications and for random access data burst in Wideband CDMA [44]. 

Packet acquisition has been a topic of active research. Usually, it is assumed that 

the packet acquisition methods use only the preamble. A period of preamble consisting of 

the PN sequence without data modulation is used at the beginning of each packet. The 

acquisition process is less reliable if data modulation is present.  

This chapter analyzes a segmented matched filter (SMF) acquisition system where 

the receiver stores the initial part of the packet and data modulation begins at the start of 

each packet. Based on the stored packet, the SMF can accumulate the results of several 

spreading sequence code cycles and then select the correct code phase based on the best 

match selection criterion. 

Parameters of interest are the number of simultaneous users, allowable carrier 

frequency offset, the probability of correct codephase detection, acquisition time and the 

packet throughput. 

This chapter is organized as follows. In Section 5.2, the signal and system model 

is given. Section 5.3 describes the modeling of the effects of active co-users interference. 

In Section 5.4, analytical equations are derived for both non-aligned and aligned 
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codephases. Effect of carrier frequency offset on the acquisition process is discussed in 

Section 5.5. In Section 5.6, simulation methodology is described and a series of 

MATLAB simulation results for various cases of data modulation and carrier frequency 

shifts are shown.  Acquisition by threshold crossing and maximum likelihood selection 

are described along with the simulation results in Sections 5.7 and 5.8, respectively. The 

dependence of the acquisition process on the performance of packet throughput is 

examined in Section 5.9. Section 5.10 concludes this chapter. 

 

5.2 Signal and System Model 

In this section, the signal and the system model is described. We consider a packet 

system where each packet consists of LD data bits that are spread-spectrum modulated 

with Nc chips per data bit. It is important to note that the length of the spreading code is 

longer than Nc. Data bit rate increases when Nc decreases for a fixed length of code 

sequence. In other words, the period of the spreading sequence code is longer than the 

data bit duration. The packet structure is shown in Figure 5.1.  
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three components: the desired signal, other interfering signals or active users’ noise, and 

the thermal noise. The received signal is given by 

0
1

( ) ( ) ( ) ( ),
K

k
k

r t r t r t n t
=

= + +∑  (5.1) 

where r0(t) is the desired signal, rk(t) is the kth co-user signal and n(t) is the white noise 

process with power spectral density N0/2 (W/Hz). The desired signal is expressed as 

(5.2) 0 0 0 0 0( ) 2 ( ) ( )cos(2 ( )),cr t P d t c t T f t tβ π θ= + +  

where d0(t) is the transmitted data sequence with d(t)∈ {+1,-1}, c0(t) is the binary 

spreading code of length LC chips, Tc is the chip duration, β is the relative delay of the 

spreading code in the range 0 ≤   β ≤  L,  P0 is the signal power of the desired user, f0(t) is 

the receiver carrier frequency, θ(t) is the phase of the received signal carrier with respect 

to the local oscillator. The sequences dk(t) and ck(t) are independent and identically 

distributed, taking values +1 and -1 with equal probability. We will further assume that 

all received signals have equal power, i.e., Pk=P, ∀ k. In practical systems, power control 

is employed at a central station to instruct the active users on whether to increase or 

decrease their power level [45]. The knowledge of the desired user’s spreading waveform 

is also available at the receiver.  

It is assumed that the number of simultaneous transmissions remains fixed 

throughout an observation period of the desired packet. Therefore, a CDMA packet 

system can be considered as an asynchronous CDMA system [46]. The channel is 

assumed to be non-fading and it is modeled as a single transmission path with carrier 

frequency offset. Since multiple-access interference is the dominant source of 

impairment, we ignore the thermal noise.  
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 Figure 5.2 shows the packet CDMA system model. 
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Figure 5.2 Packet CDMA System Model 

 

 

5.3 Active Co-users’ Interfering Signal Modeling 

The active co-user sequences are modeled as random binary sequences with equ

received power and the received active user noise is the sum of these sequences. Some 

the input signal chips will become corrupted by the active user interference; the mo

active users in the system, the more signal chips will be corrupted. The ensemble sum 

n binary values is a binomially distributed random variable, with probability that x =

given by [47] 
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2

np
npq

µ

σ

=

=
 (5.4) 

Random active co-user spreading sequences use bipolar form and take the values of +1 

and -1 with equal probabilities p = q = 0.5. The mean ( cµ ) and variance ( 2
cσ ) of the 

active interfering user signal distribution are given by [Appendix B] 

2

0,

.
c

c n

µ

σ

=

=
 (5.5) 

where the subscript c indicates co-users. In case of large numbers of active users (n), the 

discrete distribution can be approximated using a Gaussian distribution [47]. Then, the 

probability density function (pdf) is given by (Figure 5.3) 

2

2
( )

21( )
2

c

c

x

c
p x e

µ
σ

σ π

−
−

=  (5.6) 

where µc and  σc are the mean and standard deviation of the active interfering co-users’ 

noise.  
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Figure 5.3 Co-users’ Interfering signal probability density function. From [42]. 
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 If a +1 chip is received from the desired user, the pdf in Figure 5.3 is shifted to 

the right by one unit. The probability of received chip error (Pce) is then calculated by 

determining the area of the received signal pdf to the left of zero. In the presence of more 

active users, the variance increases and the received signal pdf becomes more spread out.  

Active users’ signals have random phases; therefore, their contributions are equal 

in the in-phase (I) and quadrature (Q) channels. Average amplitude is reduced by 1/ 2  

in each channel, and their combined power is reduced by 1/2 when the effect of the 

reception of the desired user signal is considered. Initially, it is assumed that a coherent 

receiver is employed. Chip error rate in the in-phase channel is then given by 

1 .
number of active interfering users

2

ceP Q

⎛ ⎞
⎜ ⎟
⎜ ⎟=
⎜ ⎟
⎜ ⎟
⎝ ⎠

 (5.7) 

where, 

2

21( )
2

x

Q e
α

α
π

∞ −
= ∫ dx . Chip error probabilities are illustrated in Figure 5.4. 
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Figure 5.4 Chip error rate  
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5.4 Probability Densities for Aligned and Non-aligned Codephases  

Two codephase conditions are considered here: i) aligned, and ii) non-aligned. In 

an aligned codephase condition with no chip error, the entire chip samples in the SMF 

match the stored reference PN code sequence. Therefore, SMF generates its full scale 

value for an aligned code phase. The presence of interfering co-users’ signals causes 

errors in the chip samples and a subsequent reduction in the SMF output. 

In the case of a non-aligned codephase condition, little correlation exists between 

the desired user signal and the reference PN code sequence. At the matched filter, the 

desired user signal appears like that of co-users [42].  

In order to calculate the probability of detection (Pd), distributions are calculated 

for both aligned and non-aligned codephases with co-user noise. The non-aligned case is 

modeled as a random sequence with Pce = 0.5 and, for aligned codephase case, Pce 

depends on the number of co-users. 

In each segment of the SMF, the number of errors e follows a binomial 

distribution: 

( ) (1 )e m
ce ce

m
P E e P P

e
e−⎛ ⎞

= = −⎜ ⎟
⎝ ⎠

 (5.8) 

where m equals the segment length (i.e., m = 32). Similarly, the number of correct bits c 

follows the same distribution with p = 1- Pce.  

( ) (1 )c m c
ce ce

m
P C c P P

c
−⎛ ⎞

= = −⎜ ⎟
⎝ ⎠

 (5.9) 

where c and e are related by the following equation, 

32.c e+ =  (5.10)
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 Figure 5.5 shows the pdfs of correct bits in a segment for both of the code phases 

with 25 active co-users. The mean of the distribution in the non-aligned case is 16 and the 

mean for the case of aligned codephase condition depends on the chip error rate which is 

a function of number of active co-users as defined in the Equation 5.7. The discrete 

probability distribution is approximated by a continuous Gaussian distribution. 
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Figure 5.5  Number of Correct Bits in a Segment with 25 co-users. From [42]. 

 

 Each segment in the SMF provides an output, s, which is the difference between 

the number of matches and the number of mismatches.  

2( 16).s c e c= − = −  (5.11) 

 In the case of an aligned codephase condition with no chip errors (no active co-

users’ interfering signal), all of the bits match exactly and the segment sum is 32. Each 

error causes a match (+1) to change to a mismatch (-1) which reduces the sum by 2. 

Maximum chip error rate (max Pce = 0.5) occurs for non-aligned case. Since the average 
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number of matches and mismatches are equal to16, the mean of s is zero. The distribution 

for the segment sum is given by 

2 2

2( 16),

4 .
s c

s c

µ µ

σ σ

= −

=
 (5.12) 

where  µs, σs are the mean and the variance of the segment sum. Figure 5.6 shows the pdfs 

of the segment sum for both the cases.  
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Figure 5.6  pdfs of the segment sum with 25 co-users. From [42]. 

 

Each segment output in the SMF is squared and, the resultant new random 

variable is denoted as χ. 

(5.13) 2.sχ =  

If the distribution of s is assumed to be Gaussian, then χ will have a chi-square 

distribution [47]. The distribution is given by in terms of mean (µs) and variance (σs
2) of 

segment sum 
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 (5.14) 

Equations for the mean (µχ) and the variance (σ χ) of χ are given by [42] 

2 2

2 2 2 2

,

2 ( 2 )

s s

.s s s

χ

χ

µ σ µ

σ σ σ µ

= +

= +
 (5.15) 

 
Figure 5.7 shows the resulting chi-square distribution for the two example cases. 

It is evident from Figure 5.7 that the non-aligned case has a lower probability of having a 

large squared sum. 
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Figure 5.7  pdfs of segment squared random variable with 25 co-users. From [42]. 

 
 

If the Gaussian approximation is used for the segment sum, and assuming that 

errors in different segments are statistically independent and identically distributed, then 

summing over n segments will result in chi-square pdf with n degrees of freedom [48]. 
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For a large value of n, the central limit theorem states that the resulting pdf can be 

approximated by a Gaussian distribution with mean ( SMFµ ) and variance ( ) as 

illustrated in Figure 5.8 [49] 

2
SMFσ

2 2

,

.
SMF

SMF

n

n
χ

χ

µ µ

σ σ

=

=
 (5.16) 
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Figure 5.8  Gaussian approximation of 16 segments summation with 25 co-users and 

coherent detection. From [42]. 
 

  
Due to the low signal-to-noise ratio in the channel of a typical CDMA system, 

codephase acquisition must be performed non-coherently. In-phase and quadrature (I-Q) 

arrangement of SMFs are employed at the code acquisition block at the receiver. 

Equations for the mean ( , IQ SMFµ ) and the variance ( 2
, IQ SMFσ ) of the IQ-SMF test variable 

(u) are given by  

, , , 

2 2 2
, , , 

,

.
IQ SMF I SMF Q SMF

IQ SMF I SMF Q SMF

µ µ µ

σ σ σ

= +

= +
 (5.17) 
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where , I SMFµ  and , Q SMFµ are the mean of SMFµ in the in-phase and quadrature phase 

SMFs respectively and 2
, I SMFσ and  are the variance of in the in-phase and 

quadrature phase SMF respectively. 

2
, Q SMFσ 2

SMFσ

 

0 500 1000 1500 2000 2500 3000 3500 4000
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

x 10-3

IQ SMF Output

Pr
ob

ab
ilit

y 
D

en
si

ty

Non-aligned

Aligned

 

Figure 5.9  I-Q SMF output distribution with 25 co-users and non-coherent detection. 
From [42]. 

 

 

5.5 Frequency Offset 

In case of frequency offset due to the motion or frequency offset at the receiver, 

the baseband signal spectrum is offset from 0 Hz. Carrier frequency shift causes a 

reduction in SMF output for the aligned codephase and shifts the aligned pdf towards the 

non-aligned pdf. A degradation factor (DFd) of the matched filter output due to the carrier 

frequency offset is given by [43]: 
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2 2
sin( 2 / 2 ) sin( )

sin(2 / 2 ) sin( )
d c d c

d
d c d c

M f f M f TDF
M f f M f T

π π
π π

= =                           (5.18) 

where Μ is the segment length, fd is the carrier frequency offset, fc is the chip rate and Tc 

is single chip duration.  

In [42], simulations were carried out to analyze the effect of carrier frequency 

offset on the chip error rate. Chip error rate is then given by  

.
number of active interfering users

2

d
ce

DF
P Q

⎛ ⎞
⎜ ⎟
⎜ ⎟=
⎜ ⎟
⎜ ⎟
⎝ ⎠

 (5.19) 

Figure 5.10 illustrates the degradation factors at various carrier frequency shifts. 

Figure 5.11 illustrates aligned and non-aligned pdfs with 25 co-users’ interfering signals 

at 0 kHz, 10 kHz, and 15 kHz of carrier frequency offset respectively [42]. 
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Figure 5.10  Degradation factor vs. carrier frequency offset 
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Figure 5.11 Aligned and non-aligned pdfs at various fd. From [42]. 

 

5.6 Simulation  

Simulations results are compared with the analytical results found from Equation 

5.16. In the simulation, a period of PN code sequence is repeated for 106 times and chip 

errors were introduced in the sequences. Random data bits were generated and each data 

bit is multiplied with a sequence of 64 chips in the generated PN code sequence in order 

to modulate the PN codes with the random data bits. Then for every code cycle, errors 

were introduced at the random chip positions of the sequence. In doing so, we are able to 

simulate the detection errors which happen in the practical pre-acquisition block at the 

receiver. The induced errors in the chip sequence depend on the number of interfering 

users and the value of the carrier frequency offset at the receiver. 

Figure 5.12 and Figure 5.13 illustrate the pdfs obtained from simulation and 

analytical equations. Simulations with 25 interfering co-users have been carried out for 

no data modulation and for random data modulation at 0 kHz and 10 kHz carrier 
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frequency offsets in each case. The number of simultaneous users can’t possibly be 

greater than the value of the spreading gain (i.e. 64) and the performance starts to degrade 

when the number of simultaneous users exceeds about half that number. Consequently, 

the simulations were performed with 25 simultaneous users. 

Simulation results obtained for PN codes with no data modulation closely match 

with the simulation data obtained in [42 (page 113, 114)]. New simulations were carried 

out for PN codes with random data modulation. As described in Chapter 4 that SMF is 

able to perform codephase acquisition with data-modulated PN codes. Similar probability 

distributions for aligned and nonaligned codephases have been obtained for both 0 kHz 

and 10 kHz carrier frequency offsets. 

 

Table 5.1 Simulation Parameters 

Number of trails 106

PN code sequence length 512 chips 

Data bits All 1’s and random 

Spreading Gain, NC 64 

Number of simultaneous users 25 

Carrier frequency Offset 0 kHz and 10 kHz  

SMF length 512 chips 

Number of segments 16 

Each segment length 32 chips 
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Figure 5.12 Aligned and non-aligned pdfs (a) no data modulation. Adapted from [42]. (b) 

random data modulation at fd = 0 kHz 
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Figure 5.13 Aligned and non-aligned pdfs (a) no data modulation. Adapted from [42].  
(b) random data modulation at at fd = 10 kHz 

 

 

 



 80

5.7 Acquisition by Threshold Crossing Criterion 

In the threshold crossing (TC) criterion, the I-Q SMF test variable (u) is compared 

to a threshold ξ and, if the threshold is crossed, the hypothesis of having acquired 

synchronism is made. Formally, it is defined in [50]. 

Choose codephase(j) if u(j) ≥ ξ, else go to next codephase 

With a threshold in place, two detection probabilities are determined as shown in 

Figure 3.3. The area under the non-aligned pdf above the threshold is the probability that 

a non-aligned codephase will be mistakenly selected as aligned codephase. This condition 

is known as a false alarm (Pf). The area under the aligned pdf below the threshold is the 

probability that the receiver will miss detection of the correct codephase (Pm). 

 

5.7.1 Mean Acquisition Time  

In order to estimate the mean time to acquisition, the following equation is used 

[43]: 

( )1 32 2

1 1 1 1 11
2 2acq f

d d

T qT P q T
P P

⎛ ⎞ ⎛ ⎞
= − + − − +⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

2
d

T
P

 (5.20) 

where Pd is the probability of correct detection, q is the number of samples per code 

cycle, T1 is the sample period, T2 is the code cycle period. T3 is calculated by the 

following equation [43]: 

3 2
1

1 F

T T
P

⎛ ⎞
= ⎜ ⎟−⎝ ⎠

 (5.21) 

In the above equation, term 1 is the time spent in searching for the aligned 

codephase before a correct decision is made. Term 2 is the time spent in all false alarm 

states. Term 3 is the time spent to verify a correct decision.  
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5.7.2 Simulation Results 

The probability of detection (Pd) and the probability of false alarm (Pf) vs. I-Q SMF 

threshold value are illustrated in Figure 5.14 with 25 co-users at 0 kHz and 10 kHz of 

carrier frequency offsets respectively. Best results are obtained with high ratio of Pd to Pf. 

 

1400 1500 1600 1700 1800 1900 2000 2100 2200
10-6

10-5

10-4

10-3

10-2

10-1

100

I-Q SMF Threshold Value

P d, P
f

Pd at fd = 0 kHz  

Pd at fd = 10 kHz

Pf for both fd = 0 kHz and 10 kHz 

 

Figure 5.14 Pd and Pf vs. I-Q SMF threshold value at 0 kHz and 10 kHz carrier 
frequency offsets respectively 

 
 
 
 Figure 5.15 and Figure 5.16 shows the probability of detection vs. number of co-

users and the probability of false alarm vs. number of co-users for various threshold 

values at 0 kHz and 10 kHz carrier frequency offsets respectively. Mean acquisition time 

for various threshold values with 25 co-users are shown in Figure 5.17.  
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Figure 5.15 Probability of detection at various levels of co-users (a) fd = 0 kHz and  

(b) fd = 10 kHz  
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Figure 5.16 Probability of false alarm at various levels of co-users (a) fd = 0 kHz and  

(b) fd = 10 kHz  
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Figure 5.17 Mean acquisition time as a function of I-Q SMF Threshold values with (a) 

10 (b) 25 co-users respectively. 
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For the calculation of Pd and mean acquisition time, the following parameters 

have been considered: chip rate = 1 MHz, single code cycle duration = 1 msec, packet 

length = 64 code cycles = 64 msec. I-Q threshold value must be selected very carefully 

because as shown in Figure 5.17, mean acquisition time is excessively high for low and 

high values of threshold. For some cases, mean acquisition time is even greater than the 

entire packet duration. This happens due to the fact that low false alarm probability for 

certain threshold values leads to high acquisition time. 

 

5.8 Acquisition by Maximum Likelihood and Accumulation Criterion 

A very accurate estimation of the received code phase can be obtained by 

comparing the test variables from all codephases in the uncertainty region and selecting 

the maximum. Maximum likelihood criterion performs faster acquisition than the 

threshold crossing method, but it requires more hardware [42]. In the simplest 

implementation of this criterion, the maximum output samples from the SMF are 

measured during one complete cycle of the code sequence. It is assumed that the 

maximum sample is occurred for the aligned codephase. In order for correct codephase to 

be selected, the aligned sample must exceed the maximum of all of the non-aligned 

samples over the entire code cycle [42]. 

The probability of detection is defined as below 

 

 
(5.22) ( max( ) 0d A NAP P O O ),= − >

where OA and ONA are the output samples from the SMF for the aligned and non-aligned 

conditions respectively. 
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The pdf for maximum non-aligned case is determined in order to calculate Pd. 

Since different non-aligned samples within each code cycle are virtually uncorrelated, the 

cumulative distribution function for maximum non-aligned sample is given by [47] 

( )
1

max ( ) ( ),
NA NA

L
O OF x F −= x  (5.23) 

where L is the length of the code sequence and L-1 is the number of non-aligned samples 

per cycle.  

    Figure 5.18 shows the pdfs for aligned, non-aligned and max non-aligned cases 

and Figure 5.19 shows the area corresponding to Pd and Pf.  
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Figure 5.18 pdfs of aligned, non-aligned and maximum non-aligned samples in a code 
cycle with 25 co-users and fd = 0 kHz. Adapted from [42]. 

 

 

 In order to improve Pd, the SMF output samples at each codephase are 

accumulated over several code cycles. It is assumed that code Doppler is negligible [40]. 

For accumulation up to J code cycles, the means of the two pdfs become J times greater, 
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but the standard deviation σ only increases by a factor of J . This ensures higher 

probability of detection [51]. Pd at various values of accumulated code cycles is 

illustrated in Figure 5.19. Pd vs. number of co-users for various values of accumulated 

code cycles are shown in Figure 5.20. 
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Figure 5.19 Pd as a function of number of accumulated code cycles at fd = 0 kHz.  
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Figure 5.20 Pd vs. number of co-users at (a) fd = 0 kHz, and (b) fd = 10 kHz. 
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   5.8.1 Mean Acquisition Time  

The acquisition time for maximum likelihood and accumulation criterion depends 

on the number of accumulated code cycles for an aligned codephase to be detected. 

Calculation of the average acquisition time requires the evaluation of the detection 

probability as a function of the number of accumulated code cycles [51]. 

Figure 5.21 and Figure 5.22 show the cumulative distribution function (cdf) and 

pdfs of Pd as a function of the number accumulated code cycles at 0 kHz and 10 kHz of 

carrier frequency offsets respectively. From the above distribution, the mean is 

calculated. Estimated means are 1.89 and 3.03 code cycles for 0 kHz and 10 kHz carrier 

frequency offsets, respectively. Each code cycle is of 1 msec duration. Therefore, the 

mean acquisition times for these cases are 1.89 msec and 3.03 msec respectively. Mean 

acquisition time vs number of co-users is shown in Figure 5.23. 
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Figure 5.21 Pd vs. number of accumulated code cycles for 25 co-users at fd = 0 kHz.  



 90

1 2 3 4 5 6 7 8 9 10
0

0.5

1

C
um

m
ul

at
iv

e 
Pr

ob
.

Number of Accumulated Code Cycles

1 2 3 4 5 6 7 8 9 10
0

0.1

0.2

0.3

0.4

Number of Accumulated Code Cycles

Pr
ob

ab
ilit

y

 
Figure 5.22 Pd vs. number of accumulated code cycles for 25 co-users at fd = 10 kHz. 
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Figure 5.23 Mean acquisition time as a function on number of co-users. 
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From Figure 5.17(b) and Figure 5.23, mean acquisition times are found to be 6 

msec (6 code cycles) and 1.9 code cycles for threshold crossing and maximum likelihood 

detection criteria respectively. Since the initial portion of the packet is stored in the 

memory for acquisition purpose, it is desired to reduce the mean acquisition time. For a 

1000 data bit packet length, the whole packet consists of approximately 64 code cycles 

since 1 code cycle is of 1024 chips length and each data contains 64 chips (i.e. spreading 

gain, Nc  = 64). Figure 5.23 shows the mean acquisition time in terms of code cycles 

within a packet structure. 
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5.9 Packet Throughput 

Throughput is defined at the number of packets correctly decoded at the receiver. 

In a traditional packet system, error control coding is incorporated in the packet so that 

error-free data is decoded at the receiver. Collision-free packets are received correctly at 

the node as successful packets. Error detection at the receiver allows the collision-

corrupted packets to be detected and rejected at the receiver. As a result, the 

communication channel turns out to be useless when two or more transmitters send 

packets simultaneously. Lost packets can not be recovered in this case regardless of the 

amount of error correction capability. If the errors in the data bits of the packets are 

distributed uniformly among all desired packets received over a period of time, the error 

control code is able to recover most of the packets transmitted [52].  Inclusion of error 

control increases in the data packet length LD and reduces the actual data throughput. If M 

message bits are to be encoded into a packet of length LD with a block error control code 

capable of correcting t errors then LD – M represents the redundancy in the data packet 

due to the inclusion of error correction capability. 

If a packet of length LD is transmitted with average probability of data bit success 

Qe = 1-Pe , and if the packet includes block error control code with error correction 

capability of t or fewer errors, then the probability of packet success is given in [52]: 

(5.24) ( ) (1 ( ); , )C p e p DP k g P k L t= −  

where is number of acquired packets, is the probability of a data bit error and t 

is the error correcting capability of the block code used in the packet.  vs. is 

plotted in Figure 5.27. 

pk ( )e pP k

(C pP k ) pk
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( )e pP k is calculated by the widely-used standard Gaussian approximation [53]. 

This approximation assumes equal received power for all interfering signals, random co-

users’ spreading sequences, data bit errors due to only multiple-access interference (MAI) 

and negligible thermal noise. and are given by the following equations 

[53] (Figure 5.25 and Figure 5.26): 

( )e pP k ( ; , )Dg x L t

3( )
1

c
e p

p

NP k Q
k

⎛ ⎞
⎜ ⎟=
⎜ ⎟−⎝ ⎠

.  (5.25) 

( )0( ; , ) 1 .D
t iD L i

D i
L

g x L t x x
i

−
=
⎛ ⎞

= −⎜ ⎟
⎝ ⎠

∑  (5.26) 
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 Figure 5.25 Probability of data bit error versus the number of co-users. 
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 Figure 5.26 Packet success probability g(x; LD, t) with spreading gain Nc = 64. 
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  Figure 5.27 Probability of packet success versus the number of co-users. 
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Since packet CDMA systems exploit the multi-user access capability of CDMA 

systems, packets are not vulnerable to overlap-related degradation. Still, packet CDMA 

systems have data bit errors caused by the multiple-access interference. In order for a 

successful packet reception, two conditions need to be fulfilled - (i) successful PN code 

acquisition and (ii) no data errors in the packets. It is assumed that, once a packet is 

successfully acquired; there is no loss in the code tracking operation that follows the 

coarse acquisition process.  

For kp packets in a given transmission, the probability of the number of successful 

packets S = s, conditioned on the event that A packets out of kp are acquired is given in 

[54]: 

( ) ( )Pr( , ) ,s A s
p C p E

A
S s k A P k P k

s
−⎛ ⎞

= = ⎜ ⎟
⎝ ⎠

p

)

 (5.27) 

where PC(kp) and PE(kp) are the probabilities of packet success and failure, respectively. 

PC(kp) and PE(kp) are related by the following equation: 

(5.28) ( ) 1 (C p E pP k P k= −  

The throughput is defined as the expected value of S. It is given in [55]: 

E[S] E [ ( ) ( )]K P C p d pk P k P kβ = =  (5.29) 

where EX[.] represents the expectation with respect to the random variable X.  

The throughput of packet CDMA under the assumption of perfect acquisition is given 

in [55]: 

E [ ( )]K p C pk P kβ =  (5.30) 

Therefore, packet success probability is reduced by a factor probability of correct 

codephase detection, Pd(kp).  
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For a fixed capacity of a system (i.e, there are at most C users in the systems) , we 

will assume that the arrival of packets is binomial distributed. For a system wih K active 

users transmitting Kp simultaneous packets, throughput is given in [56]: 

1

1
( ) ( ) 1

1

k CC p p
d p C p

pk p

C G GC P k P k
k C C

β
k−

=

−⎛ ⎞ ⎛ ⎞ ⎛ ⎞= −⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟− ⎝ ⎠ ⎝ ⎠⎝ ⎠
∑  (5.31) 

where C is the capacity of the network and G is the offered traffic. For a high utilization 

application such as video or voice, we assume active users that might tranmit pakets 40% 

of the time. Figure 5.28, Figure 5.29, and Figure 5.30 assume 50 users with packets 

loading ranging around 20 simultaneous packets. 

For sporadic transmissions such as e-mail traffic, a large number of active users 

are required to generate the same packet loads on the system. In the case of an infinite-

user system, the binomial distribution of the arrival of packets converges to the Poisson 

distribution [47]. The throughput under this arrival model is given in [52]: 

1
(1) (1) ( 1) ( 1

!

k p
G G

d C d p C p
pk p

GGe P P Ge P k P k
k

β
∞

− −

=
= + +∑ )+  (5.32) 

Figure 5.30 and Figure 5.31 for 0 kHz and 10 kHz carrier frequency offsets 

assume an infinite number of users generating a load that ranges around 20 simultaneous 

packets. 
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Figure 5.28 Throughput performance at (a) fd = 0 kHz and (b) fd = 10 kHz with t = 0. 
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Figure 5.29 Throughput performance at (a) fd = 0 kHz and (b) fd = 10 kHz with t = 10. 
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Figure 5.30 Throughput performance with Infinite-number of users at (a) fd = 0 kHz and 

(b) fd = 10 kHz with t = 0. 
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Figure 5.31 Throughput performance with Infinite-number of users at (a) fd = 0 kHz and 

(b) fd = 10 kHz with t = 10. 
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Figure 5.32 Throughput performance with (a) finite-number (b) Infinite-number of users 
at fd = 0 kHz with t = 0 and t = 10. 
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In Figure 5.28, Figure 5.29, Figure 5.30, Figure 5.31, and Figure 5.32, the 

throughput performance of packet CDMA with accumulation and maximum likelihood 

detection are shown. Higher packet throughput is obtained when the number of 

accumulated code cycles is increased. In addition, higher value of error correction 

capability increases the packet throughput. When offered traffic is increased beyond the 

value for which maximum throughput is obtained, the reduction is due to the increased 

increase packet error rate and decreased probability of correct codephase detection. This 

is due to the fact that both chip and packet error rate are high and probability of 

acquisition is low at higher number of offered traffic. Throughput can also increased by 

increasing the spreading gain, Nc, however, this requires larger transmission bandwidth. 

5.10 Chapter Summary 

 In this chapter two acquisition schemes (i.e. threshold detection and maximum 

likelihood and accumulation) have been described for application in packet CDMA 

systems. It has been shown that with the maximum likelihood and accumulation scheme, 

increased accumulated code cycles results in increased probability of correct codephase 

detection for a fixed number of co-users. As well, number of accumulated code cycles 

should be increased in the case of higher values of Doppler frequency and carrier 

frequency offset. For a packet transmission system, higher probability of detection 

increases packet throughput performance.  

 



 103

6. Conclusions and Future Research Directions 
 

Packet CDMA has emerged as a strong candidate for third generation (3G) 

wireless systems. Several 3G wireless systems are based on direct-sequence code-

division-multiple-access (DS-CDMA) technology. Leading 3G proposals are cdma2000 

(an extension of IS-95B) and wideband CDMA (W-CDMA) [58]. Both depend on packet 

data communication services between the mobile terminals and the base stations. These 

systems will support a variety of services, such as voice, data, and fax and, in some 

services; each user will only send a short data packet occasionally. In this situation, it is 

most efficient to use discontinuous packet transmission. Application of code-division 

spread-spectrum concepts permits simultaneous transmission and successful reception of 

multiple packets.  

6.1 Summary of the Results 

The objective of the thesis is to examine the performance of SMF for codephase 

acquisition in the case the packet CDMA without preambles. Both analytical and 

simulation approaches were followed.  

In this thesis, we search for the spreading sequence codephase using a segmented 

filter matched to the transmitter’s spreading code. By segmenting the matched filter, the 

receiver is able to acquire codephase on signals that have both data modulation and 

Doppler frequency offset.  Acquisition in the presence of data modulation eliminates the 

necessity of preambles at the beginning of the packet. Thus, packet communication 

without preamble is possible without significantly degrading the performance of the 

system. 
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The probability density functions for both aligned and non-aligned samples were 

calculated with no data modulation, random data modulation and alternate data 

modulations at various carrier frequency offsets. Theoretically derived pdfs closely match 

pdfs derived from the simulations.  

The probability of correct codephase detection versus the number of simultaneous 

co-users at various carrier frequency offsets was shown using both threshold crossing and 

maximum likelihood and accumulation selection criteria.   

In the case of threshold crossing criterion, the probability of correct codephase 

selection and the probability of false alarm vs. the threshold value were shown at various 

carrier frequency offsets. Threshold values were varied in order to show the effect of the 

threshold on the mean acquisition time. 

In the case of maximum likelihood selection criterion, the probability of correct 

codephase selection is improved by accumulating matched filter outputs over several PN 

code cycles provided that the code Doppler rate is not significant. For a larger number of 

co-users, the improvement in the probability of correct codephase detection is obtained 

by increasing the number of accumulated code cycles. 

One of the important performance measures of packet CDMA systems is 

throughput. Acquisition-dependent packet throughput performance has been described. 

The throughput of packet CDMA systems with the perfect acquisition assumption for 

both fixed capacity and infinite capacity are illustrated for reference. Increment in the 

maximum throughput is obtained by increasing the number of accumulated code cycles. 

As well, the effect of error correction capability on the throughput is also illustrated. At 
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high carrier frequency shifts, number of accumulated code cycles should be increased to 

increase packet throughput. 

 

6.2 Future Research Directions 

There are several possible research directions to extend the current research work. 

This work can be applied to an existing 3G CDMA system employing packet 

communications. Another issue of interest is the effect of the SMF parameters, such as 

the filter length, number of segments, and number of chips in a segment. Besides, 

performance at different spreading gains should be analyzed. 

In this work, the channel is assumed to be a non-fading one. So, performance of 

the SMF in a fading channel can be measured. The effect of code Doppler along with 

carrier frequency offset on packet CDMA acquisition using SMF can also be evaluated. 

Another issue of interest is the performance of the SMF in acquisition for imperfect 

power-controlled environment. 

Another important research direction might be frequency offset carrier 

synchronization using SMF. Frequency acquisition is followed by codephase acquisition 

and tracking in any CDMA system. Some work [59] has been done on this topic. Since, 

SMF has proven to be robust to carrier frequency offset; it should also be useful in 

acquiring carrier frequency. 
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A.  SMF structure 

As mentioned previously, the SMF is 512 chips long and consists of 16 

cascaded segments. Each segment contains 32 chips. The signal register has one bit 

depth and, therefore, it receives only ‘hard limited” signal samples. Each segment 

provides a measure of correlation between the code and the received signal samples. 

The measurement indicator shows the extent to which the number of matches 

outnumbers number of mismatches in a segment. This indicator is squared and since 

the segment size is fixed at 32 chips, then  

(A.1)32XM M= −  

and the resulting output characteristics for a segment is  

 ( )2 24 128 1024 ( )XM M M M f− = − + = M  
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Figure A.1 Segment output vs matching Chips [42] 
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Figure A.2 shows a block diagram of SMF. This SMF was developed by B. 

Persson at the TRLabs, Saskatoon, SK. The received signal which is sampled at 

twice the chip rate is stored in the signal register. Every second sample is connected 

to perform interleaved processing as explained in Section. A PN reference code is 

preloaded in the code register before acquisition. The comparison between samples 

and code chips is performed by an XOR function. Both matches (XNOR) and 

matches (XOR) are generated. The number of matches and mismatches are then 

summed and squared separately. The results are then combined with the results from 

all other segments.  

 

 

Figure A.2  Block Diagram of SMF. From [42]. 
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B.  Probability Density Function for Interfering Signal 

Chip sequence is modeled as independent, identically distributed (i.i.d) sequence 

which has equal probabilities of having -1 and +1 respectively. The probability density 

function is given by, 

1 1( ) ( 1) ( 1)
2 2Xf x x xδ δ= + + +  

x 
+1 -1 

(B.1)

 

 
 
 
 
 
 
 

Figure B.1 pdf for discrete random variable X 
 
 
 Mean and variance of the above function are given by [41] 
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(B.3)

 Co-users’ interfering signal exist in a CDMA system. It has been assumed that 

each user transmit signal with equal power P. Interfering signal will be a random variable 

with mean equals to the sum of the mean of K independent random variables and 

variance is equivalent to the summation of the variance of the K independent random 

variables [47]. Here, K is the number of active interfering users. So, the mean and 

variance for the interfering signal distribution are given by 
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