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Abstract

Research into determining what intrinsic characteristics cause materials to be hard is

imperative if one would like to design future materials with a hardness exceeding that of

diamond. Measuring the hardness of materials in order to obtain a fundamental quantity

independent of extrinsic factors is difficult, if not impossible. However, many theories have

been proposed pertaining to the quantification of hardness as a fundamental property. While

it is clear that the hardness of a material will strongly depend on its crystal structure, another

fundamental quantity, the electronic band gap, has also been linked to the intrinsic hardness

of materials. The electronic band gap is a seemingly simple quantity, but is difficult to de-

termine for novel or complicated materials. Core-level spectroscopy techniques that probe

the occupied and unoccupied density of states separately allow for an indirect determination

of the electronic band gap. These methods have several advantages over conventional tech-

niques in that they do not strongly depend on the extrinsic material properties such as defects

and impurities. The electronic band gap has been determined in this way for several novel

materials. These include group 14 nitrides with spinel structure that were recently studied

over the last decade. The electronic band gap of three synthesized binary spinel nitrides

γ-Si3N4, γ-Ge3N4 and γ-Sn3N4 are determined using core-level spectroscopy to be 4.8 ± 0.2

eV, 3.5 ± 0.2 and 1.6 ± 0.2 eV, respectively. These measurements agree with the calculated

values of 4.97, 3.59 and 1.61 eV for γ-Si3N4, γ-Ge3N4 and γ-Sn3N4, respectively. We have also

extended these measurements and calculations to include the solid solutions γ-(GexSi1−x)3N4

and γ-(SnxGe1−x)3N4 showing these spinel-structured nitrides form a multi-functional class

of semiconductors. This band gap measurement technique has also been applied successfully

to the phosphor converting light emitting diode material Ba3Si6O12N2 and the novel semicon-

ductor MnNCN. This shows that using core-level spectroscopy is a very effective method to

determine the electronic band gap where there are no other feasible techniques. Aside from

the electronic band gap, core-level spectroscopy is also a complementary technique to deter-

mine the crystal structure, which is also an important parameter with regard to hardness.

The crystal structure, particularly aspects such as anion ordering and vacancy ordering, have

been determined for the spinel-structured oxonitride Ga3O3N and a novel phase of calcium

ii



nitride Ca3N2. These results show that core-level spectroscopy is a powerful technique to

determine the anion ordering in oxonitrides and was further applied to the material class β-

sialons, allowing for the determination of the electronic band gap as well as ascertaining both

the anion and cation ordering. Combining all of these aspects we show that the electronic

band gap is not only useful for predicting the hardness of materials, but in some cases can

be used to predict the existence of certain materials. We use theoretical methods, combined

with experimental measurements, to calculate the hardness and electronic band gap of all

possible binary and ternary group 14 spinel-structured nitrides. Through the correlation of

the hardness and electronic band gap we show that only the three already synthesized binary

group 14 spinel-structured nitrides are stable along with their solid solutions and that the

elusive spinel-structured carbon nitride γ-C3N4 will be never synthesized.
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Chapter 1

Introduction

1.1 Ultra-hard Materials

Materials with outstanding chemical and mechanical properties are entrenched in our every-

day lives. Hard materials find the vast majority of their uses in mechanical applications,

whether it be coatings for cutting blades or bearings for automotive engines. Mechanical

blades and cutting tools take advantage of the extreme wear resistance that is present in

hard materials, which are often coated with titanium nitride (c-TiN) or zirconium nitride

(c-ZrN) increasing their lifespan significantly. The Vickers microhardness (Hv) of these ma-

terials is comparable to that of the commonly used silicon carbide (Hv[c-TiN] = 20± 2 GPa,

Hv[c-ZrN] = 27 ± 2 GPa, Hv[β-SiC] = 26 ± 2 GPa [1]). Aside from cutting tools, hard ma-

terials are commonly used for surfaces in mechanical engines that experience excessive wear.

Bearings or turbines are coated with silicon nitride (β-Si3N4) whose hardness is larger still

(Hv[β-Si3N4] = 30± 2 GPa [1]) improving the longevity and performance of these machines.

These materials have a significant advantage over conventional steels in both wear resistance

and thermal stability making them ideal for industrial cutting applications and an array of

mechanical coatings. So far the applications discussed are devices that society commonly

encounters, but likely the most demanding hard material application is industrial abrasives

that are used for polishing. A large improvement in this field occurred with the discovery of

cubic boron nitride (c-BN), which is the second hardest material today (Hv[c-BN] = 63± 5

GPa [1]) and has the distinct advantage over diamond in that it does not react with steel.

One can infer, increasing the array of hard materials that can be deposited as thin films

could provide a means to eliminate most service requirements from our everyday mechanical

devices and improve the performance of these devices. Additionally, discovering materials
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with a hardness larger than c-BN could once again revolutionize the abrasive industry.

Ultra-hard materials are classified as any material with a mechanical hardness (H) larger

than 40 GPa. This criterion restricts the pool of ultra-hard materials to include only diamond

(c-C), cubic boron nitride (c-BN), wurtzite boron nitride (w -BN), boron carbide (B4C), and

the recently discovered spinel silicon nitride (γ-Si3N4) [1, 2]. The prediction that the bulk

modulus of hexagonal carbon nitride (β-C3N4) would be comparable to diamond [3] drew

interest to group 14 nitrides and soon thereafter at the turn of the millennium a new phase of

group 14 nitrides was discovered, the γ phase [4]. This phase has spinel structure (MgAl2O4),

but in the binary nitride case it would be γ-AD2N4, where the A and D sites are tetrahedral

and octahedral coordinated cations, respectively. The clear advantage here over the previous

group 14 binary nitrides phases (α and β, which have tetrahedral and trigonal planar bonding

polyhedra) are the tetrahedral and octahedral bonding polyhedra. As a result, the measured

hardness of γ-Si3N4 is over 40% larger than β-Si3N4 [1, 2]. With this in mind, one would

expect that the spinel phase of carbon nitride (γ-C3N4) would have a hardness comparable

to diamond. However, the only group 14 spinel nitrides that have been synthesized are γ-

Si3N4 [4–8], γ-Ge3N4 [9–12] and γ-Sn3N4 [13] making the successful synthesis of the coveted γ-

C3N4 still unreported. Similarly, the successful synthesis of γ-Pb3N4 also remains unreported,

but it will likely be much too soft to find use in any hard material applications discussed here

and is also likely conducting making its uses rather limited. In the proceeding articles, we

have developed a model to correlate the theoretical hardness and electronic band gap that

shows the elusive γ-C3N4 will never be synthesized. Therefore, understanding the origin of

the mechanical properties of the already synthesized spinel nitrides may lead to the discovery

of further ultra-hard materials.

While the majority of applications for ultra-hard materials reside in mechanical applica-

tions, there is quite an array of electronic devices that would benefit from a thermally stable

material provided it possesses the appropriate electronic properties. Devices that use these

materials can include: high speed switches, high-temperature sensors and high-power light-

ing applications. These devices require materials that are thermally stable, semiconducting

and in the case of lighting applications, have a direct electronic band gap with a sufficiently

large exciton binding energy. Conveniently, many novel hard materials are synthesized un-
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der extreme pressures and temperatures making their decomposition temperature quite large

providing a host of thermally stable materials. Additionally, most hard materials are also

semiconducting making them an ideal candidate for the ascribed electronic applications. In

some cases, these desirable properties are inherent to the material itself, while others are

obtained with specific preparation methods.

One of the primary directions for improving mechanical devices is the discovery of new

materials with improved mechanical, chemical and even electronic properties. This direc-

tion of research requires meticulous characterization of new materials to ascertain whether

further research into more efficient synthesis methods is warranted. Predicting the hardness

of recently discovered and yet to be discovered materials is a very important challenge. It

has been the goal of many scientists to be able to understand what causes materials to be

hard and subsequently predict the hardness of novel or unknown materials. There are several

competing theories [14–17], but the electronic band gap and crystal structure are material

parameters that are commonly present in all theories [18, 19]. It is therefore the goal of this

thesis to characterize and discuss the electronic and mechanical properties of novel materials

in an effort to improve our understanding of the intrinsic mechanical, chemical and electronic

properties.

In the proceeding chapters/sections the methods currently used to measure mechanical

hardness and how these measurements correlate to fundamental material properties is dis-

cussed. The current theoretical models for calculating the intrinsic hardness is outlined,

comparing the advantages and short-comings of competing theories. This will show that the

electronic band gap, a fundamental material quantity, is useful when to comes to studying

the intrinsic hardness of materials. In a later chapter the techniques used in this thesis to

determine the intrinsic electronic band gap are discussed in detail. From there, another im-

portant parameter for studying hardness, the crystal structure, is discussed and a method

to determine the anion ordering in materials using electronic structure measurements is out-

lined. Combining both of these aspects, we suggest a novel method to evaluate the likelihood

of synthesizing a semiconducting material and show the hardness and the electronic band

gap are largely intertwined. The included published, submitted and prepared manuscripts

showcase both the results of applying the electronic band gap and crystal structure deter-
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mination techniques, as well as the correlation between the intrinsic hardness and electronic

band gap.

1.2 Mechanical Hardness

Quantifying material hardness has been developed for the better part of a century. The first

hardness measurements were completed nearly 100 years ago using a spherical indenter, which

is now better known as a Brinell indenter and is still being carried out today. Conventional

hardness testing can be broken down into two main groups: scratch resistance and indentation

resistance, which measure the resistance a material has to scratching from a harder material

and the resistance a material has to plastic deformation, respectively.

Scratch resistance, most commonly used by mineralogists, is not an exact measurement of

the hardness, but is more or less a relative measurement that compares a material to known

minerals rating the hardness on a scale of 1 – 10. These measurements use a sclerometer with

interchangeable tips (of different minerals) and grade materials on what is called the Mohs

scale. Strictly speaking this scale is somewhat arbitrary and is not linear with the most

commonly used reference materials in ascending order from 1 – 10 being: Talc, Gypsum,

Calcite, Fluorite, Apatite, Feldspar, Quartz, Topaz, Corundum, and Diamond. The value of

hardness for the preceding materials on a linear scale are: 1, 3, 9, 21, 48, 72, 100, 200, 400,

1600, respectively. This technique is a very good method to estimate whether a material is

harder than a reference material, but it requires large pieces (minerals) since it is macroscopic

in nature. Conversely, scientists more commonly use indention resistance tests and aim to

grade the hardness of materials on an absolute scale in effort to study materials hardness

more fundamentally. The indentation test is carried out in the following way: an indenter

(Brinell, Vickers, Knoop, etc.) with a load of 1 – 120 kg (typically 50 kg) is applied to

the material for approximately 15 – 20 seconds. The hardness H is then calculated using

Eq. 1.1, where F is the applied load force and As is the resultant indentation surface area.

Here, we calculate the hardness standardized to the gravity of earth meaning the load will

be in force rather than mass, this is contrary to the historically quoted values which neglect

the acceleration due to gravity producing a value in the units kg/mm2 rather than pressure
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(Pa). Conventional hardness testing is macroscopic, requires large amounts of high quality

material similar to scratch testing and is also static since this hardness testing technique

the material is allowed to relax fully minimizing rebound of the deformation. Hardness

tests require permanent deformations known as plastic deformations, rather than elastic

deformations, which rebound when the load is removed. The size limitation of conventional

hardness testing and the typically small available amount of novel high-pressure materials

means that more specialized hardness testing is required.

H =
F

As
(1.1)

1.2.1 Microhardness

Microhardness indentation testing is a specialized method for measuring the hardness of ma-

terials and is ideal when there are very small quantities of materials available, as is the case for

many novel high-pressure materials. This method of measuring hardness differs from the con-

ventional macroscopic method described above in that both the indenter and optical devices

are on the micro scale with indentations being µm2 instead of typically mm2. Specifically,

microhardness indentation loads are restricted to 1 – 1000 g, but for most measurements the

loads are 100 – 500 g as opposed to 1 – 120 kg in conventional testing. There are many in-

denter shapes available, but the Knoop and Vickers types are the two most common. Fig. 1.1

shows the geometry and indentation profiles for these two indenter types.

The microhardness Hmicro
n of type n (v = Vickers and k = Knoop) is calculated from

the general form of indentation hardness as in Eq. 1.1. However, the strict form needs to be

modified to suit the indenter profile that is used and Eq. 1.2 and 1.3 show the calculations

for Knoop and Vickers indentions, respectively. These calculations are very similar with the

difference manifesting from the specific geometry of the indenter. Knoop hardness is measured

using an elongated pyramidal indenter, where the only measurement taken after indentation is

the length L in Eq. 1.2 and Fig. 1.1. This arises from the very narrow profile of the indentation

where the width of an ideal indentation is 30 times smaller than the length. The Vickers

hardness however, is measured using a square pyramidal indenter and also requires only one

measurement, the width of the symmetric indentation along the diagonal D in Eq. 1.3 and
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L
D

Figure 1.1: Visualization of the two most common microhardness indenter profiles:
Knoop indenter (left) and Vickers indenter (right). The measured quantities correspond
to those in Eqs. 1.2 and 1.3.

Fig. 1.1. Eq. 1.3 applies to any square pyramidal indenter, but here we restrict ourselves to

a 68◦ angle between the faces, which is the most common. Both of these indenter profiles are

commonly used to measured the hardness of novel materials, with Knoop being more widely

used in the United States and Vickers more widely used in Europe. However, the Knoop

indenter is believed to be more accurate due to the elongated indentation thereby making

length measurements more accurate. The indenter is made of diamond in all cases, and

although both methods seemingly measure the same quantity, there are distinct differences

between the results of Knoop and Vickers hardness measurements.

Hmicro
k =

F

L2Ck
, Ck ≈ 0.070279 (1.2)

Hmicro
v =

2F

D2sin(68◦)
(1.3)

Comparing the results of Knoop and Vickers hardness tests is difficult and one needs to
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account for all possible inconsistencies, the first being the load dependence of the indentation.

Typically, the indentation load is adjusted such that the size of the indentation is sufficient

to be measured. For this reason, the load is always given with the hardness value. Fig. 1.2

shows the dependence of the measured hardness on the indentation load revealing certain

issues in consistency for small loads. The values of both hardness tests can be compared

provided the loads for the Knoop and Vickers indenter are kept above 500 g and 100 g,

respectively [20]. The reason for these load dependent behaviours is ascribed to the elastic

recovery of the indentation for a Knoop indenter and the inaccuracy in the width measure-

ment of the indentation for a Vickers indenter. The minimum load masses are quite general

since the reason behind the discrepancy is dependent on the hardness of the material being

tested. While these load dependent behaviours are problematic for ascertaining the hardness

of materials as a fundamental quantity, there are many other effects that can skew the results

of indentation hardness measurements.

1100

1000

900

800

700

600

H
ar

dn
es

s (
g/

m
m

2 )

10008006004002000
Load (grams)

 Knoop
 Vickers

0

Lo
ad

 (A
rb

. U
ni

ts
)

   Indentation Depth (Arb. Units)

a b

ymax = a + b

 Load
 Unload

Figure 1.2: The load profile of Vickers and Knoop microhardness measurements (left)
comparing the hardness dependence on the load for both measurements. The typical
hardness load curve that is generated from nanohardness measurements (right) with
the max displacement being a + b, the residual depth being a and the elastic recovery
being b. These data have been taken from Ref. 20.

7



There are many material attributes that can affect the results of indentation hardness

measurements. The material itself, must be an isotropic single crystal free of defects, oth-

erwise there will be a directional component of the measured hardness. This means that

conducting an indentation hardness test on different sides or in different locations of the

same crystal could produce different values. This type of anisotropic behaviour would also

apply to different crystal cuts. Furthermore, if a material is polycrystalline, not a single

crystal, there may be breaking between the grains themselves rather than plastic shearing of

the crystal and would likely reduce the measured hardness. This shortcoming of indentation

hardness measurements is very important since most novel high-pressure materials are poly-

crystalline. There are also two other possible indentation issues that can drastically affect

the measured hardness, which include plastic flow and cracking around the indentation site.

The plastic flow arises from the large pressures of the indentation generating excess heat

melting the material itself. Since this plastic flow of the material will affect the size of the

indentation, and is dependent on the melting temperature of the material, examining the

indentation for signs of this behaviour is very important. The cracking around indentation

is also problematic since the measured hardness, similar to grain separation will be smaller

than expected as a tremendous amount of energy is released during the cracking making the

indentation much larger than expected. These short-comings of microhardness measurements

aside, indentation hardness still remains the staple hardness measurement technique to study

the hardness of novel high-pressure materials.

1.2.2 Nanohardness

Nanohardness measurements differ strongly from the other hardness testing methods dis-

cussed in that they are no longer static but dynamic, allowing hardness measurements to

exhibit more fundamental qualities. The measurements involve similar indenter profiles, typ-

ically Vickers or Berkovich. Fig. 1.3 shows the indenter profiles, which are very symmetric,

but a Berkovich indenter is preferred since it is easy to fabricate with a very sharp tip.

The indentations are typically sub-micron in size and atomic force microscopy or scanning

tunnelling microscopy are used to measure the indentations. Eq. 1.4 is used to calculate

nanohardness, where Fmax is the maximum applied load force and Amaxp is the maximum
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projected area of the indentation. However, for nanoindentation the actual indentation size

is not measured since it is much too small, but rather the indentation depth is recorded and

plotted against the applied load. Eqs. 1.5 and 1.6 are used to determine the nanohardness

for a Vickers and Berkovich indenter, respectively, where ymax is the maximum indentation

depth. The nanohardness profile in Fig. 1.2 is produced by measuring y, where a is the

residual indentation and b is the elastic recovery of the indent. This type of testing, although

difficult to carry out, mitigates some of the short-comings of conventional and microhard-

ness testing methods (load dependence, etc.), while making the hardness profile that is more

characteristic of the material itself.

Hnano =
Fmax

Amaxp

(1.4)

Hnano
v =

Fmax

4y2maxtan2(68◦)
(1.5)

Hnano
b =

Fmax

24.5y2max
(1.6)

1.2.3 Bulk and Shear Moduli

Since hardness is difficult to measure in terms of a fundamental quantity, much research

has been carried out correlating other more easily measured and calculated quantities to

mechanical hardness, such as the bulk modulus and shear modulus. The bulk modulus of a

material is defined as its resistance to volume changes under applied pressure, see Fig. 1.4.

Experimentally, the bulk modulus is determined using Eq. 1.7, where V is the initial volume

and P is the applied pressure which can be easily extracted from a pressure-volume curve.

Although seemingly easy to measure, one should note that by definition the bulk modulus is

measured under isotropic compression. However, since predicting the bulk modulus is just

as important as measuring the bulk modulus, it can be calculated quite easily with ab initio

calculations using isotropic compression. This can be done either using an equation of state

plot for the calculated equilibrium energy, where one plots the total energy against the volume

and fits an equation of state model, for example Birch-Murnaghan [21]. The bulk modulus

can also be calculated from Eqs. 1.8 – 1.10 using the calculated elastic stiffness constants Cij

9
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Figure 1.3: Visualization of the two most common microhardness indenter profiles:
Vickers indenter (left) and Berkovich (right). The measured quantities correspond to
Eqs. 1.5 and 1.6.

and elastic compliance constants Sij that are extracted from ab intio calculations. There are

two methods to calculate the bulk modulus, proposed by Voigt [22] KV and by Reuss [23]

KR. With the tendency for KV to overestimate and KR to underestimate the bulk modulus,

it was found that using Eq. 1.8 and averaging the two values produces a single accurate value

of the bulk modulus K [24] that agrees best with measured values. The bulk modulus is

in principle simple to calculate and measure, whether it can be related to hardness directly

remains a topic of debate [18, 19,25].

Similar to the bulk modulus, the shear modulus can also be measured and calculated with

as much ease. The shear modulus is a measure of how resistant a material is to shear strain.

The shear modulus is measured using Eq. 1.11, where F is the applied force to an area A

with initial length l and the displacement ∆x. Measuring the shear modulus must be done

10



carefully as one only wants to strain the material. Fig. 1.4 illustrates the distortions caused

by shear strain and how the shear modulus is quantified.

K = −V dP
dV

(1.7)

K =
1

2
(KV +KR) (1.8)

KV =
1

9
(C11 + C22 + C33) +

2

9
(C12 + C13 + C23) (1.9)

KR =
1

(S11 + S22 + S33) + 2 (S12 + S13 + S23)
(1.10)

P P

P

P

Bulk Compression Shear Strain

A

V l

F

Δx

Figure 1.4: The visualization of the bulk compression (left) and shear straing (right)
of a cube (centre). The applied pressure P and force F along with volume V , area A,
initial length l, and displacement ∆x correspond to Eqs. 1.7 and 1.11.

Contrary to the bulk modulus, which is an isotropic quantity, the shear modulus depends

on surface where the shear force is applied. Therefore, there is only one method to calcu-

late the shear modulus, that is using elastic stiffness constants Cij and elastic compliance

constants Sij that are extracted from ab intio calculations. Eqs. 1.12 – 1.14 are similar to

those used for the bulk modulus, and again an accurate value is obtained by averaging the

values GV and GR from the methods of Ref. [22] and Ref. [23] as proposed by Ref. [24] using

11



Eq. 1.12. The shear modulus is quite similar to the mechanical indentation hardness in that

we want to measure a materials resistance to plastic deformations, which would be correlated

to shear strain. Therefore, it is well accepted that the shear modulus is a good measure of a

material’s hardness [18,19,25], but there still remains no direct correlation to hardness.

G =
Fl

A∆x
(1.11)

G =
1

2
(GV +GR) (1.12)

GV =
1

15
(C11 + C22 + C33 − C12 − C13 − C23) +

1

5
(C44 + C55 + C66) (1.13)

GR =
15

4 (S11 + S22 + S33)− 4 (S12 + S13 + S23) + 3 (S44 + S55 + S66)
(1.14)

The bulk modulus and shear modulus are fundamental material properties that can be

calculated using ab initio methods. As a result, there has been much effort to relate these

quantities to the not so fundamental mechanical hardness. Table 1.1 shows Vickers micro-

hardness, bulk modulus and shear modulus measurements for an array of hard materials.

It is clear that for a material to have a large hardness it must have a large bulk modulus

and shear modulus, however, having a large bulk and shear modulus does not necessarily

mean the material will be hard. Therefore, a material having a large bulk modulus and shear

modulus is a necessary but not sufficient condition for a material having a large hardness.

These arguments are very apparent if one observes the trend of the bulk and shear moduli in

Table 1.1. Particularly, the shear modulus and bulk modulus generally increase as the hard-

ness increases. However, for tungsten carbide (WC) the shear modulus and bulk modulus

are comparable to c-BN, but its measured hardness is nearly 75% lower. That said, if one

compares the bulk modulus to the hardness of similar classes of materials there appears to

be an approximately linear correlation [18,19]. This is not to be confused with the quantity

bond modulus proposed by Gilman [16]. Conversely, the correlation between shear modulus

and hardness appears to be much more direct exhibiting a nearly linear correlation with

hardness for a large array of materials [18]. Although there is a definite correlation between

mechanical hardness, shear modulus and bulk modulus, the relationship is not well defined.
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Table 1.1: Measured hardness values for an array of materials. The data has been
reproduced from Ref. [1] and references therein.

Material Vickers Microhardness Bulk Modulus Shear Modulus

Hv [GPa] K [GPa] G [GPa]

c-C 96± 5 443 535

c-BN 63± 5 400 409

B4C 40± 2 247 171

B6O 35± 5 228 204

TiB2 33± 2 244 263

TiC 30± 2 288 198

β-Si3N4 30± 2 236 122

ZrN 27± 2 267 160

SiC 26± 2 240 188

TiN 20± 2 292 160

Al2O3 20± 2 250 160

WC 17± 2 410 300

1.2.4 Alternatives to Hardness Measurements

The measured mechanical hardness, though incredibly useful for classifying materials, is not

a good fundamental material quantity. The more fundamental elastic properties such as

shear and bulk modulus are intrinsic, but are not easily related to hardness. In an effort to

bring mechanical hardness into the realm of other material attributes, there has been much

research put into the calculation of intrinsic hardness. There are many theories that use

empirical [16], semi-empirical [14, 17] and strictly ab initio [15] methods. The focus of these

models/methods is to verify the hardness of well-studied materials and thereby provide a

means to predict the hardness of recently discovered and even undiscovered materials. While

these methods are seemingly different, they are all correlated to a few fundamental properties,

namely the crystal structure and the electronic band gap.
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1.3 Intrinsic hardness

Measuring the hardness of materials, previously discussed in Section 1.2, is not without

its short-comings. Even though hardness measurements have been carried out for over a

century, it is not until recently that a few theories have emerged which are able to predict

the hardness of many different materials. While there are many methods to probe various

aspects of the hardness of materials – scratch resistance, microhardness, nanohardness –

obtaining a singular scalar value that fundamentally quantifies the hardness of a material still

remains somewhat elusive. This is especially true when it comes to complicated materials

with many different bonding polyhedrons present, or if there is any bond anisotropy present

which may be the case in non-tetragonal or non-cubic systems. Since we desire hardness to

be a single fundamental quantity that does not necessarily equal the measured hardness, we

will henceforth restrict ourselves to calculating the intrinsic hardness as an isotropic quantity

that defines the resistance of a material to bond breaking.

1.3.1 Empirical models

The notion of intrinsic hardness as an alternative to hardness measurements first appeared

in 1975 [26,27], which was further discussed in 1993 [28]. In this, Gilman an author of several

articles discussing mechanical hardness attempts to quantify hardness in covalent crystals.

Crystalline silicon is used as an example for which all aspects of the model are tested since it is

very well studied and can be synthesized with extremely good quality. Dislocations are used

to describe the type of plastic deformations that are typically experienced during hardness

measurements. In this regard, it is shown that the activation energy for a dislocation is

linearly correlated to the electronic band gap [28]. This is conceptualized in that dislocations

behave as kinks meaning the material, although locally distorted, must shear all at one time

with many bonds being broken and reformed. The energy required allowing dislocations to

proceed is related to the electronic band gap. However, this is restricted to semiconductors

and for a dislocation to occur an electron must be promoted to the conduction band during the

bond breaking and move back to the valence band during the reformation. Clearly, the energy

required for dislocation is not equal to the electronic band gap energy, but is proportional
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to the measured electronic band gap, a very fundamental quantity and an excellent foothold

from which to study hardness.

Gilman

So far, it should be realized that hardness, although a very attractive material quality to

study, is not a fundamental property and difficult to model accurately. Bond dislocations

seemingly describe the plastic deformation a material undergoes during an indentation hard-

ness measurement. This activation energy is linearly related to the electronic band gap, which

is a very fundamental material property. The hardness of materials is suggestively related

to the electronic band gap in the initial 1993 publication [28], but it is was not until many

years later that a simple model was introduced that relates the hardness to the structure and

the electronic band gap [16]. The measured hardness of materials, as in Eq. 1.15, is propor-

tional to what Gilman coins as the bond modulus Bm. The bond modulus is calculated using

Eq. 1.17, where Eg is the electronic band gap and Vm is the molecular volume of the crystal.

H ∝ Bm (1.15)

H = ABm + C (1.16)

Bm =
Eg
Vm

(1.17)

This linear relationship was shown to be valid for a wide array of materials including

group 14 elements and group 13 - 15 binary compounds [16]. However, there are restrictions:

the materials must be of the same structural type, specifically isostructural and must also be

semiconductors. The two constants A and C in Eq. 1.16 will be specific to a specific material

class and need to be ascertained through experimental values. However, this model does have

predictive power as we will show later, and if one knows the hardness of at least two materials

in a particular material class, then the two unknown constants A and C can be determined

easily through linear regression. With the constants known, they can be used to estimate the

hardness of materials provided one knows the electronic band gap. While this model was so

far used only to verify that semiconducting materials behave according to Eq. 1.15, it may

be useful to predict the hardness and maybe possible to apply this relationship to predict
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the existence of hypothetical materials.

1.3.2 Semi-empirical models

The model proposed by Gilman shows how to relate the electronic band gap to mechanical

hardness, but it cannot predict the hardness of materials where the electronic band gap nor

the fit constants A and C in Eq. 1.16 are not known. Expanding the theory further to rely

on more fundamental parameters – for example structure and electron density – that can be

predicted for hypothetical materials may circumvent this problem. There are currently two

semi-empirical models proposed recently that rely on knowing the crystal structure and the

ionicty [14] or the Pauling electronegativity [17], which are determined using well established

approaches [29,30]. These two models are discussed in detail below.

Gao et al.

The first hardness model was proposed by Gao et al. [14], which is somewhat an extension of

the model proposed by Gilman. The model starts from the idea that the measured hardness

of a material will be proportional to the dislocation energy gap and bond density. This

bond density Na in Eq. 1.18 is similar to the contribution from the molecular volume Vm

in Eq. 1.17 as both will give a measure of the electron density in the material. From here,

the bond density is calculated using Eq. 1.20, where ni is the number of bonds or bonding

coordination and Zi is the number of valence electrons of atom i, which is then normalized

by the unit cell volume V . However, this is further simplified by using the valence electronic

density Ne. Next, the bond anisotropy is accounted for by using Eq. 1.21 which determines

the effective bond weakening. There may be bonds of different strengths in the system, but

these weaker bonds do not directly weaken the system since bonds are not broken individually.

The ionicity fi, which is zero when only one bond is present, can be determined from previous

analytical methods using Eq. 1.22, where E∗h is the homopolar energy gap and E∗g is hetropolar

energy gap. The homopolar energy gap is determined using Eq. 1.22, where d is the bond

length. Since the ionicity is known, the total hardness is simplified to Eq. 1.19, where the

only required parameters are the ionicity, bond length and valence electron density. The

empirical constants 350 and 1.191 are fit to the experimental data where the ionicity is zero
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(c-C, c-Si) and very large (Y2O3 and Al2O3), respectively.

H ∝ NaE
∗
g (1.18)

H = 350
N

2/3
e e−1.191fi

d5/2
(1.19)

Na =

(∑

i

niZi
2V

)
=

(
Ne

2

) 2
3

(1.20)

fi = 1− E∗h
E∗g

(1.21)

Eh =
39.74

d5/2
(1.22)

Li et al.

Another model has been proposed by Li et al. [17], which is not all that different from the

model proposed by Gao et al.. The hardness in this model is calculated from a similar general

form, Eq. 1.23, where Nv is the bond density and Xab is the bond electronegativity between

atoms a and b. The bond electronegativity is determined using Eq. 1.27, where χa and χb

are the electronegativities, and na and nb are the coordination numbers of atoms a and b.

The individual electronegativities are computed using Eq. 1.26, which is a rescaling of the

electronegativies according to Pauling [30] taking the electronegativity of carbon to be 2.50

exactly, where Zj is the number of valence electrons and rj is atomic covalent radius of atom

j. Similar to Gao et al., the difference in bond electronegativities fg is taken into account

using Eq. 1.28. The two constants are determined to be 423.8 and -3.4 for optimal fit to

experimental data similar to the model of Gao et al.. In Ref. 17 they do not explicitly tabulate

the calculated test hardness values, however, they do show that this model is reasonably

successful for predicting the hardness for many well known materials.
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H ∝ NvXab (1.23)

H = 423.8NvXabe
−2.7fg − 3.4 (1.24)

Nv =
N

V
(1.25)

χj =
0.481Zj
rj

(1.26)

Xab =

√
χa
na

χb
nb

(1.27)

fg =
1
2
|χa − χb|
2
√
χaχb

(1.28)

1.3.3 ab initio models

So far we have seen both empirical and semi-empirical models that are both very successful

in predicting the hardness of materials. However, it is always desirable to eliminate exper-

imental data from a model and eventually calculate the hardness, in this case, from first

principles or ab initio. While, the model discussed below is ab initio, it still arises using

similar methodology to the above models, but all values used are determined with ab initio

calculations requiring only the crystal structure to be known.

Šimůnek et al.

A method to calculate hardness from first principles was proposed by Šimůnek et al. [15].

The only criteria required for these hardness calculations are that one performs a density

functional theory (DFT) calculation using the known, or in some cases, hypothetical crystal

structure. The general hardness equation, Eq. 1.29, for this model again looks quite similar to

the model of Li et al. if one only replaces the bond electronegativity with the bond strength

Sij between two atoms i and j. Here, the bond strength is calculated using Eq. 1.33, where

ei and ej are the average valence electron densities, dij is the bond length, and ni and nj

are the coordination numbers of atoms i and j. The average electron density ei is calculated

using Eq. 1.34, where Zi is the number of valence electrons and Ri is the radius required

to enclose Zi valence electrons. The radius Ri is determined from integrating the electron
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charge density that results from DFT calculations. The bond anisotropy is implemented using

Eq. 1.32 similar to previous models. The constants in Eq. 1.30, 1550 and 4, are determined

similar to the two previously discussed models using established hardness values.

H ∝ NvSij (1.29)

H = 1550NvSije
−4fe (1.30)

Nv =
N

V
(1.31)

fe = 1−
[

2
√
eiej

ei + ej

] 1
2

(1.32)

Sij =

√
eiej

dijninj
(1.33)

ei =
Zi
Ri

(1.34)

Lastly, if one wants to compute the hardness of a multicomponent system with k inequiv-

alent bonds, Eq. 1.35, is used to calculate the geometric average of all bonds present. This

arises from the fact that again, single bonds cannot be easily broken and many bonds will be

broken simultaneously meaning the overall hardness is not determined by the weakest bond.

Calculating the hardness of a multi-component system, although seemingly simple is quite

complicated. In all of the hardness models the bond density is used, but there appears to

be a key oversimplification. In the models discussed above, the bond density is determined

by dividing the unit cell volume by the number of bonding atoms present. This is correct

provided there is only bonding coordination present, which is the case for many of the binary

materials presented in Ref. [14, 15, 17]. However, the equations for calculating the hardness

should be rewritten to include not general bond density, but specific bond density with Vi

being the volume of the bonding polyhedron. This would greatly affect the results for multi-

component systems; however, ascertaining the effective bonding volume of the polyhedrons

can be very difficult.

H =

[
k∏(

Hk
)nk

] 1∑
nk

(1.35)
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1.3.4 Intrinsic Hardness Results

The success of the three hardness models discussed above seems to vary with the materials

studied. All models measure their success on very well studied materials and Table 1.2 shows

both measured and calculated hardness values for an array of well known materials. Although

the similarities between the models were thoroughly pointed to, there was major distinction

proposed by Šimůnek et al. in that they restrict their hardness calculations to materials with

a tetrahedral coordination or higher. If a material has less than tetrahedral coordination the

bonds will be able to twist resulting in deformation that is not a result of bond breaking. This

bond distortion is apparent when one examines the calculated hardness of quartz (α-SiO2) in

which the hardness calculated by Gao et al. is much too large. Therefore intrinsic hardness

calculations should be restricted to materials with tetrahedral coordination or higher.

The motivation behind hardness calculations, mentioned in section 1.1, started with the

discovery of spinel structured nitrides and was further fuelled by the theoretical suggestion

that γ-C3N4 may have a hardness comparable to diamond. Table 1.3 shows the calculated

hardness for all three considered spinel nitrides using all three models. One can see that

all three models were developed to successfully predict the hardness of diamond and silicon,

which are arguably the two most studied materials in existence, but there is a significant

discrepancy between the values for all three studied spinel nitrides. This is likely due to

the difficulty in determining the effective bonding volume of the polyhedrons arising from

geometric averaging of multi-component systems. That aside, after examining all available

hardness models, there a few common factors between all of the models. These commonalities

include the crystal structure, electronic structure and the electronic band gap. The two most

fundamental properties of materials, the electronic band gap and the crystal structure, will

be the focus of the proceeding chapters.
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Table 1.2: The calculated hardness values that resulted from the models of Gao et al.
and Šimůnek et al. are compared to measured Vickers microhardness measurements
for an array of materials. The experimental data have been reproduced from Refs. 1,
16 and references therein.

Material Vickers Microhardness Calculated Hardness

Gao et al. Šimůnek et al.

Hv [GPa] H [GPa] H [GPa]

c-C 96± 5 93.6 95.4

c-BN 63± 5 64.5 63.2

t-SiO2 33± 2 30.4 —

BP 33± 2 31.2 26.0

TiC 30± 2 — 18.8

β-Si3N4 30± 2 30.3 —

VC 29± 2 — 27.2

SiC 26± 2 30.3 31.1

TiN 20± 2 — 18.7

Al2O3 20± 2 20.6 —

WC 17± 2 26.4 18.3

α-SiO2 10± 1 30.6 —

c-Si 12± 2 13.6 11.3

Table 1.3: The calculated hardness values for the three most widely studied spinel
structured nitrides that resulted from the intrinsic hardness models of Li et al., Gao et
al. and Šimůnek et al..

Material Li et al. Gao et al. Šimůnek et al.

[GPa] [GPa] [GPa]

γ-C3N4 71.1 56.7 61.7

γ-Si3N4 29.1 30.9 27.4

γ-Ge3N4 22.2 24.3 19.1
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Chapter 2

Electronic Structure

2.1 Electronic Band Gap

The electronic band gap is arguably one of the most important material parameters pertaining

to the study of semiconductors. This energy gap is defined as the minimum separation

between the unoccupied states or conduction band (CB) minimum and the occupied states

or valence band (VB) maximum. However, in the case of molecules this is often referred to

as the LUMO-HOMO gap, which is the separation between the lowest unoccupied molecular

orbital (LUMO) and the highest occupied molecular orbital (HOMO). This energy gap should

not be mistaken for the optical gap or electric gap, which are the minimum photon energy and

electrical energy, respectively, to promote an electron from the VB to the CB. The electronic

band gap herein, the intrinsic electronic band gap is defined as the energy separation between

the VB maximum and CB minimum with the material in the ground state meaning the VB

is completely filled and CB is completely unfilled. The optical and electric band gap may

vary from the intrinsic electronic band gap since there will be some exciton interaction, which

could possibly reduce the measured band gap.

The importance of knowing the electronic band gap cannot be overstated, however, there

is more to the electronic band gap than a single scalar value. In periodic materials, such

as crystals, the electrons exist as bands that are delocalized over the crystal momentum (in

reciprocal lattice space). Fig. 2.1 shows an example of a band structure plot for a simple

periodic solid, where there is a single valence band and two conduction bands. There are two

band gap transitions possible, both requiring the same energy. The two transitions, direct

and indirect, require no momentum transfer and some momentum transfer, respectively. This

momentum input is usually provided by random crystal phonons making the indirect band
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gap transition much less probable than the direct band gap transition. Direct electronic band

gaps, for this reason, are strongly desired for optical applications.
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Figure 2.1: A diagram that shows the distinction between a direct and an indirect
band transition (left). Further, the integrated density of states (right) shows an alter-
native to measuring the electronic band gap. The occupied states are red, while the
unoccupied states are blue and green.

2.1.1 Conventional Measurements

There are many ways to measure the optical band gap, the most widely used being UV-

Visible spectroscopy (UV-Vis). UV-Vis spectroscopy can be measured in both reflectance

and transmission providing a method to directly promote electrons from the VB to the CB

and monitor the rate that at which these transitions occur. Fig. 2.2 shows an example of

a UV-Vis spectrum for manganese carbodiimide [31]. These measurements proceed using

a source that typically produces light with a wavelength of 200 – 1000 nm, incident on

a material. The photon is absorbed by a valence electron, which is then promoted to an

unoccupied state in the CB. This process will reduce the intensity of the photons being

reflected or transmitted. In both these cases, the material must be homogeneous and thin

or very smooth, which makes their transmission or reflectance efficiency large and uniform
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in intensity. This means that films or single crystals are ideal for this type of measurement

because either the surface can be very smooth providing an ideal reflection measurement or

can be deposited on quartz (α-SiO2) whose band gap is very large allowing for transmission

measurements. However, due to the polycrystalline nature and small quantity of novel ultra-

hard materials, this technique is not usually feasible for electronic band gap measurements

and an alternative method needs to be developed for these types of materials.

Figure 2.2: An example of a UV-Vis absorption spectrum that is commonly used to
determine the optical band gap. Here, the material measured is manganese carbodi-
imide [31] and contains d – d transitions with the band gap transition.

2.1.2 Indirect Measurements

The electronic band gap measurements using UV-Vis spectroscopy discussed above, while

restricted to certain material forms, are not without other short-comings. Direct electronic

band gap transitions in an ideal picture probe the electronic band gap very well, but these

transitions are not the only ones possible. Other transitions can include VB to inter-band
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states and multiplet transitions such as d – d or f – f transitions when defects or impurities

and transition metal or rare-earth elements are present, respectively. Fig. 2.2 shows an

example where the d – d transtions that are present make determining a value for the

optical band gap ambiguous. Furthermore, direct band gap measurements are functional

measurements and do not necessarily probe the intrinsic electronic band gap. The value

of the intrinsic electronic band gap is a fundamental material property that is desired for

hardness research. Instead, the electronic band gap should be measured indirectly, probing

the VB and CB separately and taking the energy separation as the electronic band gap. This

is illustrated in Fig. 2.1, where the band structure is integrated along momentum space and

the occupied and unoccupied density of states (DOS) are plotted on the same energy scale,

which is then used to determine the electronic band gap. This has the distinct advantage that

it eliminates any type of exciton interaction and inter-band transitions that are associated

with optical band gap transitions. The most effective method to probe the VB and CB

separately is through X-ray induced core-level spectroscopy.

2.2 Core-level Spectroscopy Measurements

Core-level spectroscopy arises from using high energy X-rays (> 50 eV) to promote bound

core electrons into the CB or continuum. The techniques used here are X-ray absorption

spectroscopy (XAS) and X-ray emission spectroscopy (XES), which directly probe the CB

and VB, respectively. In an XAS measurement, a core electron is promoted to a CB state

and the system then relaxes to its ground state emitting photons or electrons, which are then

integrated and plotted with respect to excitation energy. During an XES measurement, a

core electron is excited into the continuum and then the system also allowed to relax, still

photons and electrons are emitted, but only the photons are counted, which are then plotted

with respect to emission energy. The discussion below and derivation of the attenuation

coefficient is a brief account following Ref. 32. These transitions follow from Fermi’s Golden

Rule, Eq. 2.1, for a transition from an initial state ψi to a final state ψf via the harmonic

time-dependent perturbation V (t) (V is the time independent transition matrix) with photon

energy of hνin required for the transition. Eq. 2.2 defines the time-dependent Hamiltonian
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and Eq. 2.3 the harmonic time-dependent perturbation.

The absorption cross-section for a core electron excitation follows from Fermi’s Golden

Rule in Eq. 2.1. The total absorption cross-section, σ is summed over all possible initial and

final states and calculated using Eq. 2.4, provided the photon energy is sufficient to promote

a core electron from an initial state |ψi〉 to an unoccupied final state |ψf〉. From here, the

vector potential for a plane wave in Eq. 2.5 is used to simplify the perturbation operator

from Eq. 2.6, where #„p is the linear momentum operator and ~e is the unit vector. Further

simplifications can be made if we restrict ourselves to soft X-rays (< 2 keV) in that the plane

wave expansion can be truncated after the first term which results in the final form of the

absorption cross-section in Eq. 2.4.

Pij ∝ |〈ψf |V|ψi〉|2 (2.1)

H(t) = H0 + V (t) (2.2)

V (t) = Ve−iωt (2.3)

σ(hν) ∝
∑

i,f

|〈ψf |V|ψi〉|2δ(Ei − Ef − hν) (2.4)

#„

A ∝ #„e
(
ei(

#„
k · #„x−ωt) − e−i(

#„
k · #„x−ωt)

)
(2.5)

V (t) ∝ #„

A · #„p (2.6)
#„

k · #„x � 1 =⇒ ei
#„
k · #„x ≈ 1 (2.7)

σ(hνin) ∝
∑

i,f

|〈ψf | #„e · #„p |ψi〉|2δ(Ei − Ef − hνin) (2.8)

This approximation comes from the fact that momentum for soft X-rays is very small,

meaning that for excitations of core electrons in this energy range will be limited to dipole

transitions where there angular quantum number l is restricted to ∆l±1. While the restriction

in the allowed transitions is ∆l ± 1, core-level spectroscopy directly probes the VB and CB

provided that transition probability is smooth the absorption cross-section and the radial core

electron state is effectively a delta function in energy. If the core electron is delocalized in

energy, the transition will be severely broadened in energy. Moreover, the DOS probed with

core-level spectroscopy is commonly referred to as the local partial DOS (LPDOS) because

of the restriction that spatially localized core wave functions must overlap with the VB and
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CB wave functions as well as the angular momentum restriction limiting the measurements

to probing the DOS around the excited atom through dipole transitions.

The occupied and unoccupied states of any material can be measured through the ab-

sorption of X-rays via core electron excitations, which means the band gap is implicitly

determined by placing both the XES and XAS spectra on the same energy scale. The energy

separation between the two spectra is in principle the electronic band gap. However, in order

to accurately use this method one needs to calibrate the two energy axes (emission and exci-

tation) and correct for core hole shifting, spin-orbit splitting and nonequivalent site splitting.

Additionally, these spectra are subject to lifetime broadening making the determination of

the CB and VB difficult, but when done correctly, core-level spectroscopy techniques are

useful tools to determine the intrinsic electronic band gap.

2.2.1 X-ray Absorption Spectroscopy

Measuring XAS spectra, although based on the derivation above, is not as simple to measure

as one would expect and measuring a spectral intensity that is proportional to σ(hνin) is

not without difficulty. XAS measurements, in the general sense pertain to measuring the

absorption coefficient µ(Ein) of a material depending on the incident X-ray energy Ein. An

XAS spectrum is generally distinguished into two regions. The near-edge region, which is

restricted to the first 50 eV of the XAS spectrum, henceforth will be referred to the X-ray

absorption near edge structure (XANES). The portion of the XAS spectrum larger in energy

than 50 eV is referred to the extended X-ray absorption fine structure (EXAFS), which will

not be discussed any further. In order to probe the CB, one needs to measure the absorption

cross-section; XAS probes the absorption coefficient, which is conveniently proportional to

the absorption cross-section for a homogeneous material.

The XANES, as mentioned above, when restricted to soft X-rays can be measured by

detecting either photons using total fluorescence yield (TFY) or electrons using total electron

yield (TEY). The TEY is typically measured by electrically isolating the material that is

being measured and attaching an ammeter to measure the electrons that have been ejected

during the X-ray excitation. This method, although extremely simple to do, is sensitive to

the charge characteristic of the material. This can be extremely detrimental when studying
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semiconductors because the large band gap inhibits the movement of charge causing the

material to develop an overall positive charge. This phenomena is known as charging and

manifests in the XANES spectrum by reducing the overall intensity as the scan proceeds.

TFY measurements are typically measured using a non-energy dispersive detector such as

a channel electron multiplier (CEM) or several CEMs in the form of a micro channel plate.

These devices measure X-rays in the following manner: An X-ray incident on the detector

plate causes secondary emission of electrons initiating a cascade process that is facilitated

by a very large bias voltage on a photomultiplier tube. It is important to note that an

electron with sufficient energy is also capable of initiating the avalanche process, but usually

a negatively biased mesh is placed in front of the CEM to repel electrons. The partial

fluorescence yield (PFY) is discussed in detail below and is also measured with an X-ray

detector, but the detector is required to have energy-resolving capability. This measurement

is not widely carried out because of the low efficiency of these detectors in the soft X-

ray range, but recently silicon drift detectors (SDDs) have been implemented resulting in

significant improvements of the measurement technique discussed below. Many of the details

regarding these devices are omitted because they have little impact on the scientific results.

The equations that describe both TEY and TFY measurement techniques, Eqs. 2.9 and

2.10, are simplified from the rigorous form for an infinitely thick material and incident pho-

ton angles larger than 10◦ from the surface plane. This is appropriate for any soft X-ray

experiment since the penetration is at most several microns. The TEY spectra are summed

over all core electron absorption edges g, similar to TFY which also needs be to summed over

all possible fluorescence lines that occur.

ITEYg (Ein) ∝
∑

g

ηgµg(Ein)

µ(Ein) + 1
Lg

(2.9)

ITFYg (Ein) ∝
∑

g

%gµg(Ein)

µ(Ein) + 1
Dg

(2.10)

The goal of any XAS measurements is to obtain a spectrum of intensity Ig(Ein) that

is proportional the absorption coefficient µg(Ein), where Ein is the incident photon energy.

First, we consider TEY in Eq. 2.9, where η is the electron yield (the efficiency at which
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photoelectrons or auger electrons are generated) and L is the escape depth of the photoelec-

trons and auger electrons. It is apparent that the TEY will be directly proportional to the

absorption coefficient since the total X-ray attenuation length will be 100 nm to 2 µm and

the electron escape depth will be less than 10 nm, which makes the denominator in Eq. 2.9

approximately constant. Even though the small escape depth of the electrons is a definite

advantage for TEY measurements, it is also the main short-coming of this technique. Since

the electrons will mostly originate from the surface, this means the absorption coefficient

measured will only be representative of the surface. TEY spectral measurements, although

extremely easy to carry out and being directly proportional to the absorption coefficient, are

subject to charging and very sensitive to the surface of the material.

The short-comings and advantages associated with TEY measurements are completely

absent in TFY measurements making these techniques in some ways opposite, but related

XANES techniques. The TFY spectra are measured by integrating all of the emitted photons

and plotted with respect to the excitation energy. The TFY, in Eq. 2.10, is quantified similar

to TEY, where % is the fluorescence yield and Dg is the escape depth of the fluorescence pho-

tons. As stated earlier, the goal of such measurements is to probe the absorption coefficient,

but in order for this to occur, the other non-resonant fluorescence lines present that are not

a result of the core electron excitation of interest should be very small in comparison to what

is called the resonant fluorescence line. This simplifies Eq. 2.10 to Eq. 2.11, where G is the

assumed constant background fluorescence from the non-resonant excitations.

ITFYg (Ein) ∝ %gµg(Ein)

µ(Ein) + 1
Dg

+G (2.11)

The escape depthDg of a fluorescence photon of edge g with emission energy EF
g is defined

by Eq. 2.12 and plays a major role in whether the measured spectrum is directly proportional

to the absorption coefficient. Strictly speaking a TFY spectrum is not directly proportional

to the absorption coefficient and high intensity absorption features are strongly reduced in

intensity or saturated. The escape depth is dependent on the geometry of the measurement,

where α and β are the angles between the incident photon and fluorescence photon with the

material surface, respectively. In order to minimize saturation one should set α = 90◦ and

minimize β as much as possible. This is the only improvement that can be made through
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the experimental procedure to reduce saturation.

Dg =
1

µ(EF
g )

sinβ

sinα
(2.12)

The composition of the material being studied can be a larger contributing factor with

regard to saturation. The absorption coefficient can be decomposed into a sum of all ab-

sorption edges as in Eq. 2.13. For practical purposes, the excitation energy must exceed the

binding energy of edge g, meaning the sum can be truncated for all absorption edges with

higher energy. Additionally, the background attention coefficient µ0 is a combination of con-

tributions from the VB and substrate with no energy dependence. As a result, the measured

TFY spectrum does not have very good linear correlation to the attenuation coefficient of

materials where the element being probed is very concentrated. Contrarily, when the element

being probed is very dilute, the measured TFY spectrum is a very good probe of the attenu-

ation coefficient. This arises from Eq. 2.13, where in the concentrated case µ(Ein) ≈ µg(Ein)

and in the dilute case µ(Ein) ≈ µ0 +
∑

j 6=l µj(E) ≈ constant. This does not strictly pertain

to dilute materials, but also effectively dilute materials such as thin films. For a thin film,

where the thickness is less than 50 nm, the fluorescence photon escape depth will be fixed at

the film thickness. This is similar to TEY measurements that are free of saturation due to

the small escape depth of the electrons. This argument assumes that 1/Dg ≈ constant for all

fluorescence lines. The same is also true for TEY measurements, but since 1/Lg � µ(Ein)

in virtually every case, it can be discounted.

µ(Ein) = µ0 +
∑

j≤g
µj(Ein) (2.13)

Lastly, so far we have only been concerned with TFY and TEY XANES measurements,

but TFY measurements are a sum of individual fluorescence lines. These fluorescence lines,

when measured separately, are used to measure the PFY as in Eq. 2.14. Normally, PFY

measurements are taken with the detector only integrating photons with the emission energy

of the resonant core electron excitation. One should note here that any core electron with

binding energy less than the excitation energy Ein will be excited and produce a fluorescence

line, but since these transitions are not into unoccupied states they do not follow from
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Eq. 2.1 and thus their intensities do not depend on the attenuation coefficient. Using PFY to

measure an XANES spectrum has the distinct advantage in that it will more directly probe

the attenuation coefficient because the other fluorescence lines do not need to be assumed

constant since they are now discounted.

A recent development in XANES measurement techniques occurred with the discovery of

inverse partial fluorescence yield (IPFY) [33], which is bulk sensitive and free of saturation

embodying the advantages of the TEY, TFY and PFY with none of the short-comings. This

technique exploits the short-coming of TFY measurements by taking advantage of varying

non-resonant fluorescence lines. Going back to the TFY equation (Eq. 2.10) and considering

a non-resonant fluorescence line j one observes that the spectrum measured will be Eq. 2.15.

The fluorescence yield %j, attenuation coefficient µj and escape depth Dj are all constant

over the energy range of the resonant absorption edge. These evaluations simplify Eq. 2.15

to Eq. 2.16, where C is a constant. However, in order to measure a spectrum that is pro-

portional to the attenuation coefficient, Eq. 2.16 is inverted resulting in the IPFY equation,

Eq. 2.17. This result revolutionizes the way absorption spectra are taken, in that there is

now a method to measure the bulk sensitive fluorescence yield that probes the attenuation

coefficient without saturation. Of course, this is not always possible since this requires the

material to have a lower energy fluorescence line of sufficient intensity and for the fluorescence

line to result from an element that is part of the homogeneous material.

IPFYg (Ein) ∝ %gµg(Ein)

µ(Ein) + 1
Dg

(2.14)

IPFYj 6=g (Ein) ∝ %jµj(Ein)

µ(Ein) + 1
Dj

(2.15)

IPFYj 6=g (Ein) ∝ 1

µ(Ein) + C
(2.16)

IIPFYj 6=g (Ein) ∝ µ(Ein) + C (2.17)

2.2.2 X-ray Emission Spectroscopy

So far, only the probability of the absorption of X-rays, which are used to probe the CB

have been discussed. If one now uses a high-resolution energy dispersive detector to measure
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fluorescence lines, the VB can be probed very effectively. The probability of a photon tran-

sition from the VB to refill the core level follows similarly from Fermi’s Golden Rule. The

distribution of emitted photons hνout is determined using Eq. 2.18, where ~p is the linear mo-

mentum operator, ~e is the unit vector, and ψi and ψf are initial and final states with energy

Ei and Ef , respectively. Since in the case of XES, we are less concerned with efficiency of the

excitation and more concerned with the relative distribution of emitted photons, it directly

probes the VB restricted to dipole transitions. The measurements and calculations of the

studies presented here are confined to single electron transitions and the emission that results

from resonant excitations causing emission through intermediate states is not discussed.

σ(hνout) ∝
∑

i,f

|〈ψf | #„e · #„p |ψi〉|2δ(Ei − Ef − hνout) (2.18)

2.3 Electronic Structure Calculations

Core-level spectroscopy is a very effective technique for probing the occupied and unoccupied

LPDOS. More insight into the electronic structure measurements discussed above can be

obtained if one can simulate the measured spectra. The primary method here for simulating

the measured LPDOS is density functional theory (DFT), which is a very reliable ab initio

calculation method to simulate XES and XANES. The following sections regarding DFT

calculations follow from the content in Ref. 34.

The exact Hamiltonian for a collection of charged particles, including N nuclei and Z

electrons per nucleus in a many body problem is defined by Eq. 2.19, where Mi is the mass

of a nucleus at position
#„

Ri and me is the mass of an electron at position #„r i. The terms

in Eq. 2.19 are broken down into several parts. The first and second terms are the kinetic

energy for the nuclei and electrons, respectively. The last three terms describe the Coulomb

interaction between the nuclei and electrons, electrons and electrons, and nuclei and nuclei,

in proceeding order. This Hamiltonian, although exact, is very difficult to solve and there

are a few approximations that are required to make solving this many body problem feasible.
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Ĥ =− h̄2

2

∑

i

52
#„
Ri

Mi

− h̄2

2

∑

i

52
#„r i

me

− 1

4πε0

∑

i,j

e2Zi

| #„Ri − #„r j|

+
1

8πε0

∑

i 6=j

e2

| #„r i − #„r j|
+

1

8πε0

∑

i 6=j

e2ZiZj

| #„Ri −
#„

Rj|

(2.19)

The are three approximations that are required in order to make solving the above Hamil-

tonian feasible. The first is the Born-Oppenheimer approximation, which assumes the mas-

sive nuclei are frozen in position reducing the Hamiltonian to three terms. The frozen nuclei

force the kinetic energy and Coulomb interaction terms for the nuclei to be zero reducing

the Hamiltonian to Eq. 2.20, where T̂ , V̂ and V̂ext are the kinetic energy, electron-electron

potential energy, and the external potential energy of the system, respectively. This hugely

simplifies the problem because the terms T̂ and V̂ are independent of the system and only

V̂ext needs to be determined.

Ĥ = T̂ + V̂ + V̂ext (2.20)

The second approximation that needs to be made is that of Hohenberg and Kohn [35],

which makes this seemingly difficult problem very solvable. Firstly, this theory supposes that

there is one-to-one correspondence between the ground state electron density ρ( #„r ) and any

observable as in Eq. 2.21. Secondly, if the observable is the energy eigenvalues H, then the

resultant total energy will just be the energy of the external potential Eext as in Eq. 2.22,

where ψ is the ground state wave function. This is the cornerstone of DFT, in that a given

electron density uniquely defines any system.

H(ρ) = 〈ψ|Ĥ|ψ〉 (2.21)

Eext = 〈ψ|T̂ + V̂ |ψ〉+ 〈ψ|V̂ext|ψ〉 (2.22)

This approximation is further extended to produce what are called the Kohn-Sham equa-

tions [36]. These equations are a practical way to solve the DFT problem for a large array of

external potentials. Eq. 2.23 is the Kohn-Sham Hamiltonian ĤKS for a many body problem,

where operators are T̂0 for the kinetic energy of a non-interacting electron gas, V̂H for the
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Hartree potential energy, V̂xc for the exchange correlation potential energy , and V̂ext for the

external potential energy. Eq. 2.24 shows a more explicit form of Eq. 2.23, where the V̂xc is

defined by Eq. 2.25. From here, the Kohn-Sham equations are finalized in their most compact

form and Eqs. 2.26 and 2.27 are used to iteratively solve the ground state electron density,

where φi( #„r ) is the single particle wave functions and εi is the energy of the wave functions.

The series of Eq. 2.26 is truncated to contain N lowest energy solutions. While it seems all is

solved, we should point out that since V̂H and V̂xc both depend on ρ( #„r ), the problem needs

to be solve self-consistently and the exact form of V̂xc is still not known.

ĤKS = T̂0 + V̂H + V̂xc + V̂ext (2.23)

ĤKS = − h̄2

2me

#„52
i +

e2

4πε0

∫
ρ( #„r ′)

| #„r − #„r ′
d #„r ′ + V̂xc + V̂ext (2.24)

V̂xc =
∂Vxc[ρ]

∂ρ
(2.25)

ρ( #„r ) =
N∑

i=1

φi(
#„r )∗φi(

#„r ) (2.26)

ĤKSφi = εiφi (2.27)

2.3.1 Exchange-correlation Functionals

There is a large array of available exchange-correlation functionals (ECFs) including the

local density approximation (LDA) and generalized gradient approximation (GGA). The

only true ab initio ECF is LDA, and there are many forms of the GGA functional available

with different levels of approximation. The LDA functional arises from dividing the entire

charge volume into infinitesimal volumes of charge with constant energy; the total exchange

energy is defined by Eq. 2.28, where εxc is the energy of each volume of charge and ρ = ρ↓+ρ↑

is the charge decomposed by their spin. This ECF performs very well for a system where the

charge density is slowly changing. However, if this is not the case then a more effective ECF,

GGA is used for these systems. The most widely used GGA functional is that of Perdew-

Burke-Ernzerhof or GGA-PBE [37]. Eq. 2.29 shows the general form of a GGA functional,
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where f is some function that evaluates the energy and now takes into account the gradient

of the charge density, contrary to LDA which assumes it is constant over the infinitesimal

volume. There are short-comings of both approximations and making the choice of the

appropriate functional depends on the system being studied. However, there is one common

short-coming that resides in both functionals; they both severely underestimate the band

gap. This band gap underestimation arises from the constant exchange that is applied to all

electron orbitals leading to an underestimation of the electron-electron interaction. There has

been some success in modifying these functionals to more accurately reproduce the electronic

band gap [38] using a modified from of the Becke-Johnson potential in conjunction with the

LDA ECF. While this ECF is successful in reproducing many known electronic band gaps,

it still underestimates those with partially filled d or f shells.

ELDA
xc [ρ↓(

#„r ), ρ↑(
#„r )] =

∫
ρ( #„r )ε(ρ↓(

#„r ), ρ↑(
#„r ))d #„r (2.28)

EGGA
xc [ρ↓(

#„r ), ρ↑(
#„r )] =

∫
ρ( #„r )f(ρ↓(

#„r ), ρ↑(
#„r ),5ρ↓( #„r ),5ρ↑( #„r ))d #„r (2.29)

2.3.2 WIEN2k

The last approximation that needs to be applied to the many-body electron problem is to map

the electron wave functions to a specific basis. There are many different bases to choose from

including pseudopotentials, augmented plane waves and linearized augmented plane waves

(LAPW). Here, all the DFT calculations presented use the commercially available WIEN2k

software [39], which uses LAPW as the main electron basis. The wave functions in Eq. 2.27

still needs to be solved in some basis as in Eq. 2.30, where cim are coefficients for the basis

functions φbm.

φi =
M∑

m=1

cimφ
b
m (2.30)

The electron wave functions are modelled within WIEN2k in two distinct regions as

depicted in Eq. 2.31. The interstitial region I, containing valence electrons, is modelled

with plane waves of momentum #„p =
#„

K +
#„

k . Inside the so-called muffin tin potential S
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or sphere in this case, that contain the core electrons, the wave functions are modelled by

spherical harmonics with the coefficients A and B for the radial part u chosen such that at

the boundary both the value and derivative of the spherical wave functions match the plane

waves. However, there is also an additional electron wave function that is not encompassed

by the core electrons or valence electrons, namely local orbitals LO. These localized electron

orbitals are not easily contained in a sphere of reasonable size and are too localized to be

modelled with plane waves. The LOs are modelled using Eq. 2.32, where coefficients A, B and

C no longer depend on the plane wave momentum since they do not need to be continuous

at the boundary.

φ
#„
k
#„
K

( #„r ) =





1√
V
ei(

#„
k+

#„
K)· #„r #„r ∈ I

∑
l,m

(
Aα,

#„
k+

#„
K

lm uαl +Bα,
#„
k+

#„
K

lm u̇αl

)
Y m
l (r̂′) #„r ∈ Sα

(2.31)

φlmα,LO( #„r ) =





0 #„r 6∈ Sα(
Aα,LOlm uαl +Bα,LO

lm u̇αl + Cα,LO
lm uαl

)
Y m
l (r̂′) #„r ∈ Sα

(2.32)

Now with an appropriate basis and a method to solve the Hamiltonian of a many body

electron system, the electron wave functions are constructed quite easily. In most cases, DFT

is labelled ab initio as it only requires the crystal structure as the input and can produce the

correct ground state electron density with no user bias. However, as discussed above, the

choice of the ECF can drastically change the charge density. While these ECFs drastically

underestimate the electronic band gap, the DOS that is extracted and the XES or XANES

that is calculated using Eqs. 2.8 and 2.18 reproduces experimental measurements quite well.

2.4 Core-level Spectroscopy Electronic Band Gap Mea-

surements

The electronic band gap, although seemingly simple to measure with core-level spectroscopy,

has a few effects that need to be taken into account and corrected for before one can arrive

at the intrinsic electronic band gap. These effects include lifetime and instrumental energy
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broadening, energy shifting of the XANES spectra as a result of the core hole interaction,

energy splitting of the spectra resulting from nonequivalent crystal sites or degenerate core

electron energy levels, and properly calibrating the energy scale of the XES and XANES

spectra that are often measured using two different detectors and in some cases two different

synchrotron beamlines.

2.4.1 Broadening

The lifetime and instrumental broadening that is associated with XES and XANES can

drastically reduce the detail of the spectra, but more importantly for our case they obscure

the VB and CB edge. In order to accurately and reliably determine the edge of the VB

and CB using XES and XANES, respectively, a method that unambiguously and precisely

determines these locations is needed. Historically, there have been many methods to achieve

this including drawing tangent lines that intersect with the energy axis or even using the peaks

near the VB and CB edges as the location of the band edges. Fig. 2.3 shows two examples

from Refs. 40 and 41. The left panel of Fig. 2.3 shows the band gap determination of zinc

sulfide (ZnS) and cadmium sulfide (CdS) using XES and XANES spectra. The intensity of

the spectra has been squared to make the measured LPDOS linear assuming that the LPDOS

have a square-root dependence on energy. This technique neglects the effects of instrument

and lifetime broadening, which would change the energy dependence of the LPDOS. The

right panel shows similar measurements on organic LED candidates, NPB and BCP. The

edges of the XES and XANES spectra were fit with Lorentz profiles and the peak locations

were taken as the HOMO and LUMO locations, assuming that the materials exists purely

as a molecule. However, recently it was discovered that taking the second derivation of the

XES and XANES spectra with respect to energy is an unambiguous method to determine

the VB and CB edges [42]. The first peak in the second derivative that has an appreciable

intensity above the noise floor is selected in the XES and XANES as the VB and CB edges,

respectively.

The instrumental broadening in XES and XANES spectra results from the energy dis-

tribution of synchrotron-based X-rays that are selected and detected by the monochromator

and spectrometer, respectively. This type of broadening is modelled well using a Gaussian
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Figure 2.3: Two examples of other methods to determine the electronic band gap
include using the energy separation between tangent lines extended to the energy axis
(left) [40] and using the energy separation of the lowest and highest energy peaks in
the conduction band and valence band, respectively (right) [41].

function and Eqs. 2.34 and 2.35 show how the broadening matrix G with elements Gij is

applied to a spectrum vector
#„

S for XES and XANES measurements, respectively. The Gaus-

sian broadening matrix is defined by Eq. 2.33, where Ej is the energy distribution centered

at Ei and the energy width is related to c. The energy width or c is usually known for the

beamline being used or can be measured and is inserted directly into Eq. 2.33.

Gij =
1

c
√

2π
e
− 1

2

(
Ej−Ei

c

)2

(2.33)

The two different summing methods are very important for applying the broadening

properly because in XES an emitted photon with a certain energy E is broadened creating
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a distribution of energy centred at energy E. Contrarily, during XANES a photon with an

energy distribution centred at energy E excites the material and the spectral intensity is

assigned to energy E.

SXES
′

i =
∑

j

GjiS
XES
j (2.34)

SXANES
′

i =
∑

j

GijS
XANES
j (2.35)

The lifetime broadening arises from the fact that the electron transitions discussed follow

the final-state rule [43]. This rule requires that the photons that are emitted during a

transition are indicative of only the final state of the system, regardless of initial transitions

that have occurred. In short, XES and XANES are considered a one-step process. However,

since the system is in an excited state in both XES and XANES, with the VB missing an

electron and with a missing core electron and an additional CB electron, respectively, the

system rapidly collapses toward the ground state. The lifetime of the final state τXANES for

an XANES measurement and τXES for an XES measurement depends on two things: the

lifetime of the core hole τCH and the lifetime of the electron in the CB τCB or hole in the

VB τV B for XANES and XES, respectively, as in Eq. 2.36 and 2.37. The lifetime of the core

hole in both cases is finite and relatively constant. Some lifetimes of core holes have been

measured in Ref. [44] where they take advantage of the very long lived CB electrons during

XANES measurements that manifest as resonances. During an XANES measurement if a

resonance is excited where the lifetime τCB � τCH then τXANES ≈ τCB. The lifetimes of the

CB and VB states are a little more complicated than the core hole lifetime, which is just the

average time for a higher lying electron from filled orbitals higher in energy or electrons in

the VB to fill the core hole. The lifetime of the CB electron depends on how easily the CB

electron can move to electron states adjacent in energy. The lifetime of the CB electron is

severely shortened as it is excited higher in energy in the CB.

The lifetime of the VB hole is a result of an electron filling the core hole during a XES

measurement and is again very short. The lifetime is reduced when the hole is created deeper

in the VB increasing the chances it will be filled by a higher energy electron. Clearly, there is

an important energy dependence of the final state lifetimes associated with the VB hole and
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CB electron. While not an exact solution, the lifetimes of these states are often modelled with

an energy squared dependence [45] as in Eq. 2.39, where ∆E is the emission or excitation

energy width associated with the lifetime of the state. The lifetimes are not additive, but the

corresponding energy widths are linked according to Heisenberg’s Uncertainty Principle as

in Eq. 2.38. Eqs. 2.40 and 2.41 are used to model the energy width associated with lifetime

broadening in XES (∆EXES) and XANES (∆EXANES), respectively, whereW is an arbitrary

scaling factor, ∆ECH is the core hole broadening width and ECB is the energy of the CB.

1

τXANES
=

1

τCH
+

1

τCB
(2.36)

1

τXES
=

1

τCH
+

1

τV B
(2.37)

∆E ∝ 1

τ
(2.38)

∆E ∝ E2 (2.39)

∆EXES = W (Eout − ECB)2 + ∆ECH (2.40)

∆EXANES = W (Ein − ECB)2 + ∆ECH (2.41)

Lastly, how the lifetime broadening is applied needs to be addressed. The lineshape

of the lifetime broadening is well establish to have a Lorentz profile L as in Eq. 2.42 and

is applied similar to the instrumental broadening. Here the broadening width is γ. The

lifetime broadening in XES is again a result of a decay and the total spectrum will be a sum

of Lorentz functions, while the lifetime broadening in XANES is an excitation and it will be

the integrated overlap of a Lorentz function with the unbroadened spectrum as in Eqs. 2.43

and 2.44.

Lij =
1

π

(
γ

(Ej − Ei)2 + γ2

)
(2.42)

SXES
′

i =
∑

j

LijS
XES
j (2.43)

SXANES
′

i =
∑

j

LjiS
XANES
j (2.44)

Now that we have discussed both instrument and lifetime broadening individually, they

need to be applied to an unbroadened spectrum. Contrary to what is somewhat accepted,
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the broadening should be applied in a step-wise process since the emitted or absorbed photon

could not possibly know the resolution of the monochromator or spectrometer. The applica-

tion of XES and XANES broadening proceeds with the lifetime broadening applied first and

then the instrument broadening. The procedure results in a double sum, as in Eqs. 2.45 and

Eqs. 2.46.

SXES
′

k =
∑

i

Gik

∑

j

LjiS
XES
j (2.45)

SXANES
′

k =
∑

i

Gki

∑

j

LijS
XANES
j (2.46)

Although the calculation of XES and XANES spectra were treated above, we reiterate the

simulation of XES and XANES now that we have discussed the final state of the system during

these measurements. The final state of the system during an XES measurement includes a

hole in the VB. However, since with DFT calculations the VB is not localized making a local

hole the VB is not possible. As a result, an XES measurement is best simulated using the

ground PDOS. However, this is not the case for an XANES measurement. For an XANES

measurement, the final state of the system includes a missing core electron and an additional

electron in the CB. The CB, similar to the VB, is delocalized and local electron cannot be

added. But, the missing core electron can easily be added (or the electron can be removed

more precisely) and is essential for an accurate simulation of an XANES spectrum. Since

during an XANES measurement the likelihood of exciting two core electrons on the same time

scale of the decay is quite small, the core hole needs to isolated as much as possible. This

is achieved through the use of a supercell, which is a superstructure created by replicating

the crystal unit cell along the axes directions. The size of the supercell is dictated by the

computational resources available, but in principle larger is better.

2.4.2 Core Hole Effects, Nonequivalent Site Splitting and Spin-orbit

Splitting

Broadening that occurs for XES and XANES makes it difficult to determine the VB and

CB edges, but there are more effects that affect the measured band gap. These effects all
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act to reduce the measured band gap from its intrinsic value and include core hole shifting,

nonequivalent site splitting and spin-orbit splitting. The core hole shifting ∆ECS, which

occurs only for XANES spectra, acts to shift the measured unoccupied states to lower en-

ergy compared to their ground state energy. This effect in our case is modelled using DFT

calculations by comparing the location of the ground state to the excited state (with a core

hole) unoccupied states, where the energy difference between them is taken as the core hole

shift.

Nonequivalent site splitting ∆ESS occurs when there is more than one nonequivalent

crystal site present for a single element. This shift arises from there being more than one core

electron binding energy value present for the same core electron type. Therefore, when the

XES and XANES spectra are measured, the resultant spectra will be a sum the LPDOS from

nonequivalent sites of the same element shifted by the differences in the excited core electron

binding energy. The spin-orbit splitting ∆ESO results in a similar effect as the nonequivalent

site splitting. Spin-orbit splitting occurs for all elements with the same angular momentum l

and is known as L−S coupling for elements with Z < 30 and J−J coupling for elements with

Z ≥ 30. The splitting arises from how the total angular momentum is defined in Eqs. 2.47

and 2.48 for L−S and J−J coupling for total orbital, total spin and total angular momentum

L, S and J and orbital, spin and angular momentum li, si and ji, respectively. The energy

levels are split into electrons with the same total angular momentum, which changes the

relative occupation of different energy levels.

J = L+ S, L =
∑

i

li, S =
∑

i

si (2.47)

J =
∑

i

ji =
∑

i

(li + si) (2.48)

Finally, to determine the electronic band gap, all of the aforementioned effects are com-

bined to determine the intrinsic electronic band gap using core-level spectroscopy. Eq. 2.49

shows the general equation to determine the electronic band gap using XES and XANES to

determine the VB EV B and CB ECB edges.

Eg = ECB − EV B + ∆ECS + ∆ESS + ∆ESO (2.49)
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Fig. 2.1 shows an example, crystalline silicon (c-Si), illustrating how an electronic band

gap is obtained with core-level spectroscopy. In this case the Si L2,3 XES and Si 2p XANES,

which probe the Si s/d -states, are used to determine the band gap. Spin-orbit splitting of the

Si 2p levels means there will be an apparent band gap reduction that needs to be corrected.

The second derivative is used to determine the VB and CB edges, and in this case the XES

spectrum is of such great quality that the two spin-orbit split VB edges are resolved in the

second derivative. The final band gap ESi
g , using Eq. 2.49, will be 1.1±0.2 eV and is detailed

in Eq. 2.50. The error stated here is associated with precision of calibration (0.1 eV for

both XES and XANES) as well as the measured data (0.1 eV for both XES and XANES)

giving a total error of 0.2 eV. The core hole shift (∆ECS = 0.1 eV), not shown explicitly, was

previously determined from DFT calculations.

ESi
g = 99.6− 99.3 + 0.1 + 0.0 + 0.7 = 1.1 (2.50)

2.4.3 Calibration

A viable method to determine the intrinsic electronic band gap has been outlined in brevity

above, but it has so far been assumed that both the XES and XANES spectra can be plotted

on the same energy scale. However, in order to do this accurately, special care must be

taken to assure that the relative energy separation between the XES and XANES spectra

is correct. The calibration of XES and XANES spectra proceeds similarly to any calibra-

tion procedure: measure reference spectra where the energy location of features are known,

shifting the energy scale from the initial values and then apply the same shift to the spectra

of unknown energy position. Of course, this implies that one knows the energy position of

reference spectra. The procedure for obtaining calibrated reference spectra is as follows: (1)

measure the XANES spectrum of the reference material and shift its position to a reasonable

energy value (the actual energy value is not terribly important since we are dealing with

XANES making the non-linear energy dependence of grating monochromators insignificant),

(2) measure a non-resonant XES spectrum, (3) measure several elastic scattering features

without moving the spectrometer, and (4) adjust the spectrometer calibration such that the

elastic scattering features appear at the same energy as the excitation energy. These steps
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will provide very accurate relative calibration between XES and XANES spectra that can

then be used to calibrate future measurements. Fig. 2.1 shows all of the spectra discussed and

is appropriately labelled. This method does restrict the reference material, it must exhibit

elastic scattering. Furthermore, one must have a reference material for each different element

core-level excitation in order for each set of spectra to be calibrated.
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Figure 2.4: Crystalline silicon is used as an example illustrating how to calibrate XES
and XANES spectra as well as how to use core-level spectroscopy to determine the
intrinsic electronic band gap. The measured Si L2,3 XES and Si 2p TFY are displayed
in red scatter, with the corresponding second derivatives displayed in the inset plots.
The peaks of the second derivatives are labelled, as well as the region of interest with
grey dashed lines. The measured elastic scattering peaks are displayed with the colour
corresponding to their energy position.

2.5 Publications

The following publications are the result of developing and applying the methods described

above to determine the electronic band gap. The interest in the electronic band gap in each
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paper, although in some cases not directly linked to hardness, stemmed from the desire to

study the electronic properties of the materials for practical applications. These studies were

instrumental in developing a reliable, accurate and robust method to both calculate and

measure the intrinsic electronic band gap, which is one of the major goals as outlined in

sections 1.2 and 1.3. The respective authors completed all of the writing pertaining to the

specified contributed work of authors listed.

Material Properties and Structural Characterization of M3Si6O12N2:Eu2+ (M =

Ba, Sr) – A Comprehensive Study on a Promising Green Phosphor for pc-LEDs

Authors: C Braun, M Seibald, S L Böerger, O Oeckler, T D Boyko, A Moewes, G Miehe,

A Tüecks, and W Schnick

Summary and Author Contributions:

In this study [46], the crystal structure, electronic structure and luminescence properties of

barium oxonitridosilicate (Ba3Si6O12N2) is examined using XRDmeasurements, DFT calcula-

tions, XES, XANES measurements, and UV excited photo-luminescence (PL) measurements.

This material shows excellent phosphor-converting light emitting diode (pc-LEDs) behaviour

and in order to understand why this materials exhibits such efficient conversion of UV light

is important for synthesizing further pc-LEDs with even better efficiency. The sample syn-

thesis, XRD measurements, structural determination and luminescence measurements were

carried out by the collaborators, C Braun, M Seibald, S L Böerger, O Oeckler, G Miehe,

A Tüecks, and W Schnick. The solved crystal structure, detailed in the attached paper, was

used in the DFT calculations to simulate the measured XES and XANES spectra. The goal,

in terms of the electronic structure measurements and calculations, which were carried out

by T D Boyko under the supervision of A Moewes, was to determine the electronic band gap

in an effort to ascertain if it contributed to the efficient pc-LED behaviour of the material.

The thought was that the band gap must be very large so that is does not interfere with UV

stimulated emission. Through careful measurements and calculations we were not only able

to determine the electronic band gap to be 7.05± 0.25 eV, but both the calculated electronic

band gap of 6.93 eV and simulated XES and XANES spectra agreed very well with the ex-
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perimental measurements. The Ba3Si6O12N2:Eu2+ sample had a couple of impurities, a-SiO2

and α-Si3N4, which would have presented a problem if the electronic band gap was measured

using conventional methods. Furthermore, the rare-earth doping of Eu also would have pro-

hibited conventional band gap measurements because the d - d or f - f transitions, which are

needed to exhibit pc-LED behaviour would have hindered such measurements. Measuring

the electronic band gap of this material was inherently difficult and we used resonant XES

measurements, which are used to preferentially excite specific material phases and nonequiv-

alent crystal sites. Combining these measurements with DFT calculations we were able to

selectively measure the electronic band gap of the host material alone. This allowed us to

show that the efficient pc-LED behaviour was in part due to the large electronic band gap.

In summary, the determination of the electronic band gap of Ba3Si6O12N2:Eu2+ showcases

the wide usefulness of core-level spectroscopy and its necessity to determine the electronic

band gap rather than using conventional methods.

Electronic Band Gap Reduction in Manganese Carbodiimide: MnNCN

Authors: T D Boyko, R J Green, R Dronskowski, and A Moewes

Summary and Author Contributions:

In this study [47], the electronic structure and electronic band gap of manganese carbodiimide

(MnNCN) were examined using XES, XANES, resonant inelastic X-ray scattering (RIXS),

DFT calculations and Single Impurity Anderson model (SIAM) calculations to study not only

the effects of substituting an NCN molecule for an O atom, but to ascertain the electronic

band gap. The collaborator – R Dronskowski – provided the material that was studied

in the paper. The XES measurements, XANES measurements and simulations using DFT

calculations were carried out by T D Boyko, while the measurements and simulations of RIXS

spectra using SIAM calculations were carried out by R J Green, both under the supervision

of A Moewes. MnNCN is a relatively new material [48] whose measured magnetic properties

are similar to manganese oxide (MnO) in that they are both anti-ferromagnetic, but the

electronic band gap still was unknown. The difficulty here was similar to Ref. [46] in that the

d - d transitions in the optical absorption spectrum [31] make the band gap determination
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through conventional means ambiguous. The electronic band gap is determined using the

methods described above, but in this case the DFT calculations had to be expanded to

include electron correlations through a DFT+U approach. Furthermore, a simplified version

of the measured magnetic structure was implemented since preliminary DFT calculations

showed there was a negligible difference the calculated PDOS when compared to the PDOS

calculated with the full magnetic arrangement. The electronic band gap measured using

XES and XANES is 3.40± 0.20 eV, which agreed with the calculated electronic band gap of

3.36 eV from DFT+U calculations. The electronic band gap value that resulted from DFT

calculations using the MBJLDA functional was smaller at 2.89 eV, but is expected considering

previous results [38]. Additionally, an electronic band gap value is also obtained from the

SIAM calculations, which is 3.20 eV agreeing well with the measured band gap value. This

method also performed equally well for MnO producing a value of 3.8 eV very close to the

accepted value [49]. In summary, another successful example of determining the electronic

band gap of a novel material using core-level spectroscopy.

Class of Tunable Wide Band Gap Semiconductors γ-(GexSi1x)3N4

Authors: T D Boyko, E Bailey, A Moewes, and P F McMillan

Summary and Author Contributions:

In this study [50], the electronic band gap of a new class of possibly ultra-hard materials was

determined. The materials studied were solid solutions of the newly discovered γ-Si3N4 [4]

and γ-Ge3N4 [9] to form γ-(GexSi1−x)3N4 [12]. The solid solution materials were provided

by the collaborators, E Bailey and P F McMillan. The synthesis and structural details of

these materials were previous published [12], but electronic band gap still remained to be

measured. The electronic band gap was of particular interest as the previous theoretical

studies suggested the band gap value of γ-Si3N4 was in the UV range [51], with the band gap

value of γ-Ge3N4 much smaller. It was expected that these materials could represent a class of

materials with tunable band gaps in the visible range. The XES and XANES measurements

as well as the DFT calculations used to simulate the XES and XANES spectra were carried

out by T D Boyko under the supervision of A Moewes. While the crystal structure was
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known, the specific locations of the cations (Si and Ge) were not. However, these materials

were known to be homogenous, so it was assumed the cations retained their faced-centred

cubic arrangement. This significantly simplified the problem regarding the construction of

the crystal structures that were used for the DFT calculations. The simulated XES and

XANES spectra actually agreed quite well with corresponding measured spectra affirming

the preceding assumptions. The XES and XANES measurements showed that the electronic

band gap values γ-(GexSi1x)3N4 were all in the UV range at 3.50 − 5.00 ± 0.20 eV making

their uses in optical applications limited, but still showing these materials allow the band gap

to be tuned to a desired value within this range. More interestingly, using the correlation

between the electronic band gap and hardness [16], it was shown that for small amounts of Ge

substituted for Si the hardness remained comparable to γ-Si3N4. This publication showcased

the tunable nature of the solid solutions of group 14 spinel-type nitrides as well as using the

electronic band gap to predict hardness of materials within the same structural class.

Electronic structure of Spinel-Type Nitride Compounds Si3N4, Ge3N4, and Sn3N4

with Tunable Band Gaps: Application to Light Emitting Diodes

Authors: T D Boyko, A Hunt, A Zerr, and A Moewes

Summary and Author Contributions:

This study [52] is a follow up to Ref. 50 in that we have extended the spinel nitride solid

solutions family to include those formed using γ-Ge3N4 and γ-Sn3N4. Additionally, all three

known binary spinel nitrides γ-Si3N4, γ-Ge3N4 and γ-Sn3N4 are studied in greater detail.

The materials, γ-Si3N4, γ-Ge3N4 and γ-Sn3N4 were provided by our collaborator A Zerr. The

measurements and simulations of the XES and XANES spectra as well using DFT calculations

to predict the exciton binding energy of solid solutions γ-(GexSi1x)3N4 and γ-(SnxGe1x)3N4

were carried out by T D Boyko under the supervision of A Moewes. A Hunt provided support

in both writing and scientific input. Using the measured XES and XANES spectra combined

with DFT calculations we have determined the electronic band gap values of γ-Si3N4, γ-

Ge3N4 and γ-Sn3N4 to be 4.8± 0.2 eV, 3.5± 0.2 eV and 1.6± 0.2 eV, respectively. The large

band gap reduction of nearly 2 eV observed in γ-Sn3N4 suggested that the solid solutions
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γ-(SnxGe1x)3N4 might be very advantageous for optical applications. With these materials

not yet synthesised, the band gap values were only calculated. The same assumptions using

in Ref. 50 were applied here to successfully create structures for the entire solid solutions

series γ-(SnxGe1x)3N4. The MBJLDA functional [38] was used to calculate the electronic

band gap of γ-Si3N4, γ-Ge3N4 and γ-Sn3N4 and were found to be 4.97 eV, 3.59 eV and 1.61

eV, respectively. With these calculated values agreeing with the experimental measurements,

the same approach was applied to the solid solutions showing the band gap values were

indeed tunable. However, not only must the band gap be the correct value for optical

applications, it must also be direct and the exciton binding energy must also be sufficient

to ensure an adequate rate of electron hole recombination. The electron band structures

that were calculated using the DFT calculations were used to show that not only are most

of the electronic band gaps direct, but all have a very large exciton binding energy. This

makes the solid solutions, γ-(SnxGe1x)3N4, highly desirable for optical applications and we

are confident there will be additional research into synthesizing these materials. In summary,

we have studied in detail the electronic properties of the entire spinel nitride material class

showing these robust materials have ideal electronic properties that make them suitable for

optical and UV applications. This research not only highlights using core-level spectroscopy

to determine the electronic band gap of hard materials, but also the successfully calculation of

the electronic band gap that may prove useful for studying hypothetical ultra-hard materials.
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space group P3̄ (no. 147), a=7.5218(1),
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Introduction

Nitrido- and oxonitridosilicates as well as binary silicon ni-
tride (e.g., Si3N4,

[1–3] SiAlONs,[4] Sr2Si5N8:Eu2+ ,[5–7]

Eu2Si5N8
[8,9]) are known to exhibit interesting physical[10,11]

and luminescence properties.[12–16] During the last ten years,
Eu2+-doped nitrido- and oxonitridosilicates emerged as
promising materials applicable for phosphor-converted light-
emitting diodes (pc-LEDs) owing to their high chemical and
physical stability, their extraordinary quantum efficiency of
the luminescence process (up to �95 %), and their very low
thermal quenching. Namely M2Si5N8:Eu2+ [6,7,12,17–19] and
MSi2O2N2:Eu2+ (M=alkaline earth metal)[20–24] are excellent
examples for highly effective red-orange (2-5-8) and yellow-
green (1-2-2-2) phosphors, respectively.[25] Thereby, the first
warm white all-nitride pc-LED has been realized, exhibiting
unprecedented color quality and stability with temperature
and drive.[12] Another important red phosphor is the nitri-
doaluminosilicate CaAlSiN3:Eu2+ [26,27] and its derivatives.
As the quest for higher energy efficiency represents one of
the most fundamental and exigent challenges to be solved
by modern science and technology, it becomes apparent that
the search for novel and ecologically acceptable energy
sources is indispensable. Addressing this challenge, LEDs
become more and more important due to their ongoing im-
proved efficiency, their remarkable durability as well as
their environmentally friendly production process and waste
disposal. Nowadays AlGaInP-based LEDs are accessible
emitting in the red to yellow range of the spectrum. It was
not before the pioneering work of Nakamura in the 1990s
that the technological access to efficient blue LEDs was pro-
vided.[28,29] Further band-gap engineering has made Al-
GaInN-based LEDs accessible emitting in the UV to green
range of the spectrum. The concept of down conversion of
blue light from InGaN LEDs by suitable color converters
(i.e., phosphors) is appropriate for efficient lighting[30] and
provides monochrome light of high color purity, especially
in the wavelength range in which direct emitting LEDs are
relatively inefficient (”yellow gap“). The spectral position of
the emission of these down-conversion phosphors doped
with rare-earth ions (e.g. Ce3+ or Eu2+) depends very much
on the ligand field of the rare-earth ions in the host lattice,
with stronger covalent interactions driving the emission into
the red region of the spectrum (nephelauxetic effect).

The new green-emitting phosphor Ba3Si6O12N2:Eu2+ has
been discovered recently,[31,32] and its luminescence proper-
ties emerged to be promising[31, 32] due to a small Stokes shift
and a narrow emission band. However, no detailed crystallo-
graphic description based on single-crystal structure deter-
mination has been reported for Ba3Si6O12N2:Eu2+ nor for
the related solid solutions with Sr as yet.

As phosphor materials may show phase transitions at ele-
vated temperatures and/or pressures, in-situ investigations of
these solids can decisively contribute to a better understand-
ing and optimization of their manufacturing process. In ad-
dition, from a more fundamental point of view, new modifi-
cations with different luminescence properties (e.g., due to

higher symmetry or a lower number of cation sites) may be
revealed by applying non-ambient reaction conditions.
These aspects are addressed in this work by a systematic in-
vestigation of the high-pressure and high-temperature be-
havior of Ba3Si6O12N2:Eu2+ .

Furthermore, important material properties (e.g., conduc-
tivity, optical absorption, chemical bonding, energy gap) are
determined by the electronic structure. For example, the
band gap of efficient phosphors must be large enough to
avoid the lowest Eu d states being too close to the conduc-
tion band, which can result in thermal ionization of the pho-
toexcited 5d-electron of Eu2+ . Therefore, the local partial
density of states (LPDOS) of Ba3Si6O12N2:Eu2+ has been
probed by soft X-ray spectroscopy (SXS) utilizing synchro-
tron radiation, namely by X-ray absorption near edge spec-
troscopy (XANES) and X-ray emission spectroscopy (XES),
and is compared to our theoretical calculations within the
density functional theory (DFT) framework.

Results and Discussion

Synthesis : Two different methods for sample synthesis were
applied:

1) Mixtures of MCO3 (M =Ba,Sr), SiO2 and an excess of a-
Si3N4 were heated in a radio-frequency (RF) furnace[33]

at maximum temperatures of 1425 8C under nitrogen at-
mosphere according to the reaction below [Eq. (1)].

3 ðBa,SrÞCO3 þ 4:5 SiO2 þ 1:5 a-Si3N4
1425 �C, N2

EuF3
�����!

ðBa,SrÞ3Si6O12N2 : Eu2þ þ 3 CO2 þ a-Si3N4

ð1Þ

During synthesis EuF3 was used as a dopant. The reac-
tion product was inhomogeneous, but contained single-
crystals of (Ba,Sr)3Si6O12N2:Eu2+ , suitable for X-ray
structure analysis

2) A more homogeneous bulk product of highly crystalline
material (in this case without europium) was obtained
from BaSi2O2N2

[23] (synthesis with small impurities of dif-
ferent Ba oxosilicates and a-Si3N4 according to refer-
ence [23]) by high-pressure/high-temperature (HP/HT)
synthesis employing the multianvil press technique[34–36]

at a pressure of 14 GPa and 1200 8C according to the re-
action below [Eq. (2)].

BaSi2O2N2 : Eu2þ þ 2 BaOþ 4 SiO2 þ a-Si3N4 !
Ba3Si6O12N2 : Eu2þ þ a-Si3N4

ð2Þ

The atomic ratio M:Si:O:N= 3:6:12:2 of Ba3Si6O12N2 was
confirmed by EDX measurements (see Experimental Sec-
tion). However, samples obtained by high-pressure synthesis
did not contain single-crystals suitable for X-ray diffraction
analysis.
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Structure determination : The crystal structure of
Ba3Si6O12N2:Eu2+ and its solid-solution series
Ba3�xSrxSi6O12N2 (with x�0.4 and 1) was solved by direct
methods[37] and refined[38] in space group P3̄ (no. 147) by
using anisotropic displacement parameters for all atoms.
The atomic parameters for Ba and Sr occupying the same
site in the solid solution were constrained to be equal. How-
ever, the site occupancies were refined and the presence of
Eu2+ in the structure (2 mol %) was neglected in these re-
finements. The details of the single-crystal structure refine-
ment are listed in Table 1. Occupied Wyckoff sites and re-
fined atomic coordinates from the single-crystal diffraction
data are shown in the Supporting Information (Table S1).
The interatomic distances and angles are within the typical
range, selected data are given in Table 2.

The refined crystal structure
of Ba3Si6O12N2 solved by single-
crystal diffraction was con-
firmed by X-ray powder diffrac-
tion on a sample obtained from
HP/HT synthesis. Crystallo-
graphic data and details of the
Rietveld refinement[39] are
listed in Table 3 and in the Ex-
perimental Section. The ob-
served and calculated X-ray
powder diffraction patterns as
well as their difference curve
after Rietveld refinement are
shown in Figure 1.

Structure description : A de-
tailed insight into the crystal
structure of Ba3Si6O12N2 is re-
quired to understand its lumi-
nescent properties. Here a com-
prehensive crystallographic
structure description is present-
ed, which is based on the struc-
ture refinements described
above. The structural parame-

ters given by Mikami et al. are basically correct.[31,32]

The structure of Ba3Si6O12N2 consists of layers of vertex-
sharing SiO3N tetrahedra of Q3-type, building 6er- and 4er-
rings as fundamental building units (FBU),[40] which leads to
a degree of condensation of k=n(Si):n ACHTUNGTRENNUNG(O,N)=0.43 for the
[Si6O12N2]

6� substructure.
According to Pauling�s rule[41] and

{uB,3,112}[(Si6
[4]O6

[1]O6
[2]N4/2

[3])6�][42,43] the O atoms bridge
two Si atoms (O[2]) or are terminally bound (O[1]), respec-
tively, whereas the N atoms connect three silicon tetrahedral
centers (N[3] ; see Figure 2) (numbers in superscripted square
brackets beside atoms indicate the coordination number of
the atom in question). According to lattice energy calcula-
tions (Madelung part of lattice energy, MAPLE)[44–46] there

Table 1. Crystallographic data for Ba3Si6O12N2, Ba2.56Sr0.44Si6O12N2 and Ba2SrSi6O12N2.
[a]

Formula Ba3Si6O12N2 Ba2.56Sr0.44Si6O12N2 Ba2SrSi6O12N2

Mr [gmol�1] 800.58 778.70 750.86
crystal system trigonal trigonal trigonal
space group P3̄ (no. 147) P3̄ (no. 147) P3̄ (no. 147)
a [�] 7.5218(1) 7.4830(6) 7.4624(2)
c [�] 6.4684(1) 6.4513(5) 6.4234(2)
V [�3] 316.935(8) 312.84(4) 309.78(9)
Z 1 1 1
1calcd [gcm�3] 4.195 4.133 4.025
m [mm�1] 9.857 10.474 11.230
F ACHTUNGTRENNUNG(000) 362 355 344
crystal size [mm3] 0.07 � 0.05 � 0.03 0.01 � 0.01 � 0.02 0.04x 0.04 � 0.02
T [K] 293(2) 293(2) 293(2)
2q range [8] 6.28–60.78 6.28–54.80 6.30–67.52
total reflns 3294 1423 4591
independent reflns 625 479 838
observed reflns 482 338 757
parameters 36 38 38
GOF 0.921 0.919 1.072
R values [I>2s(I)] R1 =0.0256

wR2 =0.0479
R1 =0.0389
wR2 =0.0609

R1 =0.0165
wR2=0.0327

R values (all data) R1 =0.0406
wR2 =0.0506

R1 =0.0764
wR2 =0.0718

R1 =0.0210
wR2=0.0340

max/min residual electron density [e ��3] 1.660/�1.146 1.422/�1.138 0.678/�0.558

[a] Lattice parameters for Ba3Si6O12N2 were taken from the Rietveld refinement based on powder diffraction
data. The refined compositions for the solid solution series are: Ba2.56(2)Sr0.44(2)Si6O12N2 and
Ba2.01(2)Sr0.99(2)Si6O12N2.

Table 2. Selected bond lengths [in �] and angles [in 8] of Ba3Si6O12N2,
Ba2.56Sr0.44Si6O12N2 and Ba2SrSi6O12N2 derived from single-crystal data
(standard deviations in parentheses).

Ba3Si6O12N2 Ba2.56Sr0.44Si6O12N2 Ba2SrSi6O12N2

Ba1�O2 (6 � ) 2.744(3) 2.687(5) 2.660(2)
Ba2�O2 (3 � ) 2.819(3) 2.815(5) 2.819(2)
Ba2�O2 (3 � ) 2.902(3) 2.902(6) 2.884(2)
Ba2�N1 (2 � ) 2.997(6)/3.471(6) 3.02(2)/3.44 (2) 3.017(3)/3.407(3)
Si1�O2 (1 � ) 1.587(3) 1.582(6) 1.586(2)
Si1�O1 (2 � ) 1.649(3)/1.650(4) 1.635(5)/1.651(6) 1.644(2)/1.647(2)
Si1�N1 (1 � ) 1.735(2) 1.737(3) 1.7311(6)

O2-O1-O1 134.6(5) 133.9(3) 133.2(8)
O2-N1-O2 86.3(4) 87.0(2) 87.7(5)
O1-N1-O1 160.1(5) 158.8(2) 158.0(5)

Table 3. Crystallographic data of Ba3Si6O12N2 derived from Rietveld re-
finement.

formula Ba3Si6O12N2

Mr [gmol�1] 780.54
crystal system trigonal
space group P3̄ (no.147)
a [�] 7.5218(1)
c [�] 6.4684(1)
V [�3] 316.935(8)
Z 1
T [K] 293
data range, step width 5�2q�608, 0.018
background treatment 18 fixed background points
profile function pseudo-Voigt (no. 7)
RBragg 1.56
GoF 1.6
reduced c2 2.66
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is a clear assignment of N/O.[41, 32] As expected the MAPLE
of Ba3Si6O12N2 is almost identical with the sum of the re-
spective MAPLE values of the constituting binary compo-
nents BaO, SiO2 and a-Si3N4 (see Table 4). The two crystal-

lographically independent Ba2+ ions occupy the Wyckoff
sites 1a and 2d. They are situated between the silicate layers
and are six- or sevenfold coordinated by (O,N) atoms, re-
spectively (see Figure 3). The crystal structure of
Ba3Si6O12N2, which is isotypic with recently discovered
Sr3P6O6N8,

[47] can be derived from the structure of b-Si3N4.
[48]

The isosteric Si6N14 layers in b-Si3N4 are linked in the third
dimension through SiN4 tetrahedra. A formal derivation of
the structure of Ba3Si6O12N2/Sr3P6O6N8 from b-Si3N4 can be
achieved by a separation of the Si6N14 layers in b-Si3N4 and
intercalating Ba2+ ions (see Figure 2). Similar layered ar-
rangements of Si/O/N tetrahedra with different degrees of
condensation can be found in other Ba oxonitridosilicates as
well, namely Ba3Si6O9N4

[49] and BaSi2O2N2.
[23]

While in BaSi2O2N2 only 3er-rings can be found,
Ba3Si6O9N4

[49] exhibits a structure related to Ba3Si6O12N2,
which however contains different 6er-rings and additional
3er-rings.[50]

The bond lengths Si�O/N in Ba3Si6O12N2 are in the typical
range with 1.59–1.73 � (Ba3Si6O9N4: Si�O/N= 1.60–
1.75 �,[49] BaSi2O2N2: Si�O/N =1.66–1.73 �).[23] The distan-
ces Si�O[1] and Si�O[2] range between 1.59 � for O[1] and
1.61–1.71 � for O[2] and are therefore comparable with re-
lated Ba oxonitridosilicates (e.g. Ba3Si6O9N4: Si�O[1]: 1.60 �,
Si�O[2]: 1.65 �,[49] BaSi2O2N2: Si�O[1]: 1.66 �).[23] Within the
tetrahedra, the Si�N[3] distance is, as expected, the longest
one with 1.73 � (Ba3Si6O9N4: Si�N[3] =1.73–1.75 �,[49]

BaSi2O2N2: Si�N[3] 1.72–1.73 �).[23] The (O,N)-Si-(O,N)
angles range from 103–1168 and correspond well with other
Ba oxonitridosilicates (Ba3Si6O9N4: 103–1148,[49] BaSi2O2N2:
99–1188).[23] Compared to other Ba oxonitridosilicates the

Figure 1. Observed (circles) and calculated (line) X-ray powder diffrac-
tion pattern together with their difference curve after Rietveld refine-
ment (l= 0.709026 �). The upper row of reflection marks corresponds to
Ba3Si6O12N2 and the lower one to b-Si3N4 (25 % w/w).

Figure 2. Comparison of Ba3Si6O12N2 and b-Si3N4: Ba3Si6O12N2 view along
[001] (top), view along [010] (middle), and b-Si3N4 for comparison
(bottom, view along [010]), removing every second Si-atom layer (black)
and substituting the emerging terminal N-atoms by O-atoms results in
layers, topologically similar to those in Ba3Si6O12N2 (Si atoms white, N
black, Ba1 light gray, Ba2 dark gray and O gray).

Table 4. Madelung part of lattice energy (MAPLE) values for
Ba3Si6O12N2 (values given in kJ mol�1).[a]

Ba3Si6O12N2 BaO SiO2 a-Si3N4

MAPLE 105684.75 3527.40 15347.60 53017.53
atom[a] Ba12+ Ba22+ Si4+ (O1[2])2� (O2[1])2� (N[3])3�

MAPLE 1916.15 1890.63 9254.26 2987.00 2303.67 6358.86

total MAPLE (Ba3Si6O12N2) exptl 105684.75
total MAPLE (3 BaO+4.5 SiO2 +0.5a-Si3N4) 106155.17
difference D/% 0.44

[a] Typical partial MAPLE values [kJ mol�1]: Ba2+ : 1500–2000, Sr2+ :
1500–2000, Si4+ : 9000–10200, (O[2])2� : 2400–2900, (O[1])2� : 2050–2800,
N[3]3� : 5200–6300.[72]
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Si-N[3]-Si angle in Ba3Si6O12N2 (1188) is in the same range as
in Ba3Si6O9N4 (118–1208)[49] and BaSi2O2N2 (116–1218).[23]

Cation coordination polyhedra in Ba3Si6O9N4 and
Ba3Si6O12N2 are very similar as well.

In Ba3Si6O12N2 the oxygen atoms in the coordination
sphere of Ba1 form a trigonal antiprism, which can be de-
scribed as well as a distorted octahedron with six equal dis-
tances (Ba1[6]�O =2.74 �), but some angles (see Figure 3)
deviating from 908 (Ba3Si6O9N4: Ba1[6]�O=2.69–2.82 �).[49]

The coordination polyhedron around Ba2 can be described
for Ba3Si6O12N2 as well as for Ba3Si6O9N4 as a capped dis-
torted octahedron (Ba3Si6O12N2: Ba2[7]�O/N=2.82–3.00 �,
Ba3Si6O9N4: Ba2[7]�O/N= 2.70–3.16 �).[49]

In contrast to Ba3Si6O9N4, Ba3Si6O12N2 features excellent
luminescence properties. Mikami[32] has suggested that this
may be due to the longer Ba�N distances and a lower
energy host absorption band of Ba3Si6O9N4 in comparison to
Ba3Si6O12N2.

Solid-solution series of Ba3�xSrxSi6O12N2:Eu2+ : The influence
of the Ba2+ substitution by Sr2+ in the solid-solution series
Ba3�xSrxSi6O12N2:Eu2+ (with x�0.4 and 1) has been studied.
In Ba3�xSrxSi6O12N2:Eu2+ a substitution of Ba2+ by smaller
Sr2+ mainly affects the Ba1 site (see Figure 3), which might
be due to the smaller coordination number of this site. The
substitution of Ba2+ by Sr2+ significantly influences the
bond length Ba1/Sr1-O2, which decreases with increasing
amount of Sr2+ (Ba3Si6O12N2: 2.74 �, Ba2SrSi6O12N2:
2.66 �) as the silicate layers approach along [001] upon sub-
stitution. Thereby, the curvature of the corrugated layers in-
creases as well, especially around the Ba1/Sr1 sites. Table 2
shows the interatomic distances of selected atoms for
Ba3Si6O12N2, Ba2.56Sr0.44Si6O12N2 and Ba2SrSi6O12N2, respec-
tively.

High-pressure and high-temperature behavior : In-situ high-
pressure and high-temperature studies of luminescent mate-
rials were shown to be useful in optimizing the manufactur-
ing process of several (oxo-)nitridosilicate phosphors. There-
fore, ex-situ and in-situ investigations of Ba3Si6O12N2 were
performed from 0.15 to 18 GPa and temperatures ranging
from 100 to 1500 8C in order to evaluate the stability. This
should be representative for the Ba/Sr solid-solution series
as well. Ex-situ investigations at ambient conditions on HP/
HT treated samples in the range from 9 to 18 GPa and at
temperatures from 800 to 1200 8C using a Walker-type multi-
anvil press were carried out. Formation of small amounts of
b-Si3N4 besides Ba3Si6O12N2 indicate that Ba3Si6O12N2 might
not be stable above 14 GPa. In-situ high-pressure X-ray dif-
fraction investigations at the synchrotron (MAX80, Beam-
line F2.1 Desy/Hasylab Hamburg) confirmed the instability
of Ba3Si6O12N2 and elucidated the underlying mechanism.
Above 0.15 GPa decomposition into the related Ba oxonitri-
dosilicate BaSi4O6N2

[51] was identified already at room tem-
perature. This suggests that the formation of at least one
amorphous phase is likely, since no other crystalline phase
could be observed, particularly no Si3N4. The quantity of
crystalline BaSi4O6N2 increased in comparison to the re-
maining Ba3Si6O12N2 as the pressure was increased. At
9 GPa the sample showed distinct signs of amorphization,
which was reversible after pressure release. Again at ambi-
ent pressure the powder pattern indicates mainly
Ba3Si6O12N2; however, slight traces of BaSi4O6N2 still could
be detected. Therefore, the pressure-induced transformation
from Ba3Si6O12N2 into BaSi4O6N2 is mostly reversible. The
same transformation is also observed at elevated tempera-
tures (�0.15 GPa) and the relative amount of BaSi4O6N2 in-
creases from 100 to 1500 8C successively. Furthermore,
above 1200 8C two other decomposition products emerge:
BaSi2O2N2

[23] and b-Si3N4.
[48]

The temperature- and pressure-induced transformations
of Ba3Si6O12N2, as observed under in-situ conditions, mainly
agree with the final products detected ex-situ after HP/HT
treatment. The formation of b-Si3N4 results from excursion
to high temperatures above about 1200 8C (or at high pres-
sures already at lower temperatures), either as a result of
the instability of Ba3Si6O12N2 or from crystallization of ini-
tially amorphous and therefore in XRD not detectable
Si3N4.

Luminescence : Samples of Ba3Si6O12N2 were doped with
2 mol % Eu2+ in order to study photoluminescence.
Ba3Si6O12N2:Eu2+ exhibits an intense green body color due
to 4f7ACHTUNGTRENNUNG(8S7/2)!4f65d absorption of Eu2+ in the blue to green
spectral range. Under near-UV to blue light irradiation a sa-
turated green emission band with a peak wavelength of
�527 nm is observed (full width at half maximum (FWHM)
�65 nm). The broad excitation band enables efficient exci-
tation at wavelengths below 450 nm.

The excitation (PLE) and emission (PE) spectra of sever-
al samples of Ba3�xSrxSi6O12N2:Eu2+ are shown in Figures 4
and 5. For x=0 the broad emission band almost matches the

Figure 3. Coordination polyhedra and the corresponding angles of the
two different Ba sites in Ba3Si6O12N2 (N atoms black, Ba1 light gray, Ba2
dark gray and O gray).
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spectrum of Eu2+-activated BaSrSiO4:Eu2+ phosphors[52]

and resembles typical Eu2+ spectra observed for other oxo-
nitridosilicate compounds (e.g., MSi2O2N2:Eu2+).[53] For
11 % Sr the emission spectrum nearly coincides with that of
SrSi2O2N2:Eu2+ . The spectral half-width of 2310 cm�1 (0 %
Sr) lies between the values observed for BaSi2O2N2:Eu2+

(1340 cm�1) and SrSi2O2N2:Eu2+ (2423 cm�1).[53] The former
exhibits an exceptionally small FWHM value that corre-
sponds to direct emitting cyan-green LEDs and can be at-
tributed to the presence of only one very symmetrical crys-
tallographic M2+ site as well as a small Stokes shift.

Ba3Si6O12N2:Eu2+ has a Stokes shift of �2600 cm�1 which
is higher than the values for BaSi2O2N2:Eu2+ (1030 cm�1),
but significantly lower than the Stokes shift of
SrSi2O2N2:Eu2+ (4740 cm�1).[53] Partial substitution of Ba by
Sr causes a noticeable red-shift and broadening of the emis-
sion band (see Table 5). As expected, the unit cell contracts
with increasing amounts of Sr2+ (see crystallographic data,
Table 1). Typically, such a unit-cell contraction involves de-
creasing interatomic distances between Eu2+ and its ligands
and thus results in a larger crystal field strength at the acti-
vator site, leading to a red-shift of the emission band. An-
other factor that may affect the spectral shift and half-width

is the presence of two different crystallographic sites, Ba1
and Ba2, which exhibit slightly different coordination (see
Figure 3) and interatomic distances (see Table 2).

Due to their smaller but very similar ionic radii, Sr2+ as
well as Eu2+ (compared to Ba2+) should both preferentially
occupy the distorted octahedral Ba1 site. Unless more than
1/3 of Ba is substituted by Sr and Eu, Eu2+ can always com-
pete with the larger Ba2+ for the smaller Ba1 site. The spec-
tral shift in the Ba/Sr-mixed compound is mainly caused by
a unit-cell contraction. The increase in spectral width at
higher Sr concentration can be attributed to an increasing
Stokes shift. However, Mikami et al. suggested emission
from Eu2+ primarily occupying the Ba2 site.[32]

Band structure and density of states : The band structure cal-
culations (Figure 6) indicate that the material has an indirect
band gap of 4.80 eV (using GGA), which is in good agree-

ment with the previously reported value of 4.63 eV[32] using
GGA. The band gap calculated using a modified Becke-
Johnson potential with GGA (mBJ-GGA)[54] is 6.93 eV and
accounts for the typical underestimation of the band gap.
The modified potential is a semi-local exchange potential
that allows for the correct calculation of the band gap in in-
sulators and semiconductors. This potential is ab initio and
requires no further input during the calculation. The total
density of states (DOS) and partial DOS is derived from in-
tegrating momentum space and is shown for all atomic sites

Figure 4. Excitation (gray), reflectance (light gray) and emission (black)
spectra of Ba3Si6O12N2: Eu2+ (2 mol % Eu2+).

Figure 5. Excitation (PLE) and emission (PE) spectra of
Ba3�xSrxSi6O12N2:Eu2+ (several samples) with varying Sr contents. Excita-
tion and emission spectra with 0 % Sr are depicted in black, with 11 % Sr
in light gray, with 34 % Sr in dark gray.

Table 5. Peak emission wavelength and spectral half-width of
Ba3�xSrxSi6O12N2, depending on the partial substitution of Ba by Sr (Eu2+

content 2%).

Sr concentration [%] lmax [nm] FWHM [cm�1]

0 523 2310
11 532 2360
34 549 2510

Figure 6. The total density of states (right, measured in states/eV-unit
cell) and the band structure (left) of Ba3Si6O12N2:Eu2+ show the calculat-
ed direct (5.08 eV) and indirect (4.80 eV, A–G) band-gap values. The den-
sity of states (DOS) is broadened by a Gaussian function with a FWHM
of 0.1 eV to aid in visual analysis.

Chem. Eur. J. 2010, 16, 9646 – 9657 � 2010 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim www.chemeurj.org 9651

FULL PAPEROxonitridosilicates

55



in Figure 6 and 7, respectively. The DOS shows that
Ba3Si6O12N2 exhibits a mixture of ionic bonding and weak
covalent contributions. The Ba 5s electrons are highly local-
ized and exhibit orbital-like behavior with no bonding.
There is no indication of any Ba 6s states, thus the respec-
tive electrons of Ba are fully transferred to the N and O
anion sites. The Ba 5p states are split by total angular mo-
mentum; the j= 1/2 are highly localized and non-bonding,
while the j=3/2 participate largely in the valence band (VB)
covalent bonds with a small degree of participation in the
conduction band (CB). The Ba 4f states play a key role in
the formation of the CB, exhibiting a large peak (localized
concentration of states) buried 5 eV into the CB. The CB
states that are situated below 10 eV are primarily unfilled
Ba 5d states. The Si s,p,d states show a large degree of hy-
bridization with the O and N sites in conjunction with a
large amount of charge transfer to the anion sites. The N
and O sites suggest weak covalent bonds to the Si atoms;
the N2d and O6g#2 2s states are highly localized with little or
no bonding, but the N and O p states have a large degree of
hybridization. The O6g#1 2s states, however, show an affinity
to form covalent bonds with Si, extending further to the
O6g#1 2p band as well. The N and O 2p states make up the
majority of the VB with modest contribution to the CB.

Band-gap determination using soft X-ray spectra : The par-
ticipation of the N and O p states in both the VB and CB

makes studying the K-edge spectra of these elements an ex-
cellent probe for the electronic structure properties in gener-
al and the band gap in particular. We will first focus on the
oxygen spectra.

Figure 8 shows the O K-edge soft X-ray spectroscopy
measurements; this includes the O Ka X-ray emission spec-
tra (XES) and O 1s X-ray absorption near edge spectra
(XANES). There are three distinct features labelled d–g
(see Figure 8) in the Ba3Si6O12N2:Eu2+ O 1s XANES spec-
trum. The calculated O 1s XANES spectrum reproduces all
the marked features and the general shape of the experi-
mental spectrum very well. The true XANES spectrum con-
sists of a summation of two spectra from the two non-equiv-
alent O sites. These O 1s binding energies differ by 1.92 eV,
owing to the different local symmetry (bridging bonds and
tetrahedral bonds), which was determined with density func-
tional theory (DFT) calculations. However, the energy sepa-
ration seen in the measured XANES spectra is 1.76 eV,
owing to the effect of an O 1s core hole. There is a small
disagreement between the calculated and measured spec-
trum, mainly feature f (see Figure 8) is more intense in the
measured spectrum than in the calculated spectrum. The
added intensity is due to a third contributing spectrum,
which is most likely from SiO2 contamination. One of the

Figure 8. Non-resonant O Ka XES and O 1s XANES (left), and resonant
O Ka XES (right) of A) measured Ba3Si6O12N2:Eu2+ , B) total calculated
Ba3Si6O12N2:Eu2+ , C) measured SiO2, D) calculated O6g#1 site, and E) cal-
culated O6g#2 site are shown. The main features in the O Ka XES and
O 1s XANES spectra for Ba3Si6O12N2:Eu2+ are marked a–g. The right
panel shows the resonant excitation energy of O Ka XES with the excita-
tion energy indicated above each spectrum. The dashed lines indicate the
contribution from SiO2. The effect of the core hole is demonstrated with
the simulated XANES spectra without the inclusion of the core hole, this
is displayed as the dashed line plot in the left panel. The second deriva-
tives of the experimental spectra are displayed in the lower left panel.
The valence band (Ev) and conduction band (Ec) edges are indicated on
the scatter line (the resonant XES spectra with the excitation energy in-
dicated above, u=O6g#2:Ev), the solid black line (the experimental
Ba3Si6O12N2:Eu2+ spectra, v=O6g#1:Ev, w =O6g#1:Ec, x=O6g#1:Ec) and the
gray line plots (the experiment SiO2 spectra, y= SiO2:Ev, z=SiO2:Ec).

Figure 7. The density of states (DOS) is split into atomic site and electron
symmetry contributions. The panels are labelled according to their Wyck-
off site, furthermore the O6g#1 site refers to the site that forms bridging
bonds to silicon. The s states are displayed black (solid), p states gray
(solid), d states black (dotted) and f states gray (dotted). The DOS were
broadened with a constant Gaussian of 0.1 eV FWHM and displayed in
energy scale such that 0 eV corresponds to top of the valence band (i.e.,
the filled states). The large intensity peaks were scaled; the Ba1a 5s states
(reduced by 80%), 5p1/2 states (reduced by 80%), 4f states (reduced by
80%), and the Ba2d 5s states (reduced by 85 %), 5p1/2 states (reduced by
88%), 4f states (reduced by 80 %).
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starting materials for synthesis of Ba3Si6O12N2:Eu2+ is a-
Si3N4, and there are significant amounts left after synthesis.
Also, this material forms a surface SiO2 layer under atmos-
phere readily, which will provide a spectral contribution to
the O 1s XANES spectrum. This contamination and the two
non-equivalent O sites were explored further with resonant
XES. In the O Ka XES spectrum of Ba3Si6O12N2:Eu2+ three
spectral features can be found. Feature c (see Figure 8) is
very subtle and is a high-energy shoulder that has been in-
creased in intensity due to SiO2 contamination. The low-
energy peak a (see Figure 8) not seen in the simulated spec-
trum is also due to SiO2. The two non-equivalent O sites are
shifted by the difference in the 1s binding energy mentioned
above (and not corrected for core hole effect since it is not
present in the XES final state). In these spectra the excita-
tion energy is tuned to resonant features of the XANES
spectra. This allows the excitation of specific atomic sites
within the lattice. Feature a in the O Ka resonant XES in-
creases in intensity with excitation energies of 555.1 to
541.7 eV. The 541.7 eV excitation corresponds to the maxi-
mum absorption cross section in SiO2, which is why the SiO2

feature is the most intense. Feature c (see Figure 8) also in-
creases in intensity, which is due to SiO2 and confirms that
SiO2 is present on the surface. Tuning the excitation to even
lower energy reduces the contributions of these peaks.

At an excitation energy of 535.5 eV, the emission spec-
trum changes drastically showing no signs of the O6g#1 site or
the features of the SiO2 contamination. The emission stems
now purely from the O6g#2 p states and matches the calculat-
ed spectrum perfectly.

The lower energy resonant XES spectra are the same
except that there are contributions from the other O atoms
in the material; these are more apparent since the absorp-
tion cross sections of all the O atom sites are very low.
These results suggest that the calculated spectrum for XES
and XANES are correct if we properly consider the SiO2

contamination.
The use of XES and XANES spectra to determine the

top of the valence and bottom of the conduction band is not
trivial due to the inherent experimental broadening mecha-
nisms, difficulties in energy calibration, and the effect of the
core hole on the absorption spectra. The energy positions of
the conduction and valence band edges are determined by
taking the second derivative of the experimental spectra
(see Figure 8) and the first peak (above the level of noise)
in the second derivative is used as the edge location.[55] The
comparison of the SiO2 second derivative to the non-reso-
nant Ba3Si6O12N2:Eu2+ shows that the SiO2 valence band
edge is located somewhere between the two edges of the
oxygen non-equivalent sites. The conduction band edge of
SiO2 is much higher in energy than Ba3Si6O12N2:Eu2+ (this is
due to the very large band gap) and should present no prob-
lem for determining the bottom of the conduction band of
Ba3Si6O12N2:Eu2+ with O 1s XANES. The top of the valence
band, however, can be more accurately determined by using
resonant XES. Since the valence band edge of the O6g#1 site
is very close to SiO2, we determined the edge of the O6g#2

site. The O Ka XES spectrum with excitation energy of
535.5 eV is used to determine the O6g#2 site valence band
edge; this was shown earlier to resemble the calculated
spectrum best for that site. The edge locations of the O6g#1

are determined from the site splitting that is calculated,
which makes the band gaps identical. The determined band
gap for this site is 7.10�0.20 eV and the corresponding VB
and CB edge values are listed in Table 6. The details of the
band-gap determination are further discussed in the experi-
mental section.

We now turn to the discussion of the nitrogen spectra.
The N 1s XANES spectrum of Ba3Si6O12N2:Eu2+ exhibits
three features k–m (see Figure 9), which are reproduced
well in the calculated Ba3Si6O12N2: Eu2+ N 1s XANES spec-
trum. The position of feature l is slightly distorted, because
of the presence of a-Si3N4 (as discussed previously). The ad-
dition of this spectrum increases the spacing between the
features k and l in the experiment with comparison to the
calculated N 1s XANES spectrum. Feature m remains rela-
tively unchanged because the a-Si3N4 N 1s XANES spec-
trum is very smooth in this region. The effect of this impuri-
ty is readily seen in the N Ka XES spectra. The non-reso-
nant N Ka XES spectrum displays the features h–j, which
are reproduced in the calculated spectrum as well (see
Figure 9). There remains still moderate agreement between
features i and j in experiment; however feature h is overesti-
mated in the calculated spectrum. This can be explained
with the consideration of a-Si3N4 contribution to the mea-
sured spectrum. Feature h is present in the calculated spec-
trum and appears not to be present in the measured spec-
trum. However, this feature is present and has been re-
moved due to the summation of Ba3Si6O12N2:Eu2+ and b-
Si3N4. Furthermore, it is enhanced with selective excitation
as seen in the resonant XES spectra. Many of the resonant
N Ka XES spectra look very similar except for the two ex-
cited at 404.4 and 407.3 eV. In these spectra features h and i
are enhanced and provide better agreement with the calcu-
lated spectrum. These spectra are the result of exciting on
the two resonant features k and l in the N 1s XANES spec-

Table 6. Band-gap determination using data from XES and XANES
spectra in conjunction with DFT results. The sites are labelled according
to their Wyckoff sites. The measured valence band and conduction edge
locations are presented. The core hole effect has been rounded to the
nearest 0.05 eV, and the final value of the band gap is average of the two
independent determined values of the O K-edge and N K-edge. The
measured band gap is compared the values obtained using GGA-PBE
and mBJ-GGA.

N2d O6g#1 O6g#2

valence band edge [eV] 394.45�0.15 528.45�0.15 526.55�0.15
conduction band edge [eV] 401.20�0.15 535.10�0.15 533.35�0.15
core hole shift [eV] 0.25 0.45 0.30
site band gap [eV] 7.00�0.20 7.10�0.20 7.10�0.20

average measured band gap [eV] 7.05�0.25
calculated band gap (GGA-PBE) [eV] 4.80
calculated band gap (mBJ-GGA) [eV] 6.93
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trum, which are attributed to Ba3Si6O12N2:Eu2+ . This shows
that the calculated spectrum is a very reasonable representa-
tion of the material with the consideration of a-Si3N4 that is
present in the sample. The band gap has also been deter-
mined using the N sites. The DOS results show that 1) both
the N and O electron states contribute to the band gap and
2) that the band gaps determined from the N and O site
should be identical. The same method used for the oxygen
sites and explained above is applied to the nitrogen sites;
resonant XES again is used to preferentially excite the ni-
trogen atoms that are part of the Ba3Si6O12N2:Eu2+ matrix.
The second derivative of a-Si3N4 has a valence band edge
that is higher in energy than Ba3Si6O12N2:Eu2+ and the con-
duction band edge is higher in energy as well. The band
gaps of these materials are predicted to be very similar[32, 56]

and the offset in the spectra is due to the differences in the
nitrogen-bonding environment (the N 1s binding energy is
slightly different). The a-Si3N4 contribution to the N Ka

XES spectrum is removed as much as possible through reso-
nant XES to obtain the best determination of the N valence
band edge.

The excitation energy of 407.3 eV of the resonant XES
spectrum was used to determine the valence band edge. The
band gap obtained is identical to the one obtained for the

O K-edge 7.00�0.2 eV and the corresponding VB and CB
edge values are summarized in Table 6. To summarize, the
average band gap obtained from both oxygen and nitrogen
sites is 7.05�0.25 eVThese agree with each other within the
experimental precision (�0.25 eV), and are determined
from the experimental spectra with a small correction de-
rived in our calculations to account for the presence of the
core hole and non-equivalent sites.

Conclusion

The high color purity, the small thermal quenching[57] at ele-
vated temperatures, and the intense green color with a
broadband emission spectrum peaking at �527 nm and a
FWHM of �65 nm renders Ba3Si6O12N2:Eu2+ a promising
phosphor for pc-LED based general illumination and dis-
play applications.[12, 31,32 , 52,58, 59]

Especially important for the luminescence properties is
the band gap being large enough to avoid the lowest Eu d
states being too close to the conduction band and the ther-
mal ionization of the photoexcited 5d electrons of Eu2+ .[32]

In the case of Ba3Si6O9N4:Eu2+ this effect becomes very ap-
parent; the narrower band gap and a smaller crystal field
splitting provide quite different optical properties compared
to Ba3Si6O12N2:Eu2+ . Although the crystal structure and
chemical formula of Ba3Si6O9N4

[49] appear rather similar to
the one of Ba3Si6O12N2, its luminescence properties render it
inapplicable for use in pc-LEDs.

Structural studies at high-pressure and high-temperature
reveal a decomposition of Ba3Si6O12N2, mainly into
BaSi4O6N2, and can explain the sintering behavior of this
material.

The band gap is an important parameter for the lumines-
cent properties. Synchrotron-based soft X-ray emission and
absorption spectra were measured and compared to the re-
spective density functional theory calculations. The calculat-
ed band gap from these calculations is 4.80 eV (indirect)
using GGA-PBE; however, this method strongly underesti-
mates the band gap. The XES and XANES spectra were cal-
culated and show excellent agreement with the experimental
ones when the presence of the core hole is taken into ac-
count. The calculations were also used to discuss and deter-
mine energy shifts due to the presence of the core hole and
site splitting in the two non-equivalent oxygen sites. These
considerations allow a reliable experimental determination
of the band gap of Ba3Si6O12N2:Eu2+ , which is found to be
7.05�0.25 eV for both the N and O K-edge measurements.
This value agrees with the calculated band gap of 6.93 eV
(mBJ-GGA) within experimental error. Furthermore, the
valence band is shown to be primarily made up of N and
O p states and the conduction band of primarily Ba d and f
states, with a small contribution from the N and O p states.
The bonding of the Ba atoms is highly ionic with only the
4p3/2 participating in covalent bonds, which makes this mate-
rial ideal for cation substitution.

Figure 9. Non-resonant N Ka XES and N 1s XANES (left), and resonant
N Ka XES (right) of A) measured Ba3Si6O12N2:Eu2+ , B) total calculated
Ba3Si6O12N2:Eu2+ , and C) measured a-Si3N4 are shown. The main fea-
tures in the N Ka XES and N 1s XANES spectra for Ba3Si6O12N2:Eu2+

are denoted h–m. The panel on the right hand side shows the resonant
N Ka XES with the excitation energy indicated above each spectrum.
The dashed lines indicate the peaks that result from the remaining a-
Si3N4. The effect of the core hole is demonstrated with the simulated
XANES spectra without the inclusion of the core hole, this is displayed
as the dashed line plot. The second derivatives of the experimental spec-
tra are displayed in the lower left panel. The valence band (Ev) and con-
duction band (Ec) edges are indicated on the scattered line (the resonant
XES spectra with the excitation energy indicated above, u= N2d:Ev), the
solid black line (the experimental Ba3Si6O12N2:Eu2+ spectra, v =N2d:Ec)
and the grey line plots (the experiment a-Si3N4 spectra, w=Si3N4:Ev, x=

Si3N4:Ec).
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As a consequence of this, our future research will focus
on in-situ investigations of material properties to intention-
ally access new compounds with respect to the specific re-
quirements for efficient phosphors.

Experimental Section

High-pressure synthesis of Ba3Si6O12N2 and ex-situ high-pressure investi-
gations : The high-pressure synthesis of Ba3Si6O12N2 was carried out by
using the multianvil technique[34–36] with a hydraulic press (Voggenreiter,
Mainleus). Cr2O3-doped MgO-octahedra (Ceramic Substrates & Compo-
nents, Isle of Wight) with an edge length of 10 mm were used. Eight trun-
cated tungsten carbide cubes separated by pyrophyllite gaskets served as
anvils for the compression of the octahedra. The truncation edge length
was 5 mm. Powder of ambient-pressure BaSi2O2N2

[23] was loaded into a
cylindrical capsule of hexagonal boron nitride (Henze, Kempten) with a
capacity of 4 mm3 and sealed with a BN cap. The capsule was centered
within two nested graphite tubes, which acted as an electrical resistance
furnace. The remaining volume at both ends of the sample capsule was
filled out with two cylindrical pieces of magnesium oxide. The arrange-
ment was placed into a zirconia tube and then transferred into a pierced
MgO octahedron. Two plates of molybdenum provided electrical contact
for the graphite tubes. The assembly was compressed up to 14 GPa at
room temperature within 2.5 h and then heated up to 1000 8C within
12 min. Under these conditions, the sample was held for 12 min and
cooled down to 600 8C within 30 min. The sample was then quenched to
room temperature, followed by decompression over 9.6 h. By this proce-
dure about 5 mg of Ba3Si6O12N2 were obtained as a dark gray substance.
The temperature was calculated from the electrical power applied to the
furnace which was determined on the basis of calibration curves from
measurements with W97Re3W75Re25 thermocouples, as described in ref.[60]

Ex-situ high-pressure measurements were performed at 9, 12, 14, 16, and
18 GPa, respectively.

Single-crystal synthesis : To synthesize single crystals of Ba3Si6O12N2,
BaCO3 (0.49 mmol, powder, Alfa Aesar, 98 %), SiO2 (0.75 mmol, Aero-
sil

�

A380 nano-powder, Degussa, � 99.8 %), crystalline a-Si3N4

(0.25 mmol, excess, powder, UBE Industries, 98%), and EuF3

(0.01 mmol, powder, Aldrich Chemical, 99.99 %) were mixed together,
ground in an agate mortar, and placed into a tungsten crucible inside a
glovebox under Ar atmosphere (Unilab, Fa. Braun, Garching, O2

<1 ppm, H2O <1 ppm). The crucible was then heated inductively in the
water cooled quartz reactor of a radio-frequency furnace (typ TIG 10/
100, frequency: 100 kHz, max. electrical output: 10 kV, Huettinger, Frei-
burg) under N2 atmosphere (purified by passing columns of silica gel
(Merck), KOH (Merck, �85%), molecular sieve (Merck, 4 �) and P4O10

(Roth, Granulopent
�

) to 1150 8C with a rate of about 23 8C min�1. The
temperature was then increased to 1350 8C over a period of 9 h, kept at
this temperature for 1 h, and was then again increased to 1400 8C over a
period of 20 h. After another temperature enhancement to 1425 8C over
a period of 1 h, the sample was cooled down to 650 8C with a rate of
about 0.33 8C min�1 to offer best conditions for good crystallinity.
Ba3Si6O12N2 showing green luminescence when excited with UV-light was
obtained in the shape of a hard and flat ingot coated with a transparent
Matrix of glassy like a-Si3N4 which has to be removed to achieve single
crystals. To get samples of the solid-solution series SrCO3 (powder, Alfa
Aeser, 98%) was used beside the other reactants.

Single-crystal X-ray diffraction : Mechanically isolated green luminescent
(Ba3Si6O12N2:Eu2+) and yellow greenish ((Ba,Sr)3Si6O12N2:Eu2+) single-
crystals obtainend by RF-furnace synthesis were mounted on glass fibres
and checked for quality by Laue photographs on a Buerger precession
camera. Intensity data were collected on a STOE IPDS-I diffractometer
with imaging plate detector and graphite monochromator (Ba3Si6O12N2)
or on a Nonius Kappa-CCD diffractometer with graded multilayer X-ray
optics (Ba2.56Sr0.44Si6O12N2 and Ba2SrSi6O12N2), both using MoKa radiation
(l=0.71073 �). Semiempirical absorption corrections based on equiva-
lent reflections were applied[61] before the structures were solved by

direct methods in space group P3̄ (no. 147).[37] Full-matrix least-squares
refinements of models developed from the initial solutions were executed
with SHELXL[38] with anisotropic displacement parameters for all atoms.
Further details of the crystal structure investigations may be obtained
from Fachinformationszentrum Karlsruhe, 76344 Eggenstein-Leopoldsha-
fen, Germany (fax: (+ 49)7247-808-666; e-mail, crysdata@fiz-karls ACHTUNGTRENNUNGruhe.
de, http://www.fiz-karlsruhe.de/request_for_deposited_data.html) on
quoting the depository numbers CSD-421322 (Ba3Si6O12N2), CSD-421323
(Ba2SrSi6O12N2), and CSD-421324 (Ba2.56Sr0.44Si6O12N2).

Powder X-ray diffraction : X-ray diffraction experiments on powder sam-
ples of Ba3Si6O12N2 were performed on a STOE STADI P powder dif-
fractometer in Debye–Scherrer geometry with Ge ACHTUNGTRENNUNG(111)-monochromat-
ized MoKa1 radiation (l=0.709026 �). The sample was enclosed in a
glass capillary with 0.1 mm diameter. A Rietveld refinement was carried
out using the program package Fullprof.[39] Estimated standard deviations
were calculated in agreement with reference [62]. The atomic parameters
agreed with the single crystal data within the standard deviations (2s). b-
Si3N4

[48] was included as a second phase (24.5 % w/w) (see Figure 1).

In-situ high-pressure and high-temperature measurements : In-situ high-
pressure measurements were performed with the multianvil high-pressure
apparatus MAX80 (NRD Tsukuba, Japan), which is located at the Ham-
burger Synchrotronstrahlungslabor (HASYLAB, Beamline F.2.1) for in-
situ high-pressure and high-temperature X-ray diffraction investigations.
Energy-dispersive diffraction patterns were recorded by using white X-
rays from the storage ring DORIS III. The pressure was measured by
using the high-pressure equation of state for admixed NaCl by Decker.[63]

The beamline was equipped with a Ge solid-state detector, situated at
the press frame and tracking the adjustment of the whole apparatus in re-
lation to the X-ray beam.

The multianvil apparatus was equipped with six tungsten carbide anvils
that were driven by a 2.500 N uniaxial hydraulic ram. The top and
bottom anvil were driven directly, the lateral anvils by two load frames
and four reaction bolsters. The maximum pressure for the 8 mm cube set-
up was approximately 9 GPa with temperatures up to 1600 8C, which
were produced by an internal graphite heater. The high-pressure cell con-
sisted of a cube made of boron epoxy resin and the gaskets between the
anvils are formed from the boron epoxy cube�s material during the runs.
The high-pressure cell was filled with the ground sample, the graphite
heater, the pressure standard (NaCl) and the thermocouple, which was
insulated by boron nitride. The sample was surrounded by rings made
from pyrophyllite for electrical insulation and as a quasi-hydrostatic pres-
sure transmitting medium. Copper rings contacted the heater at the top
and bottom anvils.

Luminescence : Photoluminescence measurements were carried out with
a spectrofluorimeter, equipped with a 150 W Xe lamp, two 500 mm
Czerny–Turner monochromators, 1800 1 mm lattices and 250/500 nm
lamps, providing a spectral range from 230–820 nm.

EDX measurements : The carbon coated sample was examined with a
scanning electron microscope (SEM) JSM-6500F (Joel, Japan, maximum
acceleration voltage 30 kV). Qualitative and semi-quantitative elemental
analyses were carried out using an energy dispersive spectrometer
(Model 7418, Oxford Instruments, United Kingdom).

Soft X-ray spectroscopy : The XANES measurements were performed at
the SGM[64] beamline of the Canadian Light Source, Saskatoon, Saskatch-
ewan (Canada). The XANES measurements were taken in total fluores-
cence yield mode with an experimental resolving power E/DE of approxi-
mately 5000. The XES measurements were performed with the soft X-
ray fluorescence spectrometer at Beamline 8.0.1[65] of the Advanced
Light Source, Berkeley, California (USA). The resolving power in the
emission experiments was approximately 700. All measurements were
taken with the sample orientated 308 from normal with respect to the in-
coming beam. A powder sample was pressed into freshly scraped indium
foil in order to minimize background contributions from oxygen during
the measurements. The measured spectra were calibrated with reference
spectra from well-characterized samples. The N K-edge spectra were cali-
brated using hexagonal BN, using the peaks near the band gap with as-
signed values 392.6 eV for XES and 394.4 eV for XANES, respectively.
The O K-edge spectra were calibrated with BGO (Bi4Ge3O12) with peak
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values near to the band gap assigned as 526.4 eV and 532.7 eV for XES
and XANES spectra, respectively. The ab initio density functional theory
(DFT) calculations employed the commercially available WIEN2k DFT
software.[66] This code uses Kohn–Sham methodology with spherical wave
functions to model core orbitals, linearized augmented plane waves
(LAPW), semi-core, and valence states.[67, 68] The exchange interactions
used were the generalized gradient approximation (GGA) of Perdew–
Burke–Ernzerhof[69] and the modified Becke–Johnson potential within
GGA (mBJ-GGA).[54] We note that this approximation is known to
strongly underestimate the band gap, but can provide good agreement
with the shape of the valence and conduction bands and therefore the
measured soft X-ray spectra. The proper simulation of the XES and
XANES measurements requires that one considers the final state of the
system during the measurement. The final state of the XES measurement
can be approximated as the ground state of the system; all of the core
electrons are present. The simulation of this measurement requires no
modification of the system. The final state after a XANES measurement
included a missing core electron. The effects from this core hole were
modelled in the current work by including a single core hole inside of a
supercell. This supercell was a larger cell made by replicating the unit
cell along its common axes approximating the core hole density that is
seen in experimental measurements.

The only input to the calculation was the crystal structure as determined
by X-ray diffraction. The ground-state calculations were carried out on
the unit cell with a 1000 k-point mesh. The sphere sizes used to define
the core electrons were 2.400, 1.800, 1.4810, and 1.1590 Bohr for Ba, Si,
N, and O, respectively, and the energy cut off was set to �6.0 Ryd. The
size of the supercell used was 2� 1 � 1 of the unit cell (46 atoms) with a
100 k-point mesh. Normally a larger supercell would be used, but due the
large interstitial space between the Ba ations and the N or O anions ex-
tensive memory resources (� 6 GB memory per k-point) was required
for the plane wave expansion, and so the size of the supercell had to be
limited in order to achieve convergence in a reasonable time frame with-
out limiting the plane wave basis size.

The simulated spectra were broadened to facilitate comparison with the
experiments. A combination of Lorentzian and Gaussian functions was
used to emulate the core-hole lifetime broadening[70] (DE=0.10 eV for
oxygen and DE=0.09 eV for nitrogen), final-state lifetime broadening[71]

(this is variable broadening and scales with the energy squared from the
central point being the conduction band edge) with a scaling factor of
0.30 for N and 0.20 for O, instrumental broadening with a scaling factor
of 0.30 for N and 0.20 for O, and instrumental broadening (this is resolu-
tion of the beamline and spectrometer) with a FWHM of 0.40 at 400 eV
and 0.40 at 520 eV for the spectrometer, respectively, and 0.80 at 400 eV
and 0.80 at 520 eV for the monochromator, respectively.

The band-gap determination used a combination of experimentally mea-
sured and calculated results. There were three key considerations this
study used when determining the band gap. 1) The VB and CB edge lo-
cations were determined by using the second derivative, which has been
previously successful.[55] 2) The site splitting, which occurs because of
non-equivalent core electron binding energy in non-equivalent sites was
determined from DFT results. 3) The XANES measurements were
strongly affected by the core hole present in the final state; again DFT
calculations provide an estimate in the shift of the CB that is caused by
the core hole. These three effects were added numerically to the initially
determined band gap and provide a reliable estimate of the actual band
gap.
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ABSTRACT: The newly synthesized manganese carbodiimide is anti-
ferromagnetic, green in color, and optically transparent. The electronic
properties of MnNCN are relatively unstudied; determining the electronic
band gap and understanding the effects of the O2−→ NCN2− substitution is
extremely important to use this material for practical applications. We
present high-resolution measurements of the local density of electronic states
of MnNCN and compare them to spectra simulated using detailed density
functional theory calculations. We further show that MnNCN has a larger
degree of covalent bonding than MnO and has a reduced indirect electronic
band gap of 3.40 ± 0.20 eV of the charge-transfer type. However, the
mechanism for this band gap reduction is not clear and requires further study. In conclusion, MnNCN is a wide band gap,
antiferromagnetic semiconductor suitable for applications that currently use MnO but require a smaller electronic band gap.

■ INTRODUCTION
Manganese oxide (MnO) is an antiferromagnetic semi-
conductor whose electronic1−3 and magnetic properties2,4−6

have been thoroughly studied. While applications using MnO
do not typically exploit its electronic properties, recently, it has
been shown that MnO may be a candidate material for
photovoltaic applications if one can mitigate the electron or
hole transport issues.7 Furthermore, the magnetic properties of
MnO nanoparticles allow for possible spintronic applications.5

The recent report of the successful synthesis of manganese
carbodiimide (MnNCN),8 also an antiferromagnetic semi-
conductor,9 followed by the discovery of a new MnO structure3

continues to motivate the study of the electronic properties of
Mn2+ compounds.
The structure of MnNCN is similar to MnO in that the Mn

atoms (and the anions) are both octahedrally coordinated but
differ from MnO in that the substitution of O2− → NCN2−

rearranges the structure to have a rhombohedral distortion
from the rock-salt structure of MnO. However, it is well-known
that MnO undergoes a rhombohedral distortion during an
antiferromagnetic transition10 at low temperatures. As such,
studying the electronic properties of MnNCN is useful not only
to understand the behavior of MnNCN but also to elucidate
the effect the rhombohedral distortion has on the electronic
structure of MnO by comparing the electronic structure of
MnO with MnNCN at room temperature.
The magnetic properties of MnNCN and MnO are very

similar, as both are antiferromagnetic semiconductors. None-
theless, the Neél temperature of MnO (118(2) K11) is quite a
bit higher than MnNCN (28 K8). The magnetic arrangement in
MnNCN is also very similar to MnO,9 but the Mn−Mn
interaction distance is much larger than in MnO. MnNCN
shows strong magnetic coupling, but with a lower Neél

temperature suggesting that MnNCN may be useful for
applications that use MnO for its magnetic properties. On
the other hand, the electronic properties of MnNCN remain
relatively unstudied, apart from a published UV absorption
spectrum including semiempirical many-body calculations,12

which show that the Mn−N bonds are slightly more covalent
with a reduced π interaction. With no detailed electronic
structure (band gap or density of states) calculations or
measurements, understanding the electronic properties and
determining the electronic band gap of MnNCN is extremely
important and may allow for an increase in the performance of
devices already using MnO that require a different electronic
band gap. While typically the electronic band gap can be
probed with UV absorption, the spectrum is full of d−d
transitions,12 making the band gap absorption peak choice
ambiguous, and all that is known is that MnNCN should be a
wide band gap semiconductor since it is optically transparent.
In this work, we determine the electronic band gap by

probing the valence band (VB) and conduction band (CB)
independently, therefore determining the band gap indirectly.
Furthermore, we show that the electronic structure of the Mn
atoms in MnNCN is similar to those in MnO, apart from the
increase in covalancy, confirming the results of an earlier
study.12

■ EXPERIMENTAL DETAILS

The experimental measurements in this study are used to probe
the electronic structure. These include X-ray emission spec-
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troscopy (XES), X-ray absorption near edge structure
(XANES), and resonant inelastic X-ray scattering (RIXS)
measurements. The XES and XANES techniques probe the
occupied and unoccupied local partial density of states
(LPDOS), respectively. The measurements are restricted to
dipole transitions; for example, here were present the C/N Kα
XES and C/N 1s XANES measurements, which use the C/N 1s
electron to probe the LPDOS restricted to p-states. Further, the
Mn Lα,β XES and Mn 2p XANES measurements presented
probe the occupied and unoccupied Mn s/d-states, respectively.
Contrarily, the RIXS measurements probe d−d transition levels
and other multielectronic transitions available in the Mn atoms
which provide a detailed analysis of the electronic properties of
the Mn occupied states.
These described measurements were performed on powder,

polycrystalline samples of MnNCN and MnO. The XES and
RIXS measurements presented were performed on Beamline
8.0.1 at the Advanced Light Source (Berkeley, CA, USA),13

while all of the XANES measurements were performed on the
SGM beamline at the Canadian Light Source (Saskatoon, SK,
CA).14 Further details of these measurements are found in the
Supporting Information.
The crystal structure of MnNCN has been well characterized

previously.8 Table 1 lists the crystal structure used here, which

is created using the previously measured structure combined
with the measured magnetic structure.9 The magnetic structure
used here is a simplified version of that measured in ref 9, but
density functional theory (DFT) calculations show that there
will be a negligible difference in the calculated electronic
structure of the simplified magnetic structure when compared
to the electronic structure of the true magnetic structure. These
results are detailed in the Supporting Information. This
simplified magnetic structure is sufficient for the scope of the
current study and is used as the structure for all DFT
calculations.
Electronic structure calculations of transition metal oxides,

including MnO, have exposed the shortcomings of conven-
tional DFT calculations. This problem arises from correlation
of the Mn d-states, whose accuracy is improved by including
these correlation effects using a Hubbard potential.15 The DFT
calculations presented here use the WIEN2k (ver.11.1)16

software package, which uses a combination of spherical
harmonics and augmented planes in a Kohn−Sham relativistic
full electron scheme. The calculations presented here do not
use the conventional generalized gradient approximation
(GGA) functional,17 but a GGA+U (including the Coulomb

repulsion) functional. We use a Ueff (the +Ueff used the SiC
method18 for the double counting correction) to minimize the
number of calculations variables, with Ueff = U − J and J = 0.
This allows us to choose one value which reproduces the
experimental results, eliminating any guessing of the value of
Ueff. All the calculations presented here use a Ueff = 9.5 eV; see
Supporting Information for more details. Our chosen Ueff is
comparable to a previously published value for MnO,19 only 0.5
eV lower.
The DFT calculations are used to simulate the XES and

XANES measurements as well as the DOS. While both the
simulated XES and calculated DOS use the crystal structure
prescribed in Table 1, the simulated XANES spectra require a
much larger structure, or supercell, to simulate the effect of the
core hole that is present during the XANES measurements, and
the calculation details are found in the Supporting Information.
We broaden the calculated spectra according to experimental
conditions to compare the calculated spectra with the measured
spectra; namely, we implement experimental resolution and the
inherent lifetime broadening observed in the measurements.20

The broadening applied here uses Gaussian and Lorentzian line
profiles for the instrumental and lifetime broadening,
respectively. Since no analysis is made based on this broadening
and it is only used to show possible agreement between the
calculated and measurement spectra, the exact fwhm values
used are of little importance.
The simulated RIXS spectra use the Single Impurity

Anderson Model (SIAM) with full multiplet effects. This is
similar to models successfully used previously to study RIXS
transitions in metal oxides.21−24 The method used to choose
the model variables necessary for these calculations is detailed
in the Supporting Information. Once the model variables are
determined, the electronic band gaps for MnO and MnNCN
are determined using the Zaanen−Sawatzky−Allen approach
for charge transfer insulators.25 This provides a complementary
method of obtaining electronic band gaps compared to using
either the XES and XANES spectra or DFT methods.
The electronic band gap of any material can be determined

using a combination of XES and XANES measurements. The
electronic band gap is taken as the separation between the XES
spectrum and XANES spectrum, when they are displayed on a
common energy scale. We use the second derivatives of the
spectra to determine the band edges, which has been shown to
unambiguously determine the band edge of a broadened
experimental spectrum for a variety of materials.20,26 There are
many methods to determine the band edges in spectral data,
but this method provides a reliable and objective way to
determine the band edge.27 We then need to add both the
calculated core hole shift and nonequivalent site shifts to the
initial value. These effects decrease the measured band gap
value and are included by adding them to the measured band
gap value. We use the results of the DFT calculations to
estimate the value of these shifts similar to previous studies.26

These corrections make this technique a reliable method to
estimate the band gap of materials when there are no other
viable methods available.

■ RESULTS AND DISCUSSION
The electronic structure of the Mn atoms is affected very little
by the substitution of O2− → NCN2− in MnNCN. However,
there are a few subtle differences in both the unoccupied and
occupied Mn d-states that are worth noting. We begin with the
unoccupied Mn d-states, which are probed using Mn 2p

Table 1. Crystal Structure Details Used for All DFT
Calculationsa

R3 ̅m (No. 166), a = 3.3583 Å, c = 28.6940 Å

atom Wyckoff Site x/a y/b z/c

Mn↑ 3a 0 0 0
Mn↓ 3b 0 0 1/2
C 6c 0 0 1/4
NMn↑ 6c 0 0 0.29275
NMn↓ 6c 0 0 0.20725

aBoth the fractional coordinates and lattice parameters are specified in
a hexagonal coordinate system. The overall electron spin of the Mn
atoms is designated by either up (↑) or down (↓), while the N atoms
are designated by spin of the Mn atoms participating in the N−Mn
bond.
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XANES measurements. The upper panel of Figure 1 shows the
Mn 2p XANES, measured in total electron yield (TEY) mode,

of both MnNCN and MnO. As expected, both Mn 2p XANES
spectra exhibit the characteristic shape of Mn2+ in an
approximately octahedral local crystal field.1 Since the
XANES spectra are a sensitive probe of the local crystal field
of the Mn ions,1 this emphasizes the fact that the (NCN)2−

ligands are indeed very similar to the corresponding O2−

ligands found in the monoxide. Where the spectra differ the
most is in the regions above the L3 and L2 edges, at ≈644 eV
and ≈654 eV, respectively. These regions are sensitive to charge
transfer effects, which are analyzed further using the Mn L3
RIXS measurements. While the Mn 2p XANES spectra are
mainly sensitive to the oxidation state and crystal field
symmetry, RIXS spectra can provide more detailed information
on the electronic structure properties. The lower panel of
Figure 1 shows the RIXS spectra measured with an excitation
energy at the Mn L3 edge maximum (indicated by an arrow in
the upper panel of Figure 1), again for both MnNCN and
MnO. The spectra are plotted on a relative energy scale with
the excitation energy subtracted (energy loss). As expected for
a correlated transition metal system, the RIXS spectra can be
separated into slightly overlapping regions: the region at lower
energy loss which is dominated by d−d excitations (where the
final state contains an energetically higher arrangement of the
3d electrons compared to the ground state) and a region at
higher energy loss containing charge transfer excitations (where
the final state includes the transfer of an electron from the
ligand valence band to a Mn 3d orbital). Interestingly, the d−d

excitations are quite similar for the two materials (apart from
slight differences due to different energy resolutions of the
measurements), whereas the charge transfer (CT) excitations
are significantly different. While the CT excitations of MnO are
somewhat localized to a single peak separated from the d−d
excitation region, the CT excitations of MnNCN are more
spread out and exhibit more overlap with the d−d excitation
region. The increased overlap of the CT and d−d excitations in
MnNCN compared to MnO is an indication of a reduced
effective charge transfer energy and is quantified with SIAM
calculations.
Here, the SIAM was employed to simulate the Mn 2p

XANES and Mn L3 RIXS spectra to extract further information
about the electronic structure. Figure 1 shows the calculated
and experimental spectra. Good agreement with the experiment
is obtained for all spectra, and the variations in the CT
excitations between the oxide and carbodiimide are well
captured by the theory. It is important to note that the powder
nature of the samples leads to surface effects that broaden the
TEY spectra somewhat compared to that which would be
measured for a thin film or cleaved single crystal.28 This is due
to the surface sensitivity of the TEY method employed to
measure the XANES, which probes approximately the top 3−5
nm of the samples.21 However, it is nonetheless clear that the
MnNCN spectra are very similar to that of MnO, for both the
measured and calculated spectra. For these calculations, we
used ab intio values of the Slater integrals (SI), the hopping
integrals (V), and the ionic crystal field splitting (10Dq) similar
to those previously calculated for MnO.28 The difference
between the onsite Coulomb interaction (Udd) and the core
hole potential acting on 3d electrons, Q, was fixed to the typical
value of −1 eV used for transition metal compounds21

(variations in this value were tested, and −1 eV proved
optimal, as expected). The experimental ligand valence
bandwidths (W) and shapes obtained from the Kα XES of
the anions were used in the model and were thus fixed. Finally,
the only free calculation variable used to fit the spectra was the
charge transfer energy, Δ, which was expected to vary between
the oxide and the carbodiimide due to differences in ligand
electronegativity. Table 2 shows the final calculation variable

values. The charge transfer energies are given as the difference
between the lowest 3d5 multiplet and the lowest 3d6L multiplet
in the initial state before the inclusion of hybridization (L
denotes a hole in the ligand band). Note that this is not the
same as the difference between the configuration averaged
energies, which is often given,21−24 but it is more meaningful in
this case where variations in ligand band shapes and widths are

Figure 1. Experimental and calculated Mn 2p XANES (measured in
TEY mode) of MnNCN and MnO. The arrow indicates the excitation
energy used for the Mn L3 RIXS measurement. The approximate
energy regions for d−d and charge transfer (CT) excitations are
indicated. The L3 elastic line (not shown for clarity) is set to zero
energy and corresponds to the location indicated by E0.

Table 2. Values of the Parameters Used for the SIAM
Calculations of RIXS Spectraa

cVeg
cVt2g

dU−Q eΔ fW

# bSI (eV) (eV) (eV) (eV) (eV)

(1) 75/85 1.70 0.95 −1.0 3.82 8.0
(2) 75/85 1.70 0.95 −1.0 4.32 6.0

aThe Slater integrals of (1) MnNCN and (2) MnO are given as
percentages of Hartree−Fock single ion values used for the initial and
core-hole configurations, respectively. The following parameters are
integral for the RIXS calculations presented here. bSlater integrals.
cHopping integrals. dCoulomb interaction and core hole potential.
eCharge transfer energy. fLigand valence bandwidth. Further, a 10Dq
value of 0.65 eV is used for both MnO and MnNCN.
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considered. For correlated 3d transition metal compounds, it is
well-known that large Coulomb repulsion energies and charge
transfer energies can lead to insulating gaps of either the Mott−
Hubbard or charge transfer type, depending on the relative
energy values involved.25 In this approach, the SIAM can
provide information about the nature of the electronic band
gaps for MnNCN and MnO and their relative magnitudes.
With the values for the variables used in SIAM calculations
determined as described above, the electronic band gaps
calculated using the standard approach25 are 3.2 and 3.8 eV for
MnNCN and MnO, respectively. These are in close agreement
with values obtained from other methods (shown for MnNCN
in this work and found previously for MnO29).
Turning now to the electronic structure of the carbodiimide

groups in the MnNCN lattice, we examine the bonding and
determine the electronic band gap using the p-states of the N
and C atoms. While the measurements of the electronic
structure of the Mn atoms are very elucidating to the effect of
replacing O2− → NCN2− and estimating the charge-transfer
band gap, the measurements of the C and N atoms are a better
probe of the PDOS with minimal multielectronic effects. As
such, these measurements are simulated well using conven-
tional DFT methods. Figures 2 and 3 show both the measured
and calculated C/N Kα XES and C/N 1s XANES spectra,
which probe the occupied and unoccupied C/N p-states,

respectively. One observes that, for the most part, all the
calculated spectra agree with the measured spectra. The minor
disagreement of the XANES spectra observed in the regions
404−408 eV and 289−295 eV can be attributed to the
computational limitations imposed when trying to isolate the
core hole. The crystal structure of MnNCN is quite complex.
Modeling XANES in a sufficiently large supercell to isolate the
core hole simulating the experimental conditions is not feasible
in a reasonable period, and likely the effect of the core hole is
exaggerated somewhat. It is, however, clear that the calculations
do represent the electronic structure of MnNCN based on the
agreement of the XES and the features in the XANES outside
this region of disagreement. Further, the origin of features e′
and e in Figures 2 and 3, both not represented in the
calculation, is somewhat unknown but likely due to a
contamination of other carbonitrides or hydrolyzed MnNCN.
When the excitation energy is tuned to a maximum in the
XANES spectra, these features disappear due to the preferential
excitation of the N 1s and C 1s electrons belonging to
MnNCN. The inelastic features present directly lower in energy
from the elastic peak E0 are not directly related to the electronic

Figure 2.Measured C 1s XANES and C Kα XES spectra are compared
to the corresponding calculated spectra. The features of interest are
labeled with italicized letters and a vertical dashed line. The excitation
peak is labeled with E0 when visible. The corresponding excitation
energy of the resonant C Kα XES spectra is displayed to the left of the
spectrum. The arrows above the C 1s XANES indicate the locations of
the resonant C Kα XES excitations. The inset panel shows a close-up
of feature e′, specified by the gray dashed box.

Figure 3. Measured N 1s XANES and N Kα XES spectra are
compared to the corresponding calculated spectra. The features of
interest are labeled with italicized letters and a vertical dashed line. The
excitation peak is labeled with E0 when visible. The labels with ′
attached correspond to the labels in Figure 2 and indicate bonding.
The corresponding excitation energy of the resonant N Kα XES
spectra is displayed to the left of the spectrum. The arrows above the
N 1s XANES indicate the locations of the resonant N Kα XES
excitations. The inset panel shows a close-up of feature e′, specified by
the gray dashed box as well as the second derivative of the measured
spectra. The spectra were smoothed with a binomial expansion
smoothing algorithm before taking the second derivative, and the VB
and CB locations are further indicated with an arrow in the inset panel
and vertical dashed line in the main panel.
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structure of the material. These low energy shoulders are quite
common for C Kα measurements, and little conclusions can be
drawn from their appearance; as such, they should be
disregarded from the present discussion.
All the measured occupied p states can be broken down into

four regions: (a/a′) the lower semicore (SC) states, (b/b′) the
upper SC states, (c/c′) the lower VB, and (d/d′) the upper VB.
Figures 2 and 3 are appropriately labeled in this way with ′
corresponding to same bands in N p-states as the C p-states.
From this we observe that the lower SC states are composed of
only N p-states, while the upper SC states have both N p-states
and C p-states indicating possible bonding. Much like the SC
states, the VB is split into an upper and lower portion. The
lower VB contains both a significant amount of N p-states and
C p-states suggesting even more C−N bonding. Conversely,
the upper VB is composed of solely N p-states, with little C p-
states. So far, the contribution of Mn d-states in the VB has not
been discussed, but the measurement of the occupied Mn d-
states spectrum compared to the simulated occupied Mn d-
states spectrum and its successful reproduction suggests that
the calculated DOS for the Mn d-states are sufficient to discuss
the composition of the VB (see Supporting Information).
While comparing the relative position and intensity of the
features in the C/N p-state measurements does elucidate the
location of the C/N p-states in the VB and SC states, detailed
PDOS calculations can provide much more information. The
conclusions drawn from the analysis of the electronic structure
calculations are supported by the fact that the simulated spectra
agree with the measured spectra.
The PDOS of MnNCN allow a more detailed analysis of the

electronic structure measurements and suggest the lower VB is
composed of mainly Mn d-states. Figure 4 shows the PDOS of
MnNCN elucidating the correct distribution of states present in
the overall electronic structure of MnNCN. One sees that N p-
states are present in the lower SC states, but there is also a
significant amount of N s-states. The same can also be said for
the upper SC states, and in addition there are C p-states. Also,
the lower SC states contain a significant amount of C s-states.
Turning now to the VB we see that the lower VB is made up of
mostly Mn d-states with a small amount of N p-states and C p-
states. The upper VB is made up of equal amounts of Mn d-
states and N p-states with virtually no C p-states. The electronic
structure suggests that the C atoms in MnNCN have no direct
interaction with the Mn atoms, and the interaction is mediated
through the N atoms. This is apparent in the PDOS, namely,
the splitting of the SC states into two groups and the splitting
of the VB into two groups. This idea of the interaction between
the C atoms and Mn atoms (or the interaction between Mn2+

and NCN2−) mediated by the N atoms may have important
implications leading to a change in the electronic band gap.
Since examining the PDOS in energy space does not clearly
define bonding, the electron density in real space of the specific
band regions helps define what type of bonding is occurring in
each band region.
The electron density plots show the charge overlap of

specific electron band energy regions and confirm the idea of a
two-component system, at least concerning the electronic
structure. Figure 5 shows the electron density map (in 2-D) of
MnNCN and is extracted by integrating the total charge within
the four regions: upper VB, lower VB, upper SC, and lower SC
bands. Careful examination of the spatial distribution, namely,
the overlap with neighboring atoms and the general shape,
elucidates the nature of the bonding in the respective bands.

There are four observations that are readily apparent when
continuing the discussion pertaining to the PDOS and bonding.
First, the upper VB has very weak covalent bonding and
originates mostly from nonbonding N p-states and Mn d-states.
Second, the lower VB shows extreme covalent bonding
between the N−C and weak covalent Mn−N bonding.
Interestingly, the electrons around the Mn atoms in the
lower VB seem to be very delocalized. Third, the highest energy
semicore band is clearly C p-states hybridized with N s-states.
Forth, the lowest energy SC band is composed of N s-states
hybridized with C s-states. In conclusion, we have very strong
covalent C−N bonding in the lower VB, with somewhat weaker
Mn−N bonding in the lower and upper VB. The significant
amount of nonbonding N p-states is reminiscent of a group IV
nitride system. Furthermore, the two groups of SC states also
suggest the upper SC states are C p−N s bonding, but the
lower SC states are split due to different bonding occurring,
both N−Mn and N−C. Interestingly, the RIXS calculations
suggest that the electronic structures of the Mn atoms are
similar in both MnNCN and MnO, but MnNCN should have a
reduced band gap that could be due to the increase in covalent
bonding or possibly the interaction between the carbodiimide
anions and the Mn cations.
Lastly, we determine the electronic band gap using

measurements of the occupied and unoccupied N p-states.
Since the calculated PDOS show that there are little to no C p-
states in the upper VB, it makes sense to use the nonresonant N
Kα XES spectrum to determine the valence band edge.
Conversely, both the C 1s XANES and N 1s XANES can be

Figure 4. Partial density of states (PDOS) for MnNCN. The s-states,
p-states, and d-states are displayed in red, green, and blue, respectively.
The first nonequivalent site is displayed as solid and the second as
dashed. The inset panels for the N and C PDOS show the semicore
states bound by ≈17 eV. The dashed line indicates the top of the
occupied state and is set to zero energy (0 eV). The PDOS are
broadened using a 0.1 eV Gaussian to aid in visualization.
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used to determine the CB edge (with core hole effect), but
since we are using the nonresonant N Kα XES spectrum, we
must use the N 1s XANES spectrum. Figure 3 shows the
second derivative of the spectra and indicates the positions
chosen for the VB and CB edges. The position chosen for the
VB edge must be done very carefully, and selecting the shoulder
instead of the peak is important for this material. The band
structure in the supporting material shows that the top of the
VB has a very small amount of the states near the Fermi level,
≈0.3 eV higher in energy than the majority of the VB. This
small amount of states is why the shoulder is selected. Note
that these states are not apparent in the PDOS presented here
because they have been broadened for visual clarity.
From this analysis of the band edges we obtain the band gap

value, 2.00 ± 0.20 eV, but we must add the calculated core hole
shift1.40 eVto arrive at the final value of 3.40 ± 0.20 eV.
The errors attached to the electronic band gap values are
derived from estimating the likely error in the method due to
systematic errors and not fundamental errors that could arise
from incorrect core hole shift values or material contamination
of the experimental measurements, as these errors can not be
estimated. The total error in the electronic band gap values is
the sum of the uncertainty in calibrating the spectra (0.10 eV
for each measurement) and the uncertainty due to the
experimental precision of the data (0.05 eV for each
measurement) giving a combined error of 0.20 eV as the likely
possible error.

The electronic band gap value agrees with the value obtained
with SIAM RIXS calculations within experimental error. We
also have two electronic band gap values obtained from the
DFT calculations, one from the GGA+Ueff calculation and
another from a special calculation using a relatively new
functional, MBJLDA.30 These values are 2.89 and 3.36 eV for
MBJLDA and GGA+Ueff, respectively. The latter value agrees
with the measured value using XES/XANES measurements, but
the former value is slightly too small. This is not surprising and
supports the measured band gap value since we expect this
value to be underestimated for Mn2+ compounds.30 Addition-
ally, the type of band gap transition, either direct or indirect,
can be determined from the band structure and is found to be
indirect for MnNCN based on the DFT calculations presented
here. Experimentally, this is confirmed with the C Kα and N
Kα measurements. In both the C Kα XES and N Kα XES
spectra, we observe a shift to lower energy when the excitation
energy is tuned near the conduction band edge. This shift
indicates an indirect band gap31 and agrees with the DFT
calculations. Additionally, the shape of the states near the edge
changes (feature d′). This is inline with the indirect band gap
nature of the material. We expect the shape of the edge to
change as we begin to probe momentum conserved transitions,
and the XES spectra are no longer averaged over all crystal
momenta. One should note that the positions of features b−d
do change slightly throughout the resonant excitation, but this
is not surprising considering the indirect band gap this material
exhibits. Finally, MnNCN has an indirect band gap of 3.40 ±
0.20 eV of the charge transfer type, and the value agrees with
both calculated electronic band gap values using DFT+Ueff
(3.36 eV) and SIAM (3.2 eV).

■ CONCLUSION
In this study we show that MnNCN has electronic properties
similar to the corresponding binary oxide but with a decreased
electronic band gap and increased covalent bonding. The
measured electronic band gap is determined to be 3.40 ± 0.20
eV using a combination of XES and XANES spectra. Moreover,
the calculated electronic band gaps of MnNCN are 3.36 and
3.20 eV using DFT+Ueff and SIAM calculations, respectively, in
good agreement with the measured band gap. The electronic
band gap of MnNCN is reduced compared to MnO, but the
mechanism responsible for this reduction is not clear and could
possibly stem from either the increased covalency or the
interaction with the NCN2− groups. For example, with the
latter, if the inherent electronic band gap of NCN2− is ≈3 eV
and Mn2+ is ≈4 eV, then the interaction forces the band gap to
be reduced to some median value due to the covalent bonding.
The mechanism of the band gap reduction may become clear if
one studies FeNCN, CoNCN, and NiNCN to see if the
electronic band gap is reduced in all cases compared to their
respective oxides.

■ ASSOCIATED CONTENT
*S Supporting Information
The supporting information includes the experimental and
theoretical details required to reproduce the results presented
above. This information includes calibration for the exper-
imental spectra and input values for the theoretical calculations.
Further, the Supporting Information shows the comparison of
the simulated (at different Ueff values) and measured X-ray
emission spectra as well as the comparison of the total density
of states of the full magnetic structure and simplified magnetic

Figure 5. Electron density plot of a plane cutting the crystal with axes
in 1,1,1, and 2,−1,−1. The scale is about the crystal axes origin, and
the plane cuts through the plane made by the N−Mn−N bonds. We
assume that cutting any of the planes though the Mn octahedron will
produce the same electron density since the bonding is symmetric.
The center of the atoms for all panels is labeled in the bottom left
panel.
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structure. The contents of the Supporting Information itself do
not provide any scientific impact but only justify the theoretical
choices used in this study. This material is available free of
charge via the Internet at http://pubs.acs.org.
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The XES and RIXS measurements utilized
the permanently affixed SXF end-station,
which has an effective resolving power of
E/∆E ≈ 800 for the Mn L3 RIXS, E/∆E ≈
350 for C Kα XES and E/∆E ≈ 560 for N
Kα XES. This end-station employs a Rowland
circle grating spectrometer with a scattering
angle of 90◦ to the incoming beam. Linearly
polarized light is oriented within the scattering
plane. The XANES measurements were mea-
sured in both Total Electron Yield (TEY) and
Total Fluorescence Yield (TFY) modes, with
the TFY detector being a Micro-channel Plate
(MCP). These measurements also employed lin-
early polarized light and have a monochromator
resolving power of E/∆E ≈ 2000 for the C 1s
and N 1s XANES measurements, while the re-
solving power for the Mn 2p XANES measure-
ments is E/∆E ≈ 3000. In both experiments
the measurements were carried out at room-
temperature and the samples were all mounted
on freshly scraped indium foil to avoid oxygen
and carbon contamination. Furthermore, the
sample preparation was carried out in a glove
bag/box under argon atmosphere as to avoid
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University of Saskatchewan, 116 Science Place, Saska-
toon, Saskatchewan, S7N 5E2, Canada
‡Institute of Inorganic Chemistry, RWTH Aachen

University, Landoltweg 1, D-52056 Aachen, Germany

hydrolysis of MnNCN. Since relative calibration
of the XES and XANES spectra, measured at
different times on different beamlines, is ex-
tremely important, we use well-characterized
reference compounds for energy calibration.
Highly Orientated Pyrolytic Graphite (HOPG)
was use to calibrate the C Kα XES and C 1s
XANES spectra. The peak locations for the C
Kα XES spectrum of HOPG are set to 276.75
eV and 281.30 eV, while the peak location for C
1s XANES spectrum is set to 285.40 eV. Note
that for the C 1s XANES the TEY spectrum
for HOPG must be used and the angle of the
incident photons must be 60◦ from the surface
normal. The calibration of the N Kα XES and
N 1s XANES spectra utilized a powder sample
of hexagonal boron nitride (h-BN). The peak
locations are set to 392.75 eV and 394.60 eV
for the XES measurement and 402.10 eV for
the XANES measurement. Again in the case
of the XANES calibration, the TEY spectrum
of h-BN is used, but with no dependence on
angle. Lastly, MnO was used to calibrate both
the Mn L3 RIXS, the Mn Lα, β XES and Mn
2p XANES measurements. The peak locations
for the two peaks present in the Mn Lα, β
XES spectrum are set to 638.25eV and 649.00
eV, while location of the first peak in Mn 2p
XANES spectrum (measured in TEY mode)
is set to 640.85 eV. These relative calibration
values are important to be able to plot the XES
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and XANES on a common energy scale in order
to determine the electronic band gap.

Figure S1: The crystal structure of nonmag-
netic MnNCN is very simple (top) requiring
only 3 nonequivalent crystals sites within the
R3̄m (No. 166) spacegroup, but to define
the proper magnetic structure (bottom) the
symmetry must be broken and the number of
nonequivalent sites increases to 26 within the
P2/m (No. 10) space group. In the nonmag-
netic structure the Mn atoms are purple, C
atoms brown and N atoms grey, but in the mag-
netic structure the Mn atoms are assigned dif-
ferent colors to represent those with the parallel
spins. The ferromagnetic planes are in the a−b
and b−c plane directions for the simple and full
magnetic structures, respectively.

The XANES calculations used a 3× 3× 1 su-
percell to adequately isolate the necessary in-
cluded core hole. The DFT calculations re-
quired the selection of the muffin-tin radius
of atoms n (RMTn), energy cutoff of the core
electrons (Ecut) and momentum k -point grid.
The calculations here used the following values:
RMTMn = 1.19Å RMTN = 0.61Å RMTC =
0.61Å Ecut = -6.0 Ryd, Rkmax = 6.0, and Emax

= 4.5 Ryd. The k -point grids used were 10 ×
10× 10 and 6× 6× 2 for the XES and XANES
calculations, respectively. The XANES calcu-
lations implemented the core hole effect by re-

Table S1: The crystal structure.

(1) R3̄m (No. 166)
Site Wyck. x/a y/b z/a

Mn 3a 0 0 0
C 3b 0 0 1/2
N 6c 0 0 0.58550

(2) P2/m (No. 10)
Site Wyck. x/a y/b z/c

Mn1 1a 0 0 0
Mn2 1e 0 1/2 1/2
Mn3 1c 1/2 0 0
Mn4 1h 1/2 1/2 1/2
Mn5 2m 2/3 2/3 0
Mn6 2n 2/3 1/6 1/2
Mn7 2n 1/6 1/6 1/2
Mn8 2m 1/6 2/3 0
C1 2m 1/4 0 0
C2 2n 1/4 1/2 1/2
C3 2n 11/12 1/6 1/2
C4 2n 5/12 1/6 1/2
C5 2m 11/12 2/3 0
C6 2m 5/12 2/3 0
N1 2m 0.29275 0 0
N2 2n 0.29275 1/2 1/2
N3 2n 0.95942 1/6 1/2
N4 2n 0.37392 1/6 1/2
N5 2m 0.95942 2/3 0
N6 2m 0.37392 2/3 0
N7 2m 0.20725 0 0
N8 2n 0.20725 1/2 1/2
N9 2n 0.87392 1/6 1/2
N10 2n 0.45942 1/6 1/2
N11 2m 0.87392 2/3 0
N12 2m 0.45942 2/3 0

The structures of the nonmagnetic crystal (1) and the
anti-ferromagnetic crystal (2). The lattice constants
are a = 3.3583Å, c = 14.347Å and a = 3.3583Å,
c = 28.694Å for the nonmagnetic and
anti-ferromagnetic crystals, respectively. Both the
fractional coordinates (x/a, y/b, z/c) and lattice
constants (a, b, c) are specified in a hexagonal
coordinate system.
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Figure S2: The total DOS pertaining to the
simplified structure used in the DFT calcula-
tions compared to those of the full magnetic
structure. The DOS are broadened using a 0.1
eV Gaussian and vertically offset to aid in vi-
sualization.

moving a full core electron and adding a uni-
form background charge of e. The XES and
XANES calculations used a self-consistent field
cycle with energy (ec), charge (cc) and force
convergence (fc) of 0.0001 Ryd, 0.001 e and 1
mRyd/au, respectively. The XANES calcula-
tions did not use force convergence since the ad-
ditional core hole introduces nonphysical forces
in the system.

The SIAM calculations begin with atomic
Hartree-Fock simulations of a single transi-
tion metal ion.1 Crystal field effects are then
added and hybridization with the ligand band
is included by configuration interaction mixing.
The code used is a modified version of that cre-
ated from the efforts of Cowan, Butler, Thole,
and Ogasawara.1–3 The present calculations use
the explicit shapes of the ligand band PDOS,
using the approximate shape from anion XES
measurements. While the XES provides the 2p-
projected anion PDOS, it is still an approxima-
tion of the pure 2p band as it includes effects
from hybridization with the cations. Nonethe-
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Figure S3: The calculated band structure for
MnNCN as a bcc lattice for the Brillouin zone
points. The occupied states are plotted in
red, while the unoccupied states are plotted in
green. The arrow indicates the smallest band
gap transition and special lattice points are in-
dicated with dashed vertical lines. The CB and
VB edges are indicated with horizontal dashed
lines.
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Figure S4: The experimental C Kα XES spec-
trum (scatter) is compared to calculated C Kα
XES spectra (solid lines) with varying Ueff val-
ues. The vertical dashed lines indicate peaks
that should be aligned, with the corresponding
Ueff values displayed to the left of the calcu-
lated spectrum.
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trum (scatter) is compared to calculated N Kα
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Figure S6: The experimental Mn Lα, β XES
spectrum (scatter) is compared to calculated
Mn Lα, β XES spectra (solid lines) with vary-
ing Ueff values. The vertical dashed lines in-
dicate peaks that should be aligned, with the
corresponding Ueff values displayed to the left
of the calculated spectrum.

less, this approach proves to be more accurate
than using a typical rectangular or elliptical
DOS and works well for the RIXS simulations.
The SIAM is a sophisticated model Hamilto-
nian approach and consequently employs sev-
eral free variables which are typically adjusted
to match experimental results.4 However, re-
cent progress has been made in obtaining many
of the variables through ab initio means.5 In
particular, the values of the Slater Coulomb and
exchange integrals (SI), hopping integrals (Veg
and Vt2g), and crystal field splitting (10Dq) can
be computed directly from first principles and
we used values very close to those previously
calculated for MnO.5 Effectively, the only vari-
able which was freely adjusted to fit the experi-
mental data was the charge transfer energy, ∆.

Table S1 lists both the nonmagnetic struc-
tural parameters6 and magnetic structural pa-
rameters,7 which are visualized in Fig. S1.
The full magnetic structure is much more com-
plex, but necessary to arrive at the proper spin
of the Mn atoms. However, in this study we
have found that the magnetic structure can be
simplified to alternating aligned ferromagnetic
planes. Fig. S2 shows the DOS from both the
simplified magnetic structure and the full mag-
netic structure. The DOS are for all purposes
identical, showing that we do not need such
a complicated magnetic structure to simulate
the band structure for MnNCN. However, in no
way does this invalidate the measured magnetic
structure.

DFT calculations using a Hubbard potential
to simulate electron correlation require a non-
ab initio variable. There are several options for
choosing this variable and the possible choices
are: (1) use previously published values, (2)
choose a value that provides the desired band
gap or (3) choose the value so that the simu-
lated spectra match the measured spectra. The
latter choice is used here, see Figs. S4 - S6. Fur-
thermore, we use a Ueff = U − J with J = 0.
This reduces the number of variables to one.
Since it is unlikely the calculated spectra will
reproduce the measured spectra exactly, we jus-
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tify our choice of Ueff considering the physics
of the material. Varying Ueff of the calculated
spectra affect the symmetry of the lower VB
peak in both the C p-states and N p-states.
From this, we chose our Ueff to be 9.5 eV,
which provides the most symmetric lower VB
in both the N p-states and C p-states. How-
ever, apparently a larger Ueff also accomplishes
this goal, but as result the Mn d -states would
be pushed out of the VB effectively removing
the interaction, which is nonphysical. Conse-
quently, the calculated Mn d -states also agree
quite well with the measured spectrum confirm-
ing the necessary use of the coulomb repulsion.
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Class of tunable wide band gap semiconductors �-(GexSi1−x)3N4
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The solid solutions of �-Si3N4 and �-Ge3N4, �-�GexSi1−x�3N4 with x=0.000, 0.178, 0.347, 0.524, 0.875, and
1.000, are studied. The band gap values of the solid solutions measured with soft x-ray spectroscopy have a
range of 3.50–5.00�0.20 eV. The hardness values of these solid solutions estimated using an empirical
relationship have a range of 22.2–36.0 GPa. We use the generalized gradient approximation of Perdew-
Ernzerhof-Burke �GGA-PDE� within density functional theory and obtained a calculated band gap value range
of 2.20–3.56 eV. The simulated N absorption and emission spectra agree very well with our measurements and
the compositional trend among the calculated band gap values corresponds well with the measured values. The
agreement between experimental and theoretical spectra indicates that Ge prefers the site with tetrahedral
bonding symmetry. The band gap and hardness estimates have two approximately linear regimes, when 0
�x�1 /3 and 1 /3�x�1. The band gap decreases as Ge replaces Si on octahedral sites and this suggests that
the type of cation in the octahedral sites is mainly responsible for decreasing the band gap in these spinel
nitrides. Our results indicate that solid solutions of �-�GexSi1−x�3N4 provide a class of semiconductors with a
tunable wide band gap suitable for UV laser or LED applications.

DOI: 10.1103/PhysRevB.81.155207 PACS number�s�: 71.20.Nr, 78.70.Dm, 78.70.En, 71.15.Mb

I. INTRODUCTION

Silicon nitride is a ceramic semiconductor that is widely
used in industry. The industrial applications of this material
include gas turbine engines, diesel engines and industrial
heat exchangers.1 Silicon nitrides have many desirable me-
chanical and chemical properties such as high strength at
high temperature, good thermal stress resistance and extreme
resistance to surface oxidation. Ceramics dissociate rather
than melt at high temperatures �greater than 1400 °C�1 and
typically have low thermal expansion coefficients giving
them an advantage over conventional metallic alloys. Silicon
nitride ceramics also have a lower mass density �40% less
than conventional alloys� reducing component weight and
moments of inertia.1 These collective properties allow an in-
crease in operating temperature, reducing the necessary cool-
ing. This in turn increases the efficiency of devices that em-
ploy these materials. Beta silicon nitride ��-Si3N4� is a low-
pressure hexagonal phase nitride ceramic. Gamma silicon
nitride ��-Si3N4� and gamma germanium nitride ��-Ge3N4�
are newly synthesized high-pressure spinel phase nitride
ceramics.2,3 The Si or Ge cations in these spinel materials
adopt octahedral coordination presenting a unique structure
that has never been seen before in binary nitride ceramics.
�-Si3N4 has a reduced band gap �3.6 eV� �Ref. 4� and an
increased hardness �36 GPa� �Ref. 5� in comparison to
�-Si3N4 making the hardness of �-Si3N4 comparable to
stishovite.2 The increased hardness improves the quality of
mechanical coatings for high temperature cutting tools6 and
the reduced band gap allows these materials to be used for
optoelectronic applications including UV LEDs and lasers.6

Studies have been carried out examining the band gap and
hardness of �-Si3N4 and �-Ge3N4, but further characteriza-
tion is necessary to allow these materials to become as
widely used as their hexagonal predecessors.

The band gap is arguably one of the more important pa-
rameters when characterizing a semiconductor. The calcu-
lated band gaps of the spinel phases nitrides are reduced by
as much as 33% for �-Si3N4 and 10% for �-Ge3N4 in com-
parison with their hexagonal phases nitrides �see Table I�.
The calculated band gap of the ternary spinel phase nitride
��-GeSi2N4� is increased significantly �50%� from the pure
germanium nitride spinel but is decreased only slightly �4%�
from the pure silicon nitride spinel. The range of the theo-
retical band gap values is 2–4 eV and calculations suggest
that the band gap of the solid solutions of these materials
may be tuned in a linear fashion2,7,8 by systematically vary-
ing the mole fraction of Ge in the final product. The band
gap is also predicted to be direct in �-Si3N4, �-GeSi2N4 and
�-Ge3N4 allowing the possibility for optical applications in
the UV regime �see Table I�, such as photocatalysts used to
split water.9 The spinel nitride solid solutions are therefore
excellent candidates for a new class of wide band gap semi-
conductors with tunable direct band gaps.

Spinel nitride ceramics not only have a small direct band
gap in the UV regime, but also offer large hardness values
that are highly desirable for mechanical applications. The
density and hardness of the binary spinel nitrides are signifi-
cantly increased in comparison to their hexagonal phase. The
mass density of �-Si3N4 and �-Ge3N4 is increased by 23%
and 20%, respectively. The increase in density is followed by
an increase in the calculated �measured� bulk modulus of
11% �14%� and 30% �35%� for �-Si3N4 and �-Ge3N4, re-
spectively. The calculated hardness of �-Si3N4 is increased
by 50% over �-Si3N4, while the calculated hardness of
�-Ge3N4 is approximately the same as �-Si3N4. The hard-
ness of the ternary spinel ��-GeSi2N4� is increased signifi-
cantly from the pure germanium spinel but is only decreased
slightly from pure silicon nitride. Gilman10 proposes that
there is a linear correlation between the bond modulus �in
terms of molecular volume Vm and the band gap Eg� and

PHYSICAL REVIEW B 81, 155207 �2010�

1098-0121/2010/81�15�/155207�8� ©2010 The American Physical Society155207-1

76



hardness �Hv�. The relationship �Hv�GPa�=C
Eg

Vm
� indicates

there is a strong correlation between hardness, structure and
the band gap. Therefore, it may be possible to tailor the
hardness of these materials to suit an application by tuning
the band gap appropriately. The solid solutions of spinel-
phase silicon nitride and germanium nitride present excellent
candidates for a new class of materials with a tunable band
gap and hardness. The large range of the band gap and hard-
ness of these materials requires that reliable experimental
measurements of the binary nitrides, ternary nitrides and
their solid solutions be conducted to determine band gap and
hardness tunability.

�-Si3N4 and �-Ge3N4 have the same crystal structure as
all spinel structured group IV binary nitrides. The space
group is Fd-3m, where cations �Ge or Si� occupy the 8a
�tetrahedral� and 16d �octahedral� Wyckoff sites, while an-
ions �N� occupy the 32e �tetrahedral� Wyckoff site.21 The
cations of spinel nitrides �Ge or Si� occupy both tetrahedral
and octahedral coordination and have an occupancy ratio of
1:2 in the binary spinel nitride materials. Theoretical7 and
experimental21 results both suggest Ge atoms prefer to oc-
cupy tetrahedral sites, while Si atoms prefer to occupy octa-
hedral sites. This means that the available Ge atoms form
tetrahedral bonds with N atoms before any octahedral bonds
are formed and vice versa for Si atoms. In the solid solutions
��-�GexSi1−x�3N4�. Ge atoms occupy only tetrahedral sites
while Si atoms occupy both tetrahedral and octahedral sites
when x�1 /3. When x�1 /3, Ge atoms occupy both octahe-

dral and tetrahedral sites, while Si atoms occupy only octa-
hedral sites. The special case when x=1 /3 produces the
stable intermediate phase �-GeSi2N4, where all Ge atoms
occupy tetrahedral sites and all Si atoms occupy octahedral
sites.7 The three stable spinel nitride phases ��-GeSi2N4,
�-Si3N4, and �-Ge3N4� along with their intermediate solid
solutions phases have varied bonding and structural configu-
rations that may provide useful tunable electronic and me-
chanical properties.

Here we calculate the electronic structure of the solid so-
lution phases ��-�Si,Ge�3N4� including end members
��-GeSi2N4 and �-Ge3N4� and compare the results with
X-ray emission and absorption measurements on laboratory-
synthesized samples. The empirical relationship between the
band gap and hardness proposed by Gilman10 is also used to
estimate the hardness of the intermediate solid solutions. The
combination of these measurements and calculations is used
to predict the hardness and band gap of the solid solutions
for the first time.

II. EXPERIMENTAL DETAILS

Soft x-ray spectroscopy �SXS� utilizing synchrotron ra-
diation from modern third generation sources is a powerful
tool for probing the electronic structure of materials. The two
complementary techniques employed here are x-ray absorp-
tion near edge spectroscopy �XANES�, and x-ray emission
spectroscopy �XES�. In general, XANES and XES measure-

TABLE I. The most recently determined bulk modulus �B0�, shear modulus �G0�, Vicker’s hardness �Hv�,
and band gap �Eg� values are displayed. The experimentally determined values are labeled with an asterisk
� *�, while all other values were calculated using the local density approximation �LDA�. The values that
have not yet been determined are indicated with a dash �—�. The shear modulus labeled with a was deter-
mined to the be lower limit and is most likely a larger value, while the hardness indicated by b has a range
which depended on the oxygen content. Furthermore, the type of band gap transition is labeled with �d� and
�i� indicating direct or indirect, respectively.

Material
�

�g /cm3�
B0

�GPa�
G0

�GPa�
Hv

�GPa�
Eg

�eV�

�-Si3N4 3.20a 274b 112c 20c 5.18i d

270�e 116� f 30�g 4.8� h

�-Ge3N4 5.28i 185j 2.45i j

185�k

�-Si3N4 3.93a 305l 258m 30m 3.45d n

308� l 148�ao 30–43�bo 3.6� h

�-GeSi2N4 4.79n 283m 231m 28m 3.3d m

�-Ge3N4 6.36i 242m 176m 18m 2.2d n

296�p

aReference 2.
bReference 11.
cReference 12.
dReference 13.
eReference 14.
fReference 15.
gReference 16.
hReference 4.

iReference 3.
jReference 8.
kReference 17.
lReference 18.
mReference 7.
nReference 19.
oReference 5.
pReference 20.
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ments probe the unoccupied and occupied density of states
�DOS�, respectively, but there are limitations that can be ad-
vantageous to the experimentalist. Photons have angular mo-
mentum �=1. In the soft x-ray regime, photons are described
accurately by the electric dipole approximation, so electronic
transitions powered by the absorption of soft x-ray photons
are restricted to dipole transitions ���= �1�. The binding
energies of the electrons are characteristic for each element
and the probability of exciting a core electron is very large
when the energy of the incident photon is tuned to the bind-
ing energy of the electron. The measurements presented here
are the N K	 XES and N 1s XANES spectra. During these
measurements the N p-states are probed by exciting the N 1s
core electrons into the conduction band �XANES� or by mea-
suring the refilling of the N 1s core hole by valence electrons
�XES�. In summary XANES and XES measurements probe
the local partial density of states or LPDOS in an element
specific fashion.

During a XANES measurement an x-ray photon is ab-
sorbed and the energy is used to promote a core electron into
a previously unoccupied conduction band state. This is fol-
lowed by another electron transition during which a valence
electron decays to fill the previously created core hole. A
photon can be emitted and counted as a function of excita-
tion energy with the intensity proportional to the unoccupied
DOS. The XANES spectra are measured with a non energy-
dispersive channeltron fluorescence detector. This method of
detection is known as total fluorescence yield �TFY�. During
an XES measurement a core hole is excited out of the sample
�photoionzed� and the system is left in an excited state. This
proceeds with a valence band electron refilling the core hole
and the energy can be released in the form of a fluorescence
photon. The XES spectra are measured with a high-
resolution wavelength dispersive grating spectrometer. The
rate at which photons are emitted at a given energy is pro-
portional to the occupied DOS.

The materials studied here are solid solutions established
between the end members �-Si3N4 and �-Ge3N4. Samples of
�-Si3N4 and �-�Si,Ge�3N4 solid solutions were synthesized
in a resistively heated multianvil press using COMPRES 8/3
MgO assemblies with a LaCrO3 furnace at 1500 °C and P
=23 GPa for 18–35 min. The pure �-Ge3N4 end member
was prepared at 12 GPa and 1200 °C for 2 h using a COM-
PRES 14/8 MgO assembly with a graphite furnace. All
samples were fully characterized using x-ray diffraction, Ra-
man spectroscopy and electron microprobe analysis in a pre-
vious study.21 Further details of the synthesis and analysis
procedures are described therein. The stoichiometry of the
samples studied is �-�GexSi1−x�3N4 with x=0.000, 0.178,
0.347, 0.524, 0.875, and 1.000. The SGM beamline22 �Cana-
dian Light Source, Canada� and Beamline 8.0.123 �Advanced
Light Source, USA� were utilized to collect N 1s XANES
and N K	 XES data, respectively. The solid solution samples
formed small polycrystalline pieces ��1 mm� embedded in
epoxy. These were pressed onto carbon tape and placed 30
deg off normal with respect to the incident beam. Powdered
samples of the pure end members, �-Si3N4 and �-Ge3N4,
were likewise pressed onto carbon tape. The N 1s XANES
�measured in TFY mode� and K	 XES were calibrated
against the reference spectra of h-BN. The XES and XANES

peaks for h-BN nearest the band gap are taken to be 394.4
and 402.1 eV.

III. THEORETICAL DETAILS

The experimental spectra are always subject to inherent
experimental and lifetime broadening, there are three differ-
ent mechanisms of broadening that are unavoidable. First,
the core hole of the systems exists for a very short time,
which creates an uncertainty in the energy of the photon
emitted when the hole is refilled. The lifetime of the core
hole is constant for XANES measurements and can be simu-
lated using a Lorentzian broadening function24 with a con-
stant full width at half maximum �FWHM�. The lifetime of
the final state of the system is very short also and adds ad-
ditional broadening to the spectrum for similar reasons. The
lifetime of the final state depends largely upon the conduc-
tion band state to which the core electron has transitioned.
Electrons in higher conduction band states may decay very
quickly to lower states within the same band before the core
hole is refilled, introducing uncertainty into the final state
energy. This creates a variable broadening in the spectrum
and is simulated using a Lorentz function25 with a variable
FWHM. Lastly, the spectrum is broadened by the finite spec-
tral resolution of the instruments �the monochromator in
XANES and the fluorescence spectrometer for XES mea-
surements�. This broadening is simulated using a Gaussian
function with a variable FWHM determined by the nominal
beamline resolution. In conclusion, all three broadening fac-
tors contribute in the same order of magnitude and have to be
taken into account for successful simulation of measured
XES and XANES spectra.

In solid crystalline materials XES and XANES probe the
valence band �VB� and the conduction band �CB� states, re-
spectively. The direct band gap is defined as the minimum
energy separation between the VB and CB for the crystal.
The energy separation between the XES and XANES spectra
is then used to determine the band gap. There are three im-
portant considerations when using SXS to determine the
band gap. The first consideration is the core hole effect.26

XES and XANES transitions are considered one-step pro-
cesses and are subject to the final state rule, which specifies
that the final state electron configuration in each process is
the most important.27 In a strict one-electron picture, the final
state of a XANES measurement contains a localized core
hole and a delocalized electron residing in the conduction
band. The final state of an XES measurement contains no
core hole, but a delocalized hole resides in the valence band.
The effect of the core hole only needs to be taken into ac-
count in XANES measurements. The core hole affects the
measured spectra by distorting the CB such that the unoccu-
pied LPDOS have large resonance features near the Fermi
level.28 The core hole also can shift the CB states in energy
and this effectively reduces the measured band gap.

Second, one needs to consider nonequivalent sites that
may have different core level binding energies. The binding
energy of the core electrons is determined by the bonding
characteristics and differs for nonequivalent crystal lattice
sites. The XES and XANES spectra are measured relative to
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the core electron’s binding energy and measuring a material
with two or more nonequivalent sites will produces a spec-
trum that is a sum of the individual site spectra shifted with
respect to the binding energy of each site. The splitting of the
spectral contributions effectively decreases the measured
band gap since spectra from nonequivalent sites with a larger
binding energy are shifted to higher energy in both the
XANES and XES spectra. These values are unique for each
material and must be determined individually.

Third, the broadening effects must be considered, and as
such the VB and CB locations in the presence of experimen-
tal broadening are difficult to determine. The second deriva-
tive of the spectra is utilized to unambiguously determine
these edges.29 To summarize, the core hole shift and non-
equivalent site splitting provide numerical values that must
be added to the nominal band gap determined from the sec-
ond derivatives of the experimental spectra. These three con-
siderations are necessary to provide accurate and reliable
band gap estimations.

The ab initio density functional theory �DFT� calculations
employ the commercially available WIEN2k software.30 This
code uses the Kohn-Sham methodology with spherical wave
functions to model core orbitals, and linearized augmented
plane waves �LAPW� for semicore and valence or
conduction band states.31 The exchange interaction uses
the generalized gradient approximation �GGA� of
Perdew-Burke-Ernzerhof.32 We note that this approximation
is known to significantly underestimate the band gap �50%–
100%�, but can provide good agreement with the shape of
the valence and conduction bands and in turn the measured
soft x-ray spectra. The effects from this core hole are mod-
eled in the current work by including a single core hole at the
atom of interest inside a 1
1
2 supercell. The energy cut-
off for the plane wave basis was −6.0 Ryd. A 1000 k-point
and 100 k-point mesh for the unit cell and the supercell are
used, respectively. The core hole shift was determined by
comparing the calculated conduction energy location, includ-
ing the core hole, to the conduction band energy location
calculated without the core hole. The nonequivalent site
splitting was determined from the core level energy eigen-
values for the N 1s orbital.

The x-ray diffraction �XRD� patterns indicate that atoms
in the solid solution structures all exhibit the same fcc sym-
metry as the end members. This indicates that the substitu-
tion of Ge for Si or vice versa occurred uniformly retaining
their fcc symmetry. The Fd-3m spacegroup is reduced to F
resulting in two tetrahedral sites and four octahedral sites for
a total of six cation sites. The stoichiometry of the actual
materials does not result in structures that allow for tractable
DFT simulations because the concentrations are not fractions
with base six �0.178 as opposed to 0.167� and would result in
partial atom substitutions in the unit cell. The calculations
were performed using the closest stoichiometry to the real
solutions that produced ideal structures, but the stoichiom-
etry used did not deviate more than 7% from the actual val-
ues. The lattice parameters and internal N bond parameters
were chosen by interpolating the data from previous
results.21 The space group symmetry has been reduced to fcc,
but other lattice choices are available to increase the symme-
try in the calculation without changing the structure. The

structures for �-�GexSi1−x�3N4 �x=0.000, 0.167, 0.333, and
1.000� retain their cubic lattices, while �-�GexSi1−x�3N4 �x
=0.500 and 0.833� form rhombohedral lattice structures. The
only assumptions used are: �1� the cations and anion sites
retain fcc symmetry and �2� the tetrahedral sites are first
filled with Ge atoms.

IV. RESULTS AND DISCUSSION

A. Soft x-ray spectra

The N K	 XES and N 1s XANES spectra are used to
compare the different stoichiometries because the solid solu-
tions and the end members all contain nitrogen in tetrahedral
coordination. There is also a large number of N p-states in
the CB and VB, making this an appropriate route to examine
the electronic structure. The calculated spectra reproduce all
the features seen in the experimental spectra �see Fig. 1�. The
small disagreement observed for N 1s XANES spectra is at-
tributed to the difference between the ideal and experimental
stoichiometry of the solid solutions. The three solid solution
samples with stoichiometries that were the closest to the ex-
periment samples �i.e., x=0.000, 0.347, and 1.000� exhibit
the best agreement between the calculated and measured
spectra. Overall, the modeling of the XES and XANES spec-
tra with DFT calculations and the assumptions used for the
structural models are appropriate for these materials.

The N K	 XES and N 1s XANES spectra of all samples
have a similar appearance due to common local bonding en-
vironments �tetrahedral bonds with Si or Ge� and all exhibit
intensive features near the Fermi level �see Fig. 1�. The XES
spectra consist of one strong feature c at �393–394 eV fol-
lowed by two less intense features a and b positioned at
392–393 eV and 386–387 eV. The strong feature c in the
XES spectra is due to a large amount of N p states at the top
of the VB. The N p states in the VB have a large degree of
hybridization with Si or Ge s, p, and d states and the effect of
the Ge and Si neighboring atoms is seen in the N K	 XES
spectra. The key difference between the XES spectra is
manifested in the relative intensity of features a and b in
comparison to c. The relative intensity of feature c in com-
parison to features a and b is greatly increased as the Si
content is increased. This indicates that the nonbonding N p
states that are situated at the top of the VB are prominent in
�-Si3N4 and less so in �-Ge3N4.

The N p CB states display slight differences for the
sample series �see Fig. 1�. The effect of the core hole is
apparent when comparing the ground state N p-states DOS
to the corresponding XANES spectrum. The sharpness
�width� of the spectral features in the XANES spectra de-
pends on the number of nonequivalent sites within the lat-
tice. The structures with more nonequivalent sites have
broader spectral features because of the difference of the
N 1s binding energy between the nonequivalent sites. The
simulated XANES spectra all utilize a full core hole potential
and agree remarkably well with the measured XANES spec-
tra. This demonstrates that the inclusion of the core hole in
XANES spectra is essential for correctly reproducing the ex-
perimental spectra. The level of agreement also confirms that
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the DFT calculations successfully determine the shape of the
ground state DOS.

The XANES spectra all consist of a similar three-peak
structure near the Fermi level followed by a two-peak struc-
ture above 413 eV. The two features g and h at 414–415 eV
and 418–419 eV are not affected by the core hole and are
part of what could be considered the unperturbed N p CB
states. The three low energy features d, e and f are influ-
enced by the presence of the core hole. The sharpest features
d and e near the Fermi level show the largest distortion,
while feature f at approximately 408–410 eV feature is only
shifted slightly due to the core hole. Feature f’s energy po-
sition decreases with an increase in Ge content, except for
x=0.178 and 0.347 for which the band gap was predicted to
remain the same or increase �see Table II�. The XES energy
of feature c �see Fig. 1� varies with Ge concentration as well.
The general increase of the energy of c in these spectra is due
the increase in binding energy of the nitrogen to cation bonds

because N-Ge4 bonds have a larger N 1s binding energy than
N-Si4 bonds. The position of the XES and XANES spectral
features suggests that the band gap depends strongly on the
stoichiometry.

B. Determining band gap and hardness

The band gaps of the �-�Ge,Si�3N4 compounds were de-
termined from the SXS spectra. The effect of the core hole
must be taken into account all cases, the highly covalent
bonds in these materials show little or no core hole shifting
�see Table II�. The corrected experimental values are deter-
mined by applying the corrections outlined in the experimen-
tal section �see Table II�. The error attributed to the band gap
is determined by two factors: the precision of the experimen-
tal spectra �this is reflected in the precision of the second
derivative� and the uncertainty of calibration. The value of
these errors combined is �0.20 eV and it is important to

(b)(a)

FIG. 1. The N K	 XES �in black� and N 1s XANES �in gray� measured spectra of �-�GexSi1−x�3N4 are plotted as scatter, while the
corresponding calculated spectra are plotted as solid lines. The ground state N p DOS are shown as dashed lines and the comparison between
the DOS and the calculated XANES spectra demonstrates the effect of the core hole. The DOS and simulated spectra have been shifted
arbitrarily as a whole �with respect to the CB and VB� to achieve optimal peak alignment. The features discussed in the text are labeled with
lower case italic lettering.
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note that because we use the second derivative to determine
the VB and CB edge, the experimental broadening does not
provide a significant source of error.

The hardness of covalently bonded materials has been
shown to follow the empirical relationship proposed by
Gilman10 that connects hardness with the band gap and struc-
ture. This is applied to the solid solutions here and gives an
estimate of the hardness tunability. The structures determined
from XRD measurements17 along with the current band gap
values are used to calculate the bond modulus �Bm=Eg /Vm�.
The unknown constant �C=439.0�90.7 Å3 /eV� is fit so the
hardness of �-Si3N4 is the experimentally measured value of
36�5 GPa �Ref. 5� �see Fig. 2�. The hardness values of the
intermediate solid solutions are determined with the fit con-
stant and the experimental band gaps. The error associated
with the hardness is due to the uncertainty in the band gap
and the proportionality constant. The structure determined
from XRD did not contain a significant error. The hardness is
then plotted as a function of Ge concentration showing an
interesting correlation to the band gap �see Fig. 2�.

These errors associated with the measured band gap val-
ues are small in comparison to the band gap value �less than
5%� and the only significant source of error is the energy
calibration. The difference between the calculated and mea-
sured band gaps on average is 1.4 eV, well within the range
of acceptable underestimation �50%–100%� of the band gap
widely seen with the use of GGA and LDA functionals. The
band gap of �-Si3N4 was previously shown to be 4.3 eV33

and 3.6 eV.4 The value of 4.3 eV was determined with a
similar method �XES and XANES� and 3.6 eV was deter-
mined using a plasmon frequency technique. The 4.3 eV
band gap differs significantly for the following reasons: the
Si L2,3 are used and the spin-orbit splitting, core hole effect,
and nonequivalent site splitting were not taken into account.
Therefore it is not surprising that the value is much smaller
than the value we have determined, since these effects will
decrease the measured band gap. While there have been
other band gap estimations for �-Si3N4, none have rigorously
included the factors accounted for here to obtain a reliable
band gap value.

The measured and calculated band gap values of the spi-
nel nitride solid solutions exhibit a similar compositional

trend. The overall compositional trend of the band gap values
for the solid solutions is nonlinear. However, the band gap
shows a linear variation with Ge content in the range of x
=0.333–1.00 with a band gap range of 5.0–3.5 eV providing
a large tunable range in the UV regime. When the relative Ge

TABLE II. The final corrected band gaps �Eg
exp� of the solid solutions are compared to the calculated

values �Eg
calc� using GGA. The experimental band gap values and structural parameters are used to determine

a experimental hardness estimate �Hv
exp�, these are compared to previous hardness values determined from

calculations �Hv
calc�. Furthermore, the calculated band gaps are determined to be direct �d� or indirect �i�. x

refers to the experimental �xexp� and simulation xcalc mole fraction of Ge. The approximate core hole shift
�Ech� is used to correct the measured band gap values to account for the presence of the core hole.

xcalc

�%Ge�
Eg

calc

�eV�
Hv

calc

�GPa�
xexp

�%Ge�
Ech

�eV�
Eg

exp

��0.20 eV�
Hv

exp

�GPa�

0.000 3.44d 30a 0.000 0.00 4.85 36.0�9.9

0.167 3.44d 0.178 0.00 4.80 35.0�9.7

0.333 3.56d 28a 0.347 0.15 5.00 35.6�9.8

0.500 2.84i 0.524 0.10 4.25 25.2�9.0

0.833 2.22d 0.875 0.05 3.65 23.6�8.6

1.000 2.20d 18a 1.000 0.05 3.50 22.2�8.5

aReference 7.

FIG. 2. The bottom panel shows the second derivative of the
measured N K	 XES �black� and N 1s XANES �gray� spectra dis-
played in Fig. 1. The second derivative of each spectrum is calcu-
lated after the high frequency noise has been filtered out using a fast
Fourier transform. The highest occupied states in the VB and the
lowest unoccupied states in the CB are each labeled with a vertical
line. The calculated and measured band gap values with experimen-
tal errors are displayed in the top panel. The calculated band gap
values are offset vertically by the average difference between itself
and the experimental values, which provides an easy comparison.
The top panel also shows the determined hardness values and there
is a similar trend to that of the band gap values.
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concentration is smaller than 1/3 �x�1 /3�, the tetrahedral
sites are first filled with Ge, which increases the band gap.
Conversely, when the relative Ge concentration becomes
large than 1/3 �x�1 /3�, the octahedral sites are then filled
with Ge which decreases the band gap. This suggests that
addition of the octahedral sites is possibly responsible for the
decrease in the band gap in comparison to the hexagonal
phases. The hardness exhibits a similar trend to the band gap
values. The hardness decreases as the Ge content increases,
however when relative Ge concentration is less than 1/3 �x
�1 /3�, the hardness only decreases slightly. The general de-
crease of hardness occurs because the structure becomes
more open decreasing the bond strengths, but the corre-
sponding increase in the band gap with and increase in Ge
content �x�1 /3� mutes the effect. Once the octahedral site
begin to fill with Ge the band gap begins to decrease with
increasing Ge content, and the hardness decreases dramati-
cally. The band gap for �-�GexSi1−x�3N4 has a range of 3.5–
5.0 eV, while its hardness has a range of 22.2–36.0 GPa.

V. CONCLUSION

The bonding of the cation and anion sites is similar
throughout the nitride spinel solid solution series. The bond-
ing in these materials is primarily covalent and the positions
of the XANES peaks are largely affected by the core hole.
The energy positions of high energy XANES spectral fea-
tures have a similar trend as the band gap, while the posi-

tions of the XES peaks vary in accordance with the N 1s
binding energy. The measured band gaps of �-�GexSi1−x�3N4
solid solutions using SXS have a range of
3.50–5.00�0.20 eV and the calculated band gaps using
DFT calculations �GGA� have a range of 2.20–3.54 eV. The
compositional trend of the band gap values agrees within
experimental error if the 1.4 eV underestimation of the band
gap is neglected. The trend of the hardness values is very
similar to the corresponding band gap value trend and the
maintained hardness for x=1 /3 is attributed to the increase
of the band gap. The band gap has a linear tunable range
when x=0 to 1/3 and has a maintained hardness of
�36 GPa. There is a larger linear band gap range when x
=1 /3 to 1, in which the hardness is significantly decreased.
The solid solutions of �-�GexSi1−x�3N4 provide a class of
wide band gap semiconductors with two tunable band gap
and hardness regimes.
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In this Letter using experimental and theoretical methods, we show that the solid solutions of group 14

nitrides having spinel structure (�-M3N4 where M ¼ Si, Ge, Sn) exhibit mainly direct electronic band

gaps with values that span the entire visible wavelength region, making these hard and thermally stable

materials suitable for optoelectronic devices and, in particular, lighting applications. Using the simulated

band structure, we also calculate the exciton binding energy. The combination of large exciton binding

energies and the tunable electronic band gaps in the visible range makes these binary spinel nitrides and

their solid solutions a new class of multifunctional materials with optoelectronic properties that can be

engineered to suit the desired application.

DOI: 10.1103/PhysRevLett.111.097402 PACS numbers: 78.70.En, 71.15.Mb, 71.35.�y, 78.70.Dm

Conventional lighting devices (incandescent and fluores-
cent) consume a large amount of energy and modern tech-
nologies such as light emitting diodes (LEDs) and phosphor
converting-LEDs (pcLEDs) are used to decrease the global
energy demand with regard to lighting. The most recent
significant progress in this field was achieved by
the development of blue and white LEDs [1]. While the
efficiency, operational lifetime and robustness of LEDs
exceed that of conventional light devices, the heat released
in the diode junction needs to be efficiently managed and
demands the use of materials that have high thermal stabil-
ity. Many LEDs are based on binary or ternary compounds
of groups 13 and 15 elements such asGaN, InN,GaAs, GaP,
etc. [2], but these compounds have several disadvantages.
They are relatively expensive since group 13 elements are
rare, some are toxic (e.g., GaAs), and almost all are rela-
tively inefficient due to their small exciton binding energies
(Eb) [3,4]. They are also not stable against hydrolysis and
oxidation in air, especially at elevated temperatures, and
require a passivation layer reducing their overall efficiency.

Zinc oxide (ZnO) and hexagonal boron nitride (h-BN)
are some alternative LED materials now under considera-
tion. ZnO has a band gap ðEgÞ of � 3:3 eV and a large

exciton binding energy of Eb ¼ 60 meV [5], but it
degrades under humid atmosphere, and it is classified as
dangerous for the environment. On the other hand, h-BN
has a large band gap of Eg � 6:0 eV [6], but the efficiency

is extremely sensitive to deformations, which induce con-
siderable quenching of the exciton emission [7]. A new
class of tunable materials is needed to continue the devel-
opment of more efficient and robust lighting devices.

In this Letter, we investigate the electronic structure
of the novel high-pressure nitrides of group 14 elements
having a cubic spinel structure (�-M3N4, where M ¼ Si,
Ge, Sn) [8–10]. These materials have a unique combination

of mechanical, chemical, and electronic properties that
make them highly advantageous [11–16] as alternative
materials for the fabrication of LEDs when compared
with (Ga,In)(As,N), ZnO, or h-BN. Specifically, these
three spinel nitrides have direct electronic band gaps and
will exhibit efficient conversion of electric power to light
when used in LED devices, not accounting for the exciton
binding energy which remains to be determined. Contrary
to conventional LED materials (GaN, GaAs, etc.), �-Si3N4

and �-Ge3N4 remain stable in air when heated to tempera-
tures of 1400 �C [17] and 700 �C [18], respectively, while
�-Sn3N4 remains stable in vacuum to at least 300 �C [10]
as well as air to at least 200 �C [19], and thus, these
materials do not require any passivation layer.
Initially, group 14 spinel nitrides were synthesized at

high temperatures (800–1800 K) and pressures (12–
23 GPa) in diamond anvil cells [8], multianvil cells
[20,21], or through shock compression [22]. However, there
has already been some success in depositing �-Sn3N4 as a
thin film, which is evident from the x-ray diffraction pattern
[19,23]. Since �-Sn3N4 is synthesized at ambient condi-
tions and deposited as films, we expect that the entire
�-M3N4 materials class can be deposited as thin films
similar to the related high-pressure c-Zr3N4, which shows
excellent adhesion to a variety of substrates including sili-
con, glass, or cemented carbides [24].With direct electronic
band gaps as well as high thermal and oxidation stability,
spinel nitrides are suitable for a variety of applications.
The work presented here has two overarching goals. Our

first goal is to both measure and calculate the electronic
band gaps as well as calculate the exciton binding energies
of the three binary spinel nitrides, �-Si3N4, �-Ge3N4, and
�-Sn3N4. The expertise gleaned will allow us to realize our
second goal: using density functional theory (DFT), we
predict the electronic band gap of the solid solutions
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�-ðSn;GeÞ3N4. As we shall show, the spinel-structured
nitrides form a class of multifunctional compounds with
easily tunable band gap values in the visible and near IR
range, which is highly desirable in optoelectronics and
lighting applications.

The N p states of binary spinel nitrides were chosen here
to study the electronic structure of binary spinel nitrides for
two reasons. First, our calculations show that the N p states
are hybridized throughout the entire conduction band (CB)
and valence band (VB), including the very top of the VB
and the bottom of the CB. Thus, the N p states provide an
accurate measure of the band gap with minimal multielec-
tronic effects. Second, these compounds contain small
amounts of oxygen substituting for nitrogen at the anion
positions throughout the bulk of the material because the
synthesis techniques used to make the materials studied
here do not allow one to completely exclude oxygen dif-
fusion in the reaction volume [10,20,25]. As such, the
cation measurements would have a significant oxygen
contribution and the N p states provide a probe of the
electronic structure without any oxygen distortion.

The x-ray emission spectroscopy (XES) and x-ray ab-
sorption near edge structure (XANES) measurements were
taken using synchrotron radiation at Beamline 8.0.1
(Advanced Light Source) [26] and Spherical Grating
Monochromator beamline (Canadian Light Source) [27],
respectively. The samples of �-Si3N4 and �-Ge3N4 were
synthesized using a multianvil press, while �-Sn3N4 was
synthesized at ambient conditions. The synthesis and struc-
tural details of all three materials have been previously
published [10,20,21]. The �-Si3N4, �-Ge3N4, and
�-Sn3N4 samples investigated in this work were a single
polycrystalline piece, a polycrystalline powder, and an-
other polycrystalline powder (10 vol. % of SnO2 and 5
vol. % of SnO), respectively. Prior to the XES and XANES
measurements, the �-Si3N4 sample surface was dry pol-
ished on a diamond abrasive foil in a glove bag filled with
nitrogen gas. The �-Ge3N4 and �-Sn3N4 samples, being
both polycrystalline powders, were pressed into freshly
scraped indium foil. These materials were affixed to the
sample holder and oriented at 30� with respect to the
incoming x-ray beam. Figure 1 shows the measured N
K� XES and N 1s XANES spectra, which were calibrated
using the same procedure described in Ref. [28].

The electronic band gap is the energy separation between
the VB and CB states, which can be probed using XES and
XANES measurements, respectively. The method used here
to determine the band edges for theXES andXANES spectra
is the second derivative method [28–30]. This technique has
the advantage over conventional band gap determination
methods in that it is much less sensitive to impurities and
material defects due to the local nature of the measurements.
However, it is not enough to simply measure the band gap;
the final state of a XANES measurement has a core hole,
which can distort the unoccupied density of states severely.

To quantify the core hole effect, we have performed both
ground state and excited state DFT calculations, the latter
with a core hole included. The relative difference in CB
onsets between the ground and excited states allows one to
arrive at a core hole shift (CH).
The XES and XANES spectra were simulated using the

commercially available WIEN2K software package (ver.
11.1), an ab initio full potential DFT code [31]. These
calculations used the generalized gradient approximation
(GGA) functional of Perdew-Burke-Ernzerhof [32]. The
XANES calculations used a 1� 2� 2 supercell in order to
adequately isolate the included core hole. The calculations
here utilized the following parameters: Ecut ¼ �8:7 Ryd,
Rkmax ¼ 7:0, and Emax ¼ 4:5 Ryd. The k-point grids used
were 10� 10� 10 and 10� 5� 5 for the XES and
XANES calculations, respectively. The XANES calcula-
tions implemented the core hole effect by removing a full
core electron and adding a uniform background charge
of e. The XES and XANES calculations utilized a self-
consistent field cycle with energy and charge convergence
of 0.0001 Ryd and 0.001 e, respectively. Our DFT calcu-
lations reveal CH values of 0.1, 0.1, and 0.0 eV for
�-Si3N4, �-Ge3N4, and �-Sn3N4, respectively. Adding
these CH corrections to the experimental band gaps results
in true ground state band gap values of 4:8� 0:2,
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FIG. 1 (color online). The measured and calculated N K� XES
and N 1s XANES spectra of �-M3N4 (M ¼ Si, Ge, Sn) are
displayed. The second derivatives of the experimental spectra are
displayed in the grey panel insets, with the regions displayed
enclosed by the connected dashed box. The measured energy
separation (excluding the core hole shift) between the measured
band edges (�E) is labeled.
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3:5� 0:2, and 1:6� 0:2 eV for �-Si3N4, �-Ge3N4, and
�-Sn3N4, respectively.

The simulated XANES spectra (see Fig. 1) reproduce
not only the general shape of the experimental spectra but
also every spectral feature for all the examined binary
spinel nitrides. This agreement suggests that the values of
the CH shifts extracted from the DFT calculations are
correct since the core hole must be included in order to
simulate the measured N 1s XANES spectra. Further, the
agreement between the simulated and measured spectra
clearly shows that the materials are not contaminated with
other N-containing materials. The values for �-Si3N4 and
�-Ge3N4 have been determined previously through similar
methods [28] and agree with the values presented here
within experimental error, but the values presented here
are a result of much higher quality XES and XANES
measurements and improved DFT calculations. In the
case of �-Sn3N4, our work is, to our knowledge, the first
experimental measurement of its electronic structure and
band gap. Although, calculations of the XANES spectra of
�-Sn3N4 were previously published [14], our calculations
here have better agreement with measurements.

The typical GGA exchange functional (used to calculate
the simulated spectra), in most cases, strongly underesti-
mates the electronic band gap. One can see that, compared
to the previously predicted band gap values [13,14] where
GGA exchange functionals were used, the measured elec-
tronic band gaps are � 30% to 60% larger. However, one
can predict the electronic band gaps with significantly
improved accuracy when the modified Becke-Johnson po-
tential (MBJLDA), implementedwithinWIEN2K [33], is used
instead of the GGA functional. The MBJLDA functional, in
the case of sp semiconductors does not change the band
curvature and only increases the separation between the VB
and CB. Since using the MBJLDA functional for core hole
calculations is nonphysical, we only use this functional to
obtain the correct electronic band gap values. We obtain,
through these calculations using amore dense k-point grid of
20� 20� 20, electronic band gap values of 4.97, 3.59, and
1.61 eV for �-Si3N4, �-Ge3N4, and �-Sn3N4, respectively.

While the binary spinel nitrides presented here are
interesting, one can satisfy the needs of a larger range of
applications by increasing the variability of the electronic
and mechanical properties using solid solutions. Spinel
ternary compounds or solid solutions are made by mixing
two parent compounds to form ternary spinel nitrides with
random occupations of the cation sites. Changing the
composition of these materials allows one to engineer the
electronic and mechanical properties. Previously, solid
solutions of �-Si3N4 and �-Ge3N4 [�-ðGexSi1�xÞ3N4]
have been synthesized and their structure characterized
[21]. These solid solutions form in a very symmetric way
with the cations retaining their fcc arrangement signifi-
cantly simplifying the crystal structure. The electronic
properties of these materials have also been measured

and the electronic band gap was found to vary nearly
linearly from 3.50 to 4.85 eV [28].
Our simulations of the electronic structures of the binary

spinel nitrides are highly accurate, as shown by the agree-
ment between experimental and theoretical electronic
structure and band gap. From this, we apply the same
method to confirm the electron band gap trend measured
for �-ðGexSi1�xÞ3N4 [28]. We then extend these predic-
tions to include solid solutions of �-Ge3N4 and �-Sn3N4

[�-ðSn1�xGexÞ3N4]. The structures of the solid solutions
are modeled using a few simple assumptions. These are
that the solid solutions, �-ðSn1�xGexÞ3N4, form in a similar
way to �-ðGexSi1�xÞ3N4 [21]. In particular, we assumed
that: (1) the larger cation fills the tetrahedral site before the
octahedral site, (2) the lattice constants vary linearly with
composition, and (3) the anion bonding parameter varies
linearly from the optimized ternary compounds with the
filling of tetrahedral sites and octahedral sites. Here, the
optimized anion bonding parameters are 0.261 57 and
0.264 13 for �-GeSi2N4 and �-SnGe2N4, respectively.
Figure 2 shows the theoretical values of the band gaps

for the solid solutions, which cover the entire energy range
from 1.61 to 4.97 eV. Most the electronic band gaps are
predicted to be direct, but a few have slightly smaller
indirect electronic band gaps, which are indicated in
Fig. 2. It is important to note that the real structure of these
materials may be slightly different, since solid solutions,
�-ðSn1�xGexÞ3N4, have yet to be synthesized, possibly
changing the type of band gap transition with minimum
energy. Since our simulation of the end-member compound
band gap values using the MBJLDA potential was success-
ful, the calculated band gaps of the solid solutions should
be close to their actual values. The previous band gap
measurements of �-ðGexSi1�xÞ3N4 agree with the

FIG. 2 (color online). The final calculated and measured val-
ues for the band gap discussed in this Letter. The direct elec-
tronic band gap values are displayed with corresponding open
symbols, if the minimum energy transition is indirect. The
previous values from Ref. [28] are displayed for comparison.
Further, the calculated exciton binding energies, in meV units,
are labeled below their respective data points.
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calculations presented here within experimental (except for
one instance, �-GeSi2N4), but has much better agreements
than previous calculations [34]. These calculations and
measurements showcase the band gap engineering capa-
bility of these materials making them appealing for opto-
electronic and lighting applications.

According to our results, group 14 spinel nitrides
have band gaps spanning the visible wavelength range.
However, for a material to be an efficient light emitter, it
must not only have a direct electronic band gap, but must
also have a large exciton binding energy. If an exciton has a
large binding energy, the probability is much greater that it
will radiatively decay before the hole and electron can
dissociate into free charge carriers. We use the formalism
put forth by Ref. [35] to determine the binding energy of a
hydrogenic-type exciton quasiparticle. The effective
masses and dielectric constants are determined from the
band structure of the ground state MBJLDA calculations.
Figure 2 shows the exciton binding energy next to
the symbols indicating the electronic band gap. While the
exciton binding energy is decreased significantly in the
�-ðSn1�xGexÞ3N4 solid solutions compared to �-Si3N4, it
is still quite large when compared to GaAs (Eb ¼ 4:20�
0:30 meV) [36], which has a similar electronic band gap.

We show in this Letter that the solid solutions of spinel-
structured group 14 nitrides have tunable electronic band
gaps that span the entire visible wavelength region and
extend to the near UVand IR. The electronic band gap values
for the parent compounds,�-Si3N4,�-Ge3N4, and�-Sn3N4,
measured here are 4:8� 0:2, 3:5� 0:2, and 1:6� 0:2 eV,
respectively. The calculated exciton binding energy values of
�-Si3N4, �-Ge3N4, and �-Sn3N4 are 333, 174, and 69 meV,
respectively. The tunability of the electronic band gap and the
large exciton binding energies of the spinel-structured group
14 nitride solid solutions suggest that these materials are
suitable for optoelectronic applications that require large
chemical, thermal, and mechanical stability.
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Chapter 3

Crystal Structure

3.1 Conventional Techniques

The crystal structure of materials determines many of the intrinsic electronic and mechanical

properties. The most widely used technique to measure the crystal structure of materials

is X-ray diffraction (XRD). This technique relies on Bragg diffraction of X-rays off of the

electron clouds provided by the atoms frozen in place in the crystal. The reliance of the X-

ray scattering amplitude on the total electronic charge Z of an atom is one of the drawbacks

of XRD. The short-comings include insensitivity to elements with similar scattering factors

and low scattering amplitudes for light elements. In short, XRD can not distinguish between

elements with a similar atomic number ∆Z±1 and elements with a small atomic number Z <

18. The same is true for other X-ray scattering techniques (EXAFS, etc.), but an alternative

is to use neutrons to scatter off of the nuclei. Since in neutron diffraction (ND) the scattering

amplitude no longer depends on Z, light elements are equally likely to have large scattering

amplitudes. Although ND is seemingly the solution to the short-comings of XRD, it also

has disadvantages that have prevented it from becoming the staple structural measurement

technique. The available sources for neutrons are either spallation sources or nuclear reactors,

both producing a relatively low neutron flux compared to modern synchrotron facilities. The

neutron beam size in ND is very large compare to X-rays, which are used to carry out XRD

of micron sized single crystals. The characteristics of the available neutron beams requires

that the material be very large quantity, high purity and of high structural quality. Any of

these attributes are not commonly associated with novel ultra-hard materials. An alternative

method that does not depend on the total electron charge or require pristine materials would

be advantageous for studying the structure of novel materials.
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3.2 Electronic Structure

The measured and calculated electronic structure described in Sec. 2.2 does not only de-

pend on the total electronic charge, but also the charge density of the atoms in the crystal.

Furthermore, DFT suggests that every unique crystal structure produces a unique charge

density. The only problem that arises with using core-level spectroscopy is that the mea-

sured spectra need be modelled sufficiently well to distinguish between different structural

models and the lifetime broadening may obscure the differences between the electronic struc-

tural models. This consideration not only stresses the need to carry out the highest quality

electronic structure measurements, but also the methods used to simulate XES and XANES

measurements need to be treated properly. The discussion regarding saturation effects and

proper treatment of the lifetime broadening in XES and XANES spectra aimed to do just

that, develop a method to determine the crystal structure of materials using the measured

and calculated XES and XANES spectra. Determining the crystal structure of materials

through electronic structure measurements is actually quite simple: (1) Based on the current

knowledge of the structure through complementary techniques such as XRD create several

possible crystal structures and (2) simulate the XES and XANES measurements using the

techniques described Sec. 2.2. The measured electronic structure in this way provides a

unique alternative method to determine the crystal structure.

3.3 Publications

The three publications described below, two published and one prepared for publication,

are examples of using this technique described above to determine the crystal structure of

materials where no other methods were feasible. The respective authors completed all of the

writing pertaining to the specified contributed work of authors listed.
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Ca3N2 and Mg3N2: Unpredicted High-Pressure Behavior of Binary Nitrides

Authors: C Braun, S L Börger, T D Boyko, G Miehe, H Ehrenberg, P Höhn, A Moewes,

and W Schnick

Summary and Author Contributions:

In this study [53], the synthesis details, crystal structure and electronic structure of the novel

calcium nitride Ca3N2 were studied. In this paper, the collaborators – C Braun, Saskia L

Börger, G Miehe, H Ehrenberg, P Höhn, and W Schnick – carried out the synthesis and

structural characterization of Ca3N2. Additionally, the high-pressure behaviour of Mg3N2 was

studied, but otherwise was omitted from further study. The electronic structure was studied

using XES and XANES measurements as well as DFT calculations that were all carried out

by T D Boyko under the supervision of A Moewes. The interest in this material, contrary to

the previous publications discussed, was only with regard to possible vacancies in the crystal

structure. Although XRD measurements have easily determined the crystal structure, the

aforementioned problems prevented conclusive determination of whether nitrogen vacancies

were present. In order to ascertain whether N vacancies indeed do occur we have measured

the XES and XANES spectra. These measurements presented extreme difficulty as this

material is extremely air sensitive and will decompose from Ca3N2 to CaO in less than fifteen

minutes when left in atmosphere. Through careful XES and XANES measurements in order

to avoid exposure to oxygen, the electronic structure was used to confirm the existence of

vacancies. The extent of the N vacancies determined by introducing N vacancies into the

crystal structure and comparing both the simulated spectra resulting from the structures

with no vacancies as well N vacancies to the measured spectra. The addition of N vacancies

resulted in a simulated electronic structure that agreed better with the measured electronic

structure. The testing of a few different structural models showed that the N vacancies were

distributed uniformly as opposed to clustering. This publication was the first instance of

the author using electronic structure to examine crystal structure indirectly, which laid the

ground work to approach more difficult problems regarding the fine details of the crystal

structure that is important for studying hardness.
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Anion Ordering in Spinel-type Gallium Oxonitride

Authors: T D Boyko, C E Zvoriste, I Kinski, R Riedel, S Hering, H Huppertz, and

A Moewes

Summary and Author Contributions:

In this study [54], the electronic structure of the spinel structured gallium oxonitide (Ga3O3N)

is studied to determine the anion ordering and the electronic band gap. The material studied

was provided by our collaborators, C E Zvoriste, I Kinski, R Riedel, S Hering, H Huppertz.

The electronic structure measurements including XES and XANES spectra as well DFT

calculations were carried out by T D Boyko under the supervision of A Moewes. Measuring

the electronic band gap of materials using XES and XANES measurements requires the

crystal structure to be known since DFT calculations are required to apply corrections to the

measured value. However, the crystal structure needs to be known exactly and it is common

that the anion ordering (the location of different anions, oxygen and nitrogen) is unknown

for oxonitrides. Stemming from the inability of XRD to distinguish similar Z elements as

described in section 3.1, only the general crystal structure for Ga3O3N was known [55].

In order to determine the crystal structure fully, we assumed the anions will be uniformly

distributed and a few structural models were created and tested. Comparing the simulated

XES and XANES spectra that resulted from the model structures to the measured XES

and XANE spectra tested the structural models. The results show that the most symmetric

crystal structure, described using the R-3m space group (No. 166) is most appropriate, which

also validated the previous assumption since less uniform structures will be more disordered

and no benefit would arise from considering more complicated structural models. From this,

the electronic band gap was measured to be 2.95 ± 0.30 eV, and the calculated band gap

using the MBJLDA functional of 2.79 eV agreed with the measured value. This study was

a large step forward in developing and using the measured electronic structure combined

with DFT calculations to determine the crystal structure of materials where XRD or ND are

not feasible. This is very important regarding the study of ultra-hard oxonitrides where one

would like to know both the detailed crystal structure and electronic band gap.
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The Crystal Structure and Electronic Band Gap of β-sialons

Authors: T D Boyko, T Gross, H Fuess, M Schwarz, and A Moewes

Summary and Author Contributions:

In this study [56], the electronic structure and crystal structure of β-sialons is examined

through XRD measurements, XES and XANES measurements and DFT calculations. The

collaborators – T Gross, H Fuess, M Schwarz – provided the materials studied as well as

conducted the XRDmeasurements that determined the crystal structure that was used for the

DFT calculations. The DFT calculations, XES and XANES measurements were performed

by T D Boyko under the supervision of A Moewes. The crystal structure and electronic band

gap of these materials, although studied for several decades, are not well known. As in the

previous manuscript, the crystal structure needs to be ascertained before the electronic band

gap. The problem for these materials, with regard to determining the crystal structure is

also similar to Ref. 54 in that the specific distribution of Si, Al, O, and N atoms is not well

known. In the order to determine both the cation and anion ordering, we test two prominent

structural models, both exactly the same structure in principle, but the arrangement of

cations Si and Al, and anions O and N are different. These two structural models were

proposed in previous publications [57–59]. This is the first time these complex structure

models were used to simulate electronic measurements in order to determine the crystal

structure, contrary to previous studies which were limited to superstructures of 28 atoms [60].

The complexity of the structural models tested pushed what was considered feasible for

DFT calculations on the current computer hardware that was available and the duration

these simulations approached nearly one year. However, the results were very promising and

there was a clear structural preference when the simulated XES and XANES spectra were

compared with the corresponding measured spectra. Not only was the agreement between the

simulated and measured electronic structure good, but the changes in the electronic structure

with change in composition were correctly predicted. Next, the electronic band gap was

determined, and contrary to previous results it varied linearly with composition similar to the

other properties of β-sialons. The measured electronic band gap values for β-Si6−zAlzOzN8−z
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with z = 0.0, 2.0 and 4.0 are 7.2 eV, 6.2 eV and 5.0 eV (all±0.2 eV), respectively. However, the

calculated electronic band gap values using MBJLDA are much smaller at 5.88 eV, 3.45 eV and

2.39 eV for β-Si6−zAlzOzN8−z with z = 0.0, 2.0 and 4.0, respectively. This underestimation

may be due to both small differences in the crystal structure used throughout the calculations

and the typical underestimation of electronic band gap using DFT calculations. The correct

determination of the crystal structure was necessary for measuring the electronic band gap

since both the non-equivalent site splitting the core hole shifting affected the measured band

gap significantly. The innovations achieved throughout this study further developed the

technique of using electronic structure to determine crystal structure.
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’ INTRODUCTION

High-pressure synthesis is the method of choice to access the
still vast realm of superhard materials and promising new phases,
being widely used and highly sought after for various applica-
tions. The first compelling high-pressure synthesis of diamond in
19531 initiated the quest for novel synthetic superhard
materials.2 Subsequent synthesis of c-BN3 is widely regarded as
the milestone of artificial superhard material synthesis and has
stimulated the growing interest in this field of research. Now-
adays, there is a notable interest in high-pressure research target-
ing novel extreme condition phases of elements4,5 or compounds
featuring new and exciting properties (e.g., high-temperature
superconductivity).6-8

The behavior of binary nitrides under extreme conditions has
been an important research field triggered by the discovery of
γ-Si3N4.

9 Such nitridic spinels exhibit a remarkable increase in
coordination numbers (CN), resulting in significantly increased
hardness and materials properties suitable for industrial applica-
tions. High-pressure phases of chemically and thermally stable
nitrides have recently been investigated thoroughly owing to their
various applications and exciting properties. NitridesM3N4 (M =
Hf, Zr)10were found to haveTh3P4 structurewith highCN(M[8])
and advanced properties (e.g., high hardness).10 The (anti-)Th3P4

structure, which has been found for the new high-pressure phase as
well, exhibits a broad range of characteristics11,12 and provides
promising candidates for superconducting behavior.13,14 The
experimental results10 have been confirmed byDFT calculations15

and illustrate the potential still dormant in the multifaceted family
of nitride materials. The high-pressure (HP)-behavior of binary
nitrides is diverse and less predictable than expected, evenR-C3N4,
a carbon(IV)nitride with complete sp3 hybridization of the C
atoms, is still elusive16 and only theoretically predicted, whereas a
novel binary tantalum nitride17 with U2S3 structure has become
recently accessible by high-pressure synthesis.

R-Ca3N2 (antibixbyite-type) has various industrial applica-
tions, which include precursors for host lattices of rare-earth
doped phosphors in LEDs,18 catalysts for the crystallization of
c-BN19,20 or as gas-generating agent in airbags.21 Furthermore,
the Ca3N2-CaNH-system has been studied as a promising
candidate for hydrogen storage.22 The yellow high temperature
(HT) phase of Ca3N2,

23 previously thought to be γ-Ca3N2, has
recently been identified as calcium dinitride cyanamide Ca4-
[CN2]N2

24 and a potential high-pressure/high-temperature
(HP/HT) phase25 has not been explored further.

Received: July 21, 2010

ABSTRACT: High-pressure synthesis allows both fundamental and
materials science research to gain unprecedented insight into the inner
nature of materials properties at extreme environment conditions.
Here, we report on the high-pressure synthesis and characterization
of γ-Ca3N2 and the high-pressure behavior of Mg3N2. Investigation of
M3N2 (M = Ca, Mg) at high-pressure has been quite challenging due to
the high reactivity of these compounds. Ex situ experiments have been
performed using a multianvil press at pressures from 8 to 18 GPa
(1000-1200 �C). Additional in situ experiments from 0 to 6 GPa (at RT) at the multianvil press MAX 80 (HASYLAB, Beamline
F.2.1, Hamburg) have been carried out. The new cubic high-pressure phase γ-Ca3N2 with anti-Th3P4 defect structure exhibits a
significant increase in coordination numbers compared toR-Ca3N2. Contrary, Mg3N2 shows decomposition starting at surprisingly
low pressures, thereby acting as a precursor for Mg nanoparticle formation with bcc structure. Soft X-ray spectroscopy in
conjunction with first principles DFT calculations have been used to explore the electronic structure and show that γ-Ca3N2 is a
semiconductor with inherent nitrogen vacancies.
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Recently described β-Ca3N2
26 (anti-Al2O3-structure) as well

as various applications of R-Ca3N2 (e.g., as starting material for
the synthesis of binary alkaline earth nitrides) underline the
interest in this compound. Novel high-pressure modifications of
Ca3N2 are not only interesting from a scientific point of view but
also relevant based on their potential hydrogen storage capabil-
ities for example in the system Ca3N2-CaNH,22 which may lead
to further applications.

Theoretical calculations have been reported by R€omer
et al.,27,28 which predict the existence of several hitherto un-
known HP-phases of Ca3N2 and Mg3N2. The selected models
base on the HP-behavior of corundum. Concerning the high-
pressure behavior ofM3N2 (M =Ca, Mg), there are experimental
and theoretical investigations of Hao et al.,29,30 of which the
theoretical results are in agreement with the ones of R€omer
et al.27,28 However, the proposed high-pressure phases are not
supported by the experimental XRD patterns displayed in refs 29
and 30. The appearance of two new weak reflections is most
probable due to reactions ofM3N2 (M = Ca, Mg) with the used
but inappropriate pressure medium silicone oil.

These comprehensive studies have led to intensive investigations
of the HP-behavior of the binary nitridesM3N2 (M = Ca, Mg).

’EXPERIMENTAL SECTION

Synthesis. For the investigations of the high-pressure behavior of
Ca3N2 and Mg3N2 the starting materials R- and β-Ca3N2 and R-Mg3N2

(99.5%, Aldrich Chemical Co., Milwaukee) were used. The quality of
R-/β-Ca3N2 and R-Mg3N2 was ascertained by powder X-ray diffraction
and elemental analysis; no impurities (esp. C, H, O) were detected. For a
detailed description of the synthesis of R- and β-Ca3N2 see ref 26.
High-Pressure Synthesis of γ-Ca3N2 and bcc-Mg. The

high-pressure syntheses of γ-Ca3N2 and bcc-Mg were carried out
using the multianvil technique31-33 with a hydraulic press. All sample
preparation had to be done in argon atmosphere and to prevent the
sample from oxidation during the experiment it was additionally
surrounded by an inert and protecting metal foil. Ex situ experiments
with the multianvil press have been conducted at the following pressures
and temperatures: 8, 12 GPa at ∼1000 �C and 14, 16, 18 GPa at
∼1200 �C. Cr2O3-doped MgO octahedra (Ceramic Substrates &
Components Ltd., Isle of Wight) with edge lengths of 14 and 10 mm
were used for pressures up to 12 and 18 GPa, respectively.

Exemplarily only one pressure and temperature program will be
described in the following. Eight truncated tungsten carbide cubes
separated by pyrophyllite gaskets served as anvils for the compression
of the octahedra. The truncation edge length for the 14/8 assembly was
8 mm. Powder of ambient-pressureM3N2 (M = Ca, Mg) was loaded into
a cylindrical capsule of hexagonal boron nitride (Henze, Kempten) with a
capacity of 9 mm3 (14/8 assembly) and sealed with a BN cap. The
capsule was centered within two nested graphite tubes, which acted as an
electrical resistance furnace. The remaining volume at both ends of the
sample capsule was filled out with two cylindrical pieces of magnesium
oxide. The arrangement was placed into a zirconium dioxide tube and
then transferred into a piercedMgOoctahedron. The electrical contact of
the graphite tubes was arranged by two plates of molybdenum. For the
8 GPa experiment the assembly was compressed at room temperature
within 2.5 h and then heated up to 1000 �C within 12 min. Under these
conditions, the sample was treated for 12min and cooled down to 600 �C
within 30 min. After that the sample was quenched to room temperature,
followed by a decompression of 7.5 h. Using high-pressure synthesis,
γ-Ca3N2 and Mg3N2 (including bcc-Mg) were obtained as red and
yellow-grayish substances, respectively. The temperature was calculated
from the electrical power applied to the furnace, which was determined
on the basis of calibration curves from measurements with a thermo-
couple, which is directly connected to an Eurotherm 2404 temperature
controller (Limburg a. d. Lahn, Germany). Therefore, some uncertainties
in the specific synthesis temperatures result but are within a sufficiently
narrow temperature range not to affect the observed phase formation.
For temperatures up to 1500 �C Pt-Pt87Rh13 was used as a thermo-
couple, above 1500 �C W3Re97-W25Re75 (SPPL-010, SP13RH-010,
W3W25-010, Newport Omega, Deckenpfronn, Germany). For the
pressure calibration as a function of hydraulic oil pressure, the commonly
used phase transitions in Bi (the I-II at 2.55 GPa, II-III at 3.15 GPa and
III-V transition at 7.70 GPa) and the semiconductor tometal transitions

Figure 2. a) and b) corner, edge and face sharing octahedra (turquoise) and dodecahedra (yellow) forming the anti-Th3P4 structure type.

Figure 1. γ-Ca3N2: Observed (circles) and calculated (line) X-ray
powder diffraction pattern together with their difference curve after
Rietveld refinement (λ = 0.709026 Å).
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in ZnTe (15.5 GPa) and GaAs (18.3 GPa) have been performed. A
detailed description of temperature and pressure calibration can be found
in refs 31 and 34 and the references therein.
In situ High-Pressure Measurements. In situ high-pressure

measurements for Ca3N2 and Mg3N2 (0 to 6 GPa at RT) were
performed with the multianvil high-pressure apparatus MAX80 (NRD
Tsukuba, Japan), which is located at the Hamburger Synchrotronstrah-
lungslabor (HASYLAB, Beamline F.2.1) for in situ high-pressure and
high-temperature X-ray diffraction investigations. Energy-dispersive
diffraction patterns are recorded using white X-rays from the storage
ring DORIS III. The pressure was measured by using the high-pressure
equation of state for admixed NaCl by Decker.35 The beamline is
equipped with a Ge solid-state detector, situated at the press frame and
tracking the adjustment of the whole apparatus in relation to the X-ray
beam. The multianvil apparatus is equipped with six tungsten carbide
anvils, which are driven by a 2.500 N uniaxial hydraulic ram. The top and
bottom anvil are driven directly, the lateral anvils by two load frames and
four reaction bolsters. Themaximumpressure for the 8mm cube setup is
approximately 9 GPa with temperatures up to 1600 �C, which are
produced by an internal graphite heater. The high-pressure cell consists
of a cube made of boron epoxy resin and the gaskets between the anvils
are formed from the boron epoxy cube’s material during the runs. The
high-pressure cell (BN) is filled with the ground sample, the graphite
heater, the pressure standard (NaCl) and the thermocouple, which is
insulated by boron nitride. All sample preparation was done in argon
atmosphere and the sample was protected by an additional metal foil.
Rings made from heated pyrophyllite provide electrical insulation and
act as a quasi-hydrostatic pressure transmitting medium. Copper rings
contact the heater at the top and bottom anvils.
PowderX-rayDiffraction.The obtained crystallites were too small

for single-crystal X-ray diffraction analysis, so the structure refinements of
γ-Ca3N2 and bcc-Mg were based on ex situ X-ray powder diffraction
data. X-ray diffraction experiments on the products of the high-pressure
reactions of Ca3N2 and Mg3N2 were performed on a STOE STADI P
powder diffractometer in Debye-Scherrer geometry with Ge(111)-
monochromatized Mo-KR1 radiation (λ = 0.709026 Å). The samples
were enclosed in glass capillaries with 0.5 mm diameter. A Rietveld
refinement was carried out using the program package Fullprof.36

Details of the X-ray data collection, structural refinements, final
equivalent atomic coordinates and isotropic displacement parameters

are listed in Tables 1-7. Further details of the crystal structure
investigations can be obtained from the Fachinformationszentrum
Karlsruhe, 76344 Eggenstein-Leopoldshafen, Germany (fax: (þ49)7247-
808-666, e-mail: crysdata@fiz-karlsruhe.de) on quoting the depository
numbers CSD-421950 and CSD-421951.
EDX Measurements. The samples were also analyzed by energy-

dispersive X-ray micro analysis where only the elements Ca and Mg as
well as N were detected in the γ-Ca3N2 andMg3N2 phases, respectively.
A carbon coated sample was examined with a scanning electron
microscope (SEM) JSM-6500F (Joel, Japan, maximum acceleration
voltage 30 kV). Qualitative and semiquantitative elemental analyses
were carried out using an energy dispersive spectrometer (Model 7418,
Oxford Instruments, United Kingdom).
Soft X-ray Spectroscopy and DFT Calculations. The X-ray

emission spectroscopy (XES) measurements was performed at the
Advanced Light Source (Berkley, CA, USA) on beamline 8.0.1,37

whereas X-ray absorption spectroscopy (XAS) measurements (measured
in total fluorescence yield mode) took place at the Canadian Light Source
(Saskatoon) on the SGM beamline.38 The samples were prepared by
pressing small fragments of calcium nitride into freshly scraped indium
foil under argon atmosphere (the samples were never exposed to an
oxygen or nitrogen environment). The N KR XES and N 1s XAS were
calibrated in energy using h-BN with the peaks near were the band gap
located at 394.4 and 402.1 eV, respectively. The calculations were
performed using theWIEN2k density functional theory (DFT) software39

utilizing the generalized gradient approximation of Perdew-Burke-
Ernzerhof (GGA-PBE).40 A (9, 9, 3) k-point mesh integration with-
6.0 Ryd plane wave cutoff was used. The RMT spheres for both the
nitrogen and calcium atoms were 2.26 Bohr with an RKmax of 7.0. The
XAS spectra were simulated with a full core hole potential correction.
For further details on simulating XAS and XES withWIEN2k, see ref 41.

’RESULTS AND DISCUSSION

In this work, we have investigated the HP/HT-behavior of the
binary nitrides Ca3N2 and Mg3N2 employing the multianvil
technique. The new dark red high-pressure phase γ-Ca3N2 was
ex situ obtained by applying pressures between 8 and 18 GPa and
temperatures below 1200 �C starting from ambient pressure
R-Ca3N2, as well as β-Ca3N2.

26 In situ investigations at the
synchrotron showed the phase transformation already at much
lower pressures (0.8 GPa). HP/HT-investigations of Mg3N2

were carried out in a multianvil press at pressures from 8 to 18
GPa (1000-1200 �C) and in situ from 0 to 6 GPa (at RT),
starting from ambient pressure R-Mg3N2. All handling had to be
done in argon atmosphere as Ca3N2 andMg3N2 are extremely air
sensitive. Furthermore, the high-pressure experiments and the
ex situ investigations also required special oxygen and moisture
free conditions.
Structural Analysis of γ-Ca3N2. The powder pattern of

γ-Ca3N2 (Figure 1) matched a cubic body-centered lattice with
lattice parameter a = 7.7212(3) Å. All observed systematic
extinctions correspond only to one space group, namely I43d
(no. 220). The crystal structure of the nitrides M3N4 (M = Zr,
Hf),10 crystallizing in the same space group, provided the starting
model for the structure solution. Table 1 shows crystallographic
data and details of the Rietveld refinement of γ-Ca3N2 and
Table 2 displays the occupied Wyckoff sites, refined atomic
coordinates and isotropic displacement parameters. Estimated
standard deviations are calculated in agreement with ref 42.
Structure Description of γ-Ca3N2. The new high-pressure

phase γ-Ca3N2 is the first binary nitride derived from the multi-
faceted anti-Th3P4 structure type family which exhibits a broad

Table 1. Crystallographic Data of γ-Ca3N2 Derived from
Rietveld Refinement

formula γ-Ca3N2

formula mass/g mol-1 148.26

crystal system cubic

space group I43d (no. 220)

cell parameters/Å a = 7.7212(3)

cell volume/Å3 460.32(3)

formula units/cell 5 1/3

diffractometer STOE STADI P

radiation/Å Mo-KR1 (λ = 0.70926 Å)

monochromator Ge (111)

temperature/K 293

data range (2θ), step width 5� e 2θ e 60�, 0.01�
structure refinement Rietveld refinement, Fullprof36

background treatment 15 fixed background points

profile function pseudo-Voigt (no. 7)

RBragg 7.89

GOF 2.1

reduced χ2 4.55
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spectrum of compositions (e.g., A3B4 with A = La, Ce, Pr, Nd, Tb,
Dy, Ho, B = Ge, Sb, Bi43 or Rb4O6

44 and Pu2C3).
45 γ-Ca3N2

([Ca2þ]4([N
3-]2.67[0]0.33) constitutes a disordered defect variant

of the anti-Th3P4 type (Figure 2). Vacancy and charge ordering
phenomena of this structure type have been discussed in detail
elsewhere.46 The significant increase in CN from R-Ca3N2 to γ-
Ca3N2, facilitated by high-pressure synthesis, is in accordance with
the pressure-coordination rule.47 R-Ca3N2 has CN = 4 for Ca2þ,
forming tetrahedra with N3- ligands. The Ca2þ-ions in γ-Ca3N2 are
topologically 6-fold coordinated (part a of Figure 3), and the effective
number of neighbors is 5.33 due to the defect structure. Face sharing
of the octahedra is realized by the five next Ca-atoms. For N3- the
CN increases from 6 inR-Ca3N2 to 8 in γ-Ca3N2, building distorted
dodecahedra. The distances within the polyhedra can be divided into
two groups: one with short distances and one with long ones
(Table 3). The Ca2þ-octahedra as well as the N3--dodecahedra
(Figure 2) are condensed through common faces and are addition-
ally interlinked through corners and edges. Subsequently, octahedral
and dodecahedral polyhedra form columns running along the body
diagonals Æ111æ of the cubic unit cell.
O’Keeffe et al.48 proposed a new approach to further char-

acterize the complex crystal structure of the (anti-)Th3P4 struc-
ture type family. The authors introduced rod packings (Figure 4)
or columns as a unifying principle to simplify the characterization
of intricate crystal structures. They used a bcc rod packing
scheme, as depicted in part a of Figure 4, to describe the
Th3P4 structure with the nearest neighbors of a given atom
along the Æ111æ directions, and all of the atoms of the structure
are located on rods along these directions.
B€arnighausen et al.11 however described the Th3P4 structure by

analyzing the enantiomeric 10,3-networks with cubic symmetry

formed by the anion lattice (e.g., Sm3S4)
11 opposed to the rod

packings description used by O’Keeffe and co-workers.48 The
10,3-networks form two chiral networks whose structure depends
upon their respective angles (part c of Figure 3).
Comparison of r-, β-, and γ-Ca3N2. In R-Ca3N2 as well as in

γ-Ca3N2, both Ca
2þ- and N3--ions form rods along Æ111æ. The

rod packing concept is a powerful tool for the comparison of
R-Ca3N2 with the HP-phase. The directions Æ111æ in R-Ca3N2

are only partially occupied by Ca2þ-ions, contrary to γ-Ca3N2.
The connectivity of the polyhedra only through corners and
edges inR-Ca3N2 leads to a layered pattern with vacancies due to
the missing connection through common faces. The lack of these
vacancies in γ-Ca3N2 generates an increased density compared
to R-Ca3N2.
The density increases significantly from R-Ca3N2 (2.60 gcm

-3)
to β-Ca3N2 (2.69 gcm-3) and to γ-Ca3N2 (2.85 gcm-3),
resulting in a difference of 9.6% (Table 4). The γ-Ca3N2 phase
has a notably higher density (2.85 gcm-3) compared to the

Table 2. Occupied Wyckoff Sites, Refined Atomic Coordi-
nates and Isotropic Displacement Parameters Biso (in Å2) of
γ-Ca3N2 (Standard Deviation in Parentheses)

atom Wyck. x y z s.o.f. Biso

Ca 16c 0.04762(7) 0.04762(7) 0.04762(7) 1 1.86(3)

N 12a 3/8 0 1/4 0.88a 2.61(2)
a calculated value from composition; refined occupancy for N: 0.93(3).

Figure 3. a) Ca2þ-octahedron with five next Ca-atoms (distances: Ca
(red)-Ca (red) = 3.21 Å, Ca (red)-Ca (yellow) = 3.34 Å), b) N3--
dodecahedron (yellow) with the 4 and the four different Æ111æ directions
in a rod packing, the 3-fold axes (orange) run along the edges of the
dodecahedron, c) Ca2þ-lattice forming a 10,3-net, d) N3--lattice, (Ca
(red) N (blue)).

Table 3. Selected Bond Lengths (in Angstroms) and Angles
(in Degrees) of γ-Ca3N2, (Standard Deviations in
Parentheses)

atom distance

Ca-N (3x) 2.4027(5)

Ca-N (3x) 2.9944(5)

N-Ca (4x) 2.4027(5)

N-Ca (4x) 2.9944(5)

Ca-Ca (3x) 3.2106(8)

Ca-Ca (2x) 3.3434(8)

Ca-Ca (2 þ 4x) 3.5014(8)

N-N 3.6113(1)

atom angle

N-Ca-N (3x) short dist. 97.442(18)

N-Ca-N (3x) long dist. 74.170(15)

Ca-N-Ca (2x) short dist. 93.55(3)

Ca-N-Ca (2x) short dist. 151.20(4)

Ca-N-Ca (2x) long dist. 64.84(2)

Ca-N-Ca (2x) long dist. 135.45(3)

Figure 4. γ-Ca3N2: a) bcc rod packing of Ca2þ-octahedra (yellow,
turquoise, pink and green) parallel to different Æ111æ, b) pattern of rods
of Ca2þ-octahedra running along Æ111æ, d) and e) rods of N3--
dodecahedra viewed along Æ111æ, r-Ca3N2: rods of c) Ca

2þ-tetrahedra
and f) N3--octahedra running along Æ111æ, (Ca (red) N (blue)).
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calculated value of 2.79 g 3 cm
-3 by R€omer et al.27 for the

theoretically predicted γ-phase (anti-Rh2O3-II structure) ex-
pected to form between 5 and 10 GPa. According to the principle
of Le Chatelier this precludes the existence of the above
calculated phase as our experiments established the in situ
formation of cubic γ-Ca3N2 beginning at 0.8 GPa.
The structure types of the three hitherto identified Ca3N2

modifications show no direct group-subgroup symmetry rela-
tions. The phase transitions from the metastable β-Ca3N2 with
anticorundum structure to R-Ca3N2 as well as γ-Ca3N2 are
reconstructive. R-Ca3N2 and γ-Ca3N2 can be described by the
rod-packing concept employing different types of rods, but this
model cannot be applied to the β-phase because its structure is
distinctly characterized by layers. β-Ca3N2 is probably a low-
temperature phase, which is metastable at room temperature and
based on its observation at 5 K has a higher density compared to
the R-phase (there is a β to R transition at 810 K).26 Therefore,
the formation of γ-Ca3N2 from R-Ca3N2 might proceed via an
intermediate formation of β-Ca3N2.
Soft X-ray Spectroscopy and DFT Calculations of γ-Ca3N2.

Soft X-ray spectroscopy in conjunction with first principles DFT

calculations can elucidate the chemical bonding and electronic
behavior of γ-Ca3N2 and gain additional insight into its structure.
Two different superstructure models - one with and one with-
out nitrogen vacancies - are compared. The partial densities of
states (pDOS) calculated using DFT are shown in Figure 5,
where the vacancy model (referred to hereafter as Ca3N2), is
compared to the nonvacancy model (referred to hereafter as
Ca4N3). If we assume that all atoms would prefer to exist in their
formal oxidation states, Ca2þ and N3-, then the molecular
formula should be Ca3N2 requiring that 1.333 (1 þ 1/3) N
atomsmust be removed from the unit cell. This is achieved with a
1 � 1 � 3 supercell in which four nitrogen atoms are removed.
The vacancies are uniformly distributed in such a way that there is
no bond ordering and thus results a space group symmetry that is
now P1 (all crystallographic sites are nonequivalent, Figure 6).
The DOS for both models (Figure 5) suggests that bonding in

this material is strongly ionic in the sense that most of the Ca
valence electrons have been transferred to the N atoms. The
evidence for this is manifested in that the valence band (which is
energetically localized and about 2 eV wide) is predominately
comprised of occupied N p-states. The conduction band, how-
ever, consists predominately of unoccupied Ca d-states. The
valence and conduction band contribution of the Ca- and
N-states respectively are negligible. Such ionic bonding character
further supports the vacancy model because N vacancies are
necessary for all atoms to exist in their formal oxidation states.
The effect of the N vacancies is readily seen in the pDOS in both
the low-energy conduction band states and the sub-valence band
(sub-band) states. The tightly bonded sub-bands (Ca 3p and N
2s) are split into the contributions of the Ca andNnonequivalent
sites and occur due to the creation of nonequivalent sites in
Ca3N2. There are eight Ca atoms surrounding all three N sites,
however the next coordination shell including the missing N
atoms (vacancies) perturbs the electronic structure creating
multiple localized states (Figure 7). This is further illustrated
by the Ca p-band splitting between the Ca atoms with and
without an N atom missing from their octahedron. In the
conduction band, the nitrogen vacancies create interband states,
which play a key role in distinguishing the model that best
simulates the experimental measurements because this seems to
be the only observable difference in the electronic states.
The pDOS of this material suggests that it possesses some very

interesting electronic properties. In particular for Ca4N3, there is
a substantial amount of valence electron states that are unfilled

Table 4. Comparison of r-, β-, and γ-Ca3N2

Ca3N2 S.G. cell [Å]

Wyck./

Ca F [g cm-3] V [Å3]

V/atom

[Å3]

R Ia3(no.206) a = 11.47 48e 2.60 1502 18.87

β R3c (no.167) a = 6.19 18e 2.69 550 18.43

c = 16.62

γ I43d (no.220) a = 7.72 16c 2.85 460 17.25

Figure 5. Calculated partial density of states (pDOS) for the nitrogen
sites are displayed in the top portion of each panel, calcium in the lower
portion. The s-states (red), p-states (green), and d-states (blue) are color-
coded. The pDOS are offset vertically by an arbitrary value for display
purposes; the relative pDOS value remains accurate. The introduction of
nitrogen vacancies splits the tightly bound states (N s andCa p) and creates
localized states in the band gap.These tightly bound states are labeledN[x]
and Ca[y] (where x and y refer to the number of N nearest neighbors).

Figure 6. Super cell used to calculate the DOS of Ca3N2. The calcium,
nitrogen, and vacancies are displayed in blue, green, and black,
respectively.
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suggesting that this material exhibits semimetal properties.
These unfilled valence states are diminished when the structure
includes N vacancies; the unfilled states in Ca4N3 and Ca3N2

are 0.768e and 0.519e, respectively. These materials have a
calculated direct band gap of 2.59 and 1.64 eV for Ca4N3 and
Ca3N2, respectively. Strictly speaking this is not the energy
separation between occupied and unoccupied states but a
forbidden energy gap within the unoccupied states. The band
gap of Ca3N2 shrinks due the decrease in periodic symmetry of
the Ca and N sites within the lattice creating interband states at
the bottom of the conduction band. Therefore, the N vacancies
increase the semiconductor nature of calcium nitride. Calcium
nitride has a tendency to hydrolyze readily, therefore only the
nitrogen spectral measurements are presented since the calcium
measurements are distorted due to inherent CaO surface
contamination. These experimental measurements compared
to those simulated using DFT calculations of Ca4N3 and Ca3N2

are shown in Figure 7. The measurements themselves create
interstitial N2 (gas) within the material as a result of X-ray
irradiation. Taking successive XAS scans and noting that the N2

portion of spectra increases in intensity with progressive
exposure to radiation is a verification of this. There is clear
evidence that an N2 gas contribution exists in both the XES
and XAS spectra (Figure 7), therefore calculated N2 spectra

49,50

have been added to the simulated calcium nitride spectra to
account for this contribution and provide a more meaningful

comparison betweenmeasured and simulated spectra. The NKR
XES spectra do not allow us to determine whether N vacancies
are present due to the large lifetime broadening the spectra
exhibit - both models agree equally well with the experimental
measurements. The N 1s XAS spectra show a larger sensitivity to
N vacancies; the vacancies reduce the band gap and produce
states further away from the large feature at∼404 eV (previously
mentioned in the DOS). In the region from 401 to 404 eV, the
experimental spectrum is best reproduced by the Ca3N2 simula-
tion, confirming that there are N vacancies present in the
material. The feature at 398.8 and 399.2 eV (Figure 7) for
Ca4N3 and Ca3N2 respectively is diminished for Ca3N2. Because
this feature is not present in the measured spectrum this would
suggest that vacancies must be present (the presence of the core
hole reduces the intensity of this feature from that seen in the
DOS). Whereas both simulated spectra of Ca4N3 and Ca3N2

have a quite satisfactory fit, the Ca3N2 model fits significantly
better.
High-Pressure Behavior of Mg3N2. Structural Analysis of

bcc-Mg. Concerning the high-pressure behavior of Mg3N2, ex situ
multianvil experiments at 9 GPa showed no changes in the powder
diffraction pattern of R-Mg3N2, apart from further crystallization.
However at 12 GPa new reflections appeared in the powder pattern
(part a of Figure 8). The newly formed phase remains metastable
after quenching for several hours at room temperature and ambient
pressure. At first, the structure determination for the new phase was
attempted corresponding to the structure solution of γ-Ca3N2. The
refined structure did not match with the measured pattern, which

Figure 7. Experimental X-ray emission spectra (XES) and X-ray
absorption spectra (measured in total fluorescence mode - TFY).
The experimental spectra are shown in green, the simulated spectra
(appropriately broadened with a pseudo-Voigt function) are shown in
blue (Ca3N2) and magenta (Ca4N3). The reference N2 spectra from refs
49 (XES) and 50 (TFY) shown in brown are added to the calculated
spectra, which takes into account theN2 gas in thematerial. In successive
scans the amount of trapped N2 increases. The comparison of the added
spectra (red) with the measured spectra (green) favors the inclusion of
N vacancies.

Figure 8. a) Observed (circles) and calculated (line) X-ray powder
diffraction pattern together with their difference curve after Rietveld
refinement (λ = 0.709026 Å). The upper row of reflection marks
corresponds to Mg3N2 and the lower one to HP-Mg (10% w/w), b)
X-ray powder diffraction pattern of only Mg3N2. The reflections in the
difference plot correspond to HP-Mg.
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precluded a HP-Mg3N2 phase with anti-Th3P4 structure. Further-
more, the structure did not belong to any of the predicted phases for
Mg3N2 calculated by R€omer, Hao, and co-workers.28,29 The new
reflections could be indexed based on a body-centered cubic (bcc)
unit cell with a = 3.3381(2) Å and V = 37.19 Å3. Without additional
extinction rules and based on reasonable interatomic distanceswithin
the small unit cell volume, the structure of bccmetals with Im3m (no.
229) space group symmetry (Table 5) and only atoms on the 2a-site
(0, 0, 0) is proposed (Table 6). Estimated standard deviations are
calculated in agreement with ref 42.
For illustration of the contribution from the bcc-Mg phase to

the powder diffraction pattern, a simulated pattern of only
R-Mg3N2 was compared with the measured pattern. The difference
plot marks the peaks of bcc-Mg very clearly (part b of Figure 8).
Note that an alternative indexing, based on a primitive cubic (pc)

structure with apc= abcc/
√
2 is not possible. The reflection with

nbcc = h2 þ k2 þ l2 = 14 is observed and cannot be explained by
the alternative pc structure, because npc = 7 is not possible. Such
diffraction patterns have been observed under in situ conditions
as well, where only Mg can form such a bcc-metal structure.
Rietveld refinement36 confirmed the formation of about 10% (w/w)
bcc-Mg with a volume-weighted averaged crystallite diameter
between 30 and 35 nm.
High-Pressure Behavior of Mg. In high-pressure studies

Olijnyk et al.52 observed the formation of bcc-Mg from hcp-
Mg at 58 GPa and the transition back to the hcp phase during
pressure release at 44GPa. The bccmodification found byOlijnyk
et al.52 at 58 GPa (and measured at that pressure) has a
compressed lattice parameter (a = 2.9539 Å) and a considerably
decreased volume (V = 25.77 Å3) compared to our values, which

Table 5. Crystallographic Data of HP-Mg Derived from
Rietveld Refinement

formula Mg

formula mass/g mol-1 24.30

crystal system cubic

space group Im3m (no. 229)

cell parameters/Å a = 3.3381(2)

cell volume/Å3 37.1963(9)

formula units/cell 2

diffractometer STOE STADI P

radiation/Å Mo-KR1 (λ = 0.70926 Å)

monochromator Ge 111 (curved)

temperature/K 293

data range (2θ), step width 5� e 2θ e 56�, 0.01�
structure refinement Rietveld refinement, Fullprof36

background treatment 17 fixed background points

profile function pseudo-Voigt (no. 7)

RBragg 2.84

GOF 1.7

reduced χ2 3.05

Figure 9. Equation of State ofMg:51-53V/V0-data of HP-Mg (V/V0 =
0.80) at 12 and 58 GPa53 (V/V0= 0.55).

Table 6. Occupied Wyckoff Sites, Refined Atomic Coordi-
nates, and Isotropic Displacement Parameters Biso (in Å2) of
Mg (hcp)51 and HP-Mg (bcc), (Standard Deviation in
Parentheses)

atom Wyck. x y z s.o.f. Biso

Mg (hcp) Mg 2c 1/3 2/3 1/4 1 0.49(5)

HP-Mg (bcc) Mg 2a 0 0 0 1 0.44(14)

Table 7. Comparison of Mg (hcp) and HP-Mg (bcc),

Mg (hcp) HP-Mg (bcc)

crystal system hexagonal51 cubic cubic52,53

space group P 63/mmc (no. 194) Im3m (no. 229) Im3m (no. 229)

cell parameters/Å a = 3.20 a = 3.33 a = 2.95 (at 586Pa)

c = 5.21

cell volume/Å3 46.48 37.19 25.75

formula units/cell 2 2

density/F 1.73 2.17 3.14

formation pressure ambient pressure 2 (in situ)/ 12 (ex situ) GPa 58-48 (in situ) GPa

distance Mg-Mg/Å 3.19 (12x) 2.89 (8x) 2.55 (8x)
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is due to the extremely high pressure. A rough estimate of the bulk
modulus B using these52 and our data coincide perfectly with the
EOS measurements of Mg up to 70 GPa made by Winzenick
et al.53 (Figure 9) in a reasonable order of magnitude (mean B≈
160 GPa).
These HP-phase transitions are well-known for metals (e.g.,

Cs,54 Yb,55,56 Y).57 Note that the required pressure for the
formation of HP-phases can significantly be reduced for nano-
sized particles, even down to ambient conditions.58 The pres-
sure-induced elimination of nitrogen from Mg3N2 causes the
formation of nanosized58 Mg-particles because of diffusion-
limited crystallite growth.Mg3N2 is therefore a suitable precursor
for the preparation of a metastable high-pressure bcc-Mg phase
at verymoderate pressures (e.g., ex situ 12GPa and in situ 2GPa)
working via precipitation of nanosized Mg metal during decom-
position. For a comparison of Mg (hcp) and HP-Mg (bcc), see
Table 7. The formation of the high-pressure bcc phase instead of
the hcp phase of Mg can be explained with surface curvature
effects58 of the nanoparticles as well as d-electron effects resulting
from the lowering and partial filling of the initially unoccupied
3d-band with sufficiently high pressure.59 The tendency of
Mg3N2 to decompose under extreme conditions might consti-
tute a fine precursor for industrial applications, but at the same
time renders any predicted high-pressure phase of Mg3N2

improbable.

’CONCLUSIONS

In this work, we investigated the high-pressure behavior of the
alkaline earth binary nitrides Ca3N2 and Mg3N2. These two
compounds present an entirely different behavior, which might
be due to the fact that calcium is much larger and therefore much
more compressible thanmagnesium.With the larger Ca the high-
pressure structure seems to be stabilized, whereas no phase
transformation takes place forMg3N2 but the smaller magnesium
is only forced out of the structure.

Ca3N2 forms the very dense high-pressure phase γ-Ca3N2 at
9 GPa, with a new defect structure type for binary nitrides. The
intricate anti-Th3P4 structure type exhibits high CN (for Ca[6]

(topologically) and N[8]) and has already shown interesting
materials properties in numerous compounds. The ab initio
DFT calculations suggest that ([Ca2þ]4([N

3-]2.67[0]0.33) may
even have semimetal properties, but to a lower degree com-
pared with a hypothetical Ca4N3, which was also taken into
consideration. The calcium nitrogen bonding is highly ionic and
shows a large amount of charge transfer suggesting that the N
and Ca exist in their formal oxidation states. The simulated γ-
Ca3N2 spectra (for a vacancy model) reproduce the measured
calcium nitride spectra best. To conclude, the high-pressure
calcium nitride structure has a propensity to form N vacancies.
In contrast to the high-pressure behavior of Ca3N2, Mg3N2

shows decomposition behavior starting already at moderate
pressures (at room temperature). The advancing bcc modifica-
tion of elemental Mg nanoparticles is metastably quenchable
and might be a promising precursor for the customized design
of new compounds with promising properties and new
applications.
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The specific locations of the anions—nitrogen and oxygen—in the crystallographic sites are not known in
the spinel-type gallium oxonitride. We report here on an indirect method for determining the specific location
of the light elements N and O in a defect spinel-structured gallium oxonitride, Ga2.79O3.05N0.76. The locations
of elements that are adjacent in the periodic table (�Z = ±1) are indistinguishable with conventional x-ray
diffraction techniques. However, by examining the local electronic structure we show that the anions are spatially
ordered such that R3̄m (no. 166) is the most appropriate defect-free space group. Finally, we determined the
electronic band gap of Ga2.79O3.05N0.76 experimentally to be 2.95 ± 0.30, agreeing with our calculated value
of 2.79 eV (direct) for Ga3O3N using a local density approximation functional including a semilocal potential
modified from that of Becke and Johnson (the MBJLDA functional).
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I. INTRODUCTION

Over the last decade, spinel-structured nitrides have been
an active area of research spurred by the synthesis of
the first spinel-structured nitride, silicon nitride (γ -Si3N4).1

Almost simultaneously, spinel-structured germanium nitride2

(γ -Ge3N4) was synthesized using similar methods. These
nitride phases are synthesized in a high-pressure (15 GPa)
and high-temperature (2000 K) environment from their low-
pressure trigonal or hexagonal phase (α-Si3N4 or β-Si3N4)
via shock synthesis experiments3 or diamond anvil cell4 and
multianvil cell5 experiments. Several studies have been carried
out regarding ternary nitrides and oxonitrides6–15 in an effort to
tailor the highly desirable mechanical and electronic properties
associated with spinel nitrides to suit specific applications.

Gallium oxonitride (Ga3O3N) with spinel structure was
first predicted by Lowther et al.16 and has since been
synthesized recently by several groups.12,14,17 The large
amount of interest in this material is due to the widespread use
of w-GaN and β-Ga2O3. Furthermore, Ga3O3N is thought to
have robust mechanical and chemical properties similar to the
binary phases in the Ga-O-N system, and a predicted direct
electronic band gap.10–12

The electronic band gap of a functional material is arguably
one of the most important properties. Numerous theoretical
studies have focused on the electronic properties and electronic
band gaps of compounds with spinel structure.6,7,18 Spinel-
structured nitrides, in comparison to their respective low-
pressure phases, exhibit reduced band gap values allowing
these materials to be used in applications that require the
device to absorb visible light.6,19 With the knowledge that these
cubic crystals with large coordination numbers have reduced
electronic band gaps, research has expanded further into
spinel-type oxonitrides in an effort to engineer the band gap
value by varying the N:O ratio. Previously, theoretical studies
show that gallium oxonitride with ideal structure (Ga3O3N)
might have a band gap comparable to that of w-GaN or slightly
larger,10,12 allowing potentially useful electronic applications.

Direct band gap values calculated using the local density
approximation (LDA) and generalized gradient approximation
(GGA) are 1.72 and 1.37 eV, respectively.13 However, it is well
known that LDA and GGA calculations underestimate the band
gap20 and the actual band gap value of Ga3O3N may be as large
as 4 eV.10 To date, we know of no reports of a measured band
gap value for cubic gallium oxonitride.

There are two recent reports on the synthesis of a defect
structure gallium oxonitride.12,14 These studies show that in
gallium oxonitride the octahedral site in the spinel structure
is not fully occupied and has inherent octahedral gallium
vacancies. The two studies report gallium oxonitride with
similar stoichiometry, Ga2.79�0.21O3.05N0.76�0.19 (Ref. 14) and
Ga2.81O3.24N0.64 (Ref. 12), where � indicates cationic and an-
ionic vacancies. The occupation of the cation sites, 2.79/3.00
(Ref. 14) and 2.81/3.00 (Ref. 12), was determined through
x-ray diffraction (XRD) measurements. However, in order to
determine the anion occupations, the ratio of N to O was
determined with electron microprobe or electron energy loss
spectroscopy measurements and used as a fitting parameter.
The complete structural picture (including differentiating be-
tween the positions of N and O) of spinel-type gallium oxoni-
tride is not well known. The current experimental results show
that the Ga2.79O3.05N0.76 system crystallizes in the spinel-type
structure (Fd3̄m, no. 227) with tetrahedrally and octahedrally
coordinated gallium cations, while the anions are tetrahedrally
coordinated. The site occupation of the cations (Ga Wyckoff
sites 8a and 16d) is well known, but the positions of the differ-
ent anions (N and O) are not distinguishable with XRD and are
generalized to a single Wyckoff site, 32e.14,21 Determination of
a complete structural picture of Ga2.79O3.05N0.76 is invaluable
for understanding its electronic and mechanical properties. A
better understanding of the crystal structure will also facilitate
more efficient synthesis methods to produce purer phases with
tailored mechanical and electronic properties.

Several theoretical works exist in which the anion ordering
in Ga3O3N is discussed.10,12 In one of these studies,12 it was
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assumed that N and O retain their F arrangements, resulting in
three distinct ideal (i.e., defect-free with an N:O ratio of 1:3)
crystallographic groups: Imm2 (no. 44), Ima2 (no. 46), and
R3̄m (no. 166). Density functional theory (DFT) calculations
based on these structures considering equilibrium energy
yielded the R3̄m space group as the likely candidate structure;
placing the nitrogen atoms in positions such that they are as
far away from other nitrogen atoms as possible minimizes
the calculated total energy.10An experimental confirmation
has not yet been reported however. This motivates the use of
x-ray absorption spectroscopy (XAS) measurements, which
is a useful tool to examine the local electronic structure.
For example, XAS has been employed to determine the
local crystal structure of β-SiAlON compounds.22 While this
technique does not directly probe the crystal structure, it
analyzes the local electronic structure and as such provides a
way to indirectly determine the local bonding environment.
This technique and the results presented here determine a
possible local structure and the band gap of spinel-type gallium
oxonitride.

II. METHODS

The spinel-type gallium oxonitride sample was synthesized
using a multianvil device based on a Walker-type module
and a 1000-ton press (Voggenreiter, Mainleus, Germany). A
mixture of w-GaN (99.9%, Alfa Aesar, Karlsruhe, Germany)
and β-Ga2O3 (99.9%, Sigma Aldrich, Munich, Germany),
with the molar ratio of w-GaN:β-Ga2O3 = 6:4, was filled
into a hexagonal boron nitride capsule (Henze BNP GmbH,
HeBoSint S10, Kempten, Germany) and then placed in an
18/11 assembly, which was compressed by eight tungsten
carbide cubes (TSM-10 Ceratizit, Reutte, Austria). The peak
pressure and temperature values were 5 GPa and 1250 ◦C.
The sample required 15 min to heat and was allowed to
cool to 800 ◦C for a duration of 25 min after the peak
temperature was achieved. The sample was then quenched
once the temperature reached 800 ◦C. Final products were
separated from the surrounding crucible and XRD was used
for the phase analyses of each sample. The data were collected
with a Stoe Stadi P diffractometer using monochromatized Cu
Kα (λ = 1.540 51 Å) radiation. The β-Ga2O3 in the starting
mixtures reacted totally to form the spinel gallium oxonitride,
and a Rietveld refinement of the powder diffraction pattern
showed the presence of the spinel gallium oxonitride (>95%)
next to remaining w-GaN.

The local electronic structure around the anions was probed
with a combination of x-ray emission spectroscopy (XES) and
x-ray absorption near-edge spectroscopy (XANES) measure-
ments. XES and XANES were used to probe both the valence
band (VB) and conduction band (CB) in Ga2.79O3.05N0.76. The
unoccupied and occupied states that were probed with N 1s and
O 1s excitations were limited to N and O p states due to the
dipole selection rule (�l = ±1); thereby XES and XANES
probe the local partial occupied and unoccupied density of
states (LPDOS), respectively.

The XES measurements were performed on beamline 8.0.1
at the Advanced Light Source (Berkeley, CA, USA),23 and
were recorded with the grating spectrometer permanently
affixed to the beamline. The sample was set to an incidence

angle of 30◦ (between the normal surface vector and incident
beam). The XANES measurements were performed on the
SGM beamline at the Canadian Light Source (Saskatoon, SK,
Canada).24 The XANES measurements were recorded in total
fluorescence yield mode with a high-voltage channel plate
detector with the sample surface perpendicular to the incident
beam. The XANES measurements were normalized during the
experiment using the photocurrent from a highly transparent
gold mesh to monitor changes in the incident photon flux.
XES and XANES spectra were energy calibrated using the
reference compounds h-BN and bismuth germanate, and the
energy locations of the spectra used were the same as those in
Ref. 25.

The sample synthesis and structural characterization pro-
ceeded similarly to those described in Ref. 14, and as such the
structural parameters described therein were used to create the
structural models presented here. The structural models (see
Table I), nos. 1–3, were created using the lattice parameters and
fractional coordinates found in Ref. 14. In the refinement of
the spinel-type structured gallium oxonitride within the space
group Fd3̄m, all of the anions and vacancies are placed on
the Wyckoff position 32e possessing an F symmetry, and
thus an ordering of the anions would lead to a reduction of
the symmetry. Three different space groups were identified
in which an ordering of the anions could be described. It
is important to note that these structures only differ by the

TABLE I. The structural details of all crystal structures used in
this study are listed. Please note that the fractional coordinates for
structure 3 are given in rhombohedral coordinates and the lattice
parameters are given using hexagonal lattice vectors. All structures
were created from the structural details of Ref. 14.

Atom Wyckoff Fractional x Fractional y Fractional z

Structure 1a

Ga1 4a 1/2 0 3/4
Ga2 4b 3/4 3/8 3/4
Ga3 4b 1/4 1/4 0
N 4b 1/4 0.0069 0.5138
O1 4b 1/4 0.4931 0.4862
O2 8c 0.4862 0.2569 1/4

Structure 2b

Ga1 2a 0 0 0
Ga2 2b 0 1/2 1/4
Ga3 4c 3/4 0 3/8
Ga4 4d 0 1/4 5/8
N 4c 0.2638 0 0.1319
O1 4c 0.7638 0 0.6181
O2 4d 0 0.7638 0.3819
O3 4d 0 0.7362 0.8681

Structure 3c

Ga1 1a 0 0 0
Ga2 2c 0.3750 0.3750 0.3750
Ga3 3d 1/2 0 0
N 2c 0.2431 0.2431 0.2431
O 6h 0.2431 0.2431 0.7707

aStructure 1 Ima2 (no. 46): a,c = 5.8534 Å, b = 8.2780 Å.
bStructure 2 Imm2 (no. 44): a,b = 5.8534 Å, c = 8.2780 Å.
cStructure 3 R3̄m (no. 166): a,b = 5.8534 Å, c = 14.3379 Å.
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placement of the N and O atoms in the anion sites. If the N
and O were indistinguishable, the space group would revert
back to Fd3̄m. The N:O ratio was a 2:6 occupation of the
eight available anionic sites in the F lattice. In contrast, the
structure determination of a single crystal (Ref. 14) showed
vacancy rates of 7% (cation) and 5% (anion), but these were
not included in the model structures used herein as they would
not contribute significantly to the experimental measurements
due to the limited available resolution, and therefore would
not affect any comparison to the experimental data (but would
increase the complexity of the calculations significantly).

The software package WIEN2K was used for all DFT
calculations.26 The exchange correlation functionals used were
the generalized gradient approximation of Perdew-Burke-
Ernzerhof27 (PDE) and a LDA functional including a semilocal
potential modified from that of Becke and Johnson (the MB-
JLDA functional).20 A 12 × 12 × 12 k-point mesh was em-
ployed for a unit cell with plane wave energy cutoff of −6.0 Ry
and an Rk max of 7.0. The sphere sizes used to enclose the
core electron wave functions were 2.000, 1.5600, and 1.5600
bohrs for Ga, N, and O, respectively. A 1 × 2 × 1 supercell
incorporating a full core hole was used to simulate the XANES,
and the k-point mesh was reduced to 8 × 4 × 8. Four important
aspects need to be taken into account when comparing XES
and XANES measurements directly to theoretical LPDOS
calculations. These are final-state considerations, lifetime
broadening, instrumental broadening, and nonequivalent-site
contributions. Further details pertaining to simulating XANES
and XES with this method are described elsewhere.15,25

The band gap or energy gap of a material is the difference
in energy between the highest occupied DOS (or the top of
the VB probed by XES) and the lowest unoccupied DOS
(or the bottom of the CB probed by XANES). The band
gap can therefore be determined by combining XES and
XANES measurements on a common energy scale. There
are three important experimental effects that need to be
accounted for when using XES and XANES to determine
the band gap. Core hole effects can shift the CB states to
lower energies, effectively decreasing the measured band gap.
Nonequivalent sites will have different core level binding
energies, resulting in splitting of the spectral contributions and
effectively decreasing the measured band gap. The VB and
CB are affected by experimental broadening and the VB and
CB locations are determined using the second derivative of the
corresponding spectrum.28 Corrections for these three effects
help provide more reliable and accurate band gap estimates.

III. RESULTS AND DISCUSSION

A. Anion ordering

The anion ordering in spinel-type gallium oxonitride is
a pertinent question. Ascertaining the exact nature of the
bonding allows for further study of the electronic and mechan-
ical properties. As mentioned previously, each unique crystal
structure produces a unique electronic structure. While we
cannot directly measure the local anion ordering (the location
of the N and O atoms), we can probe the electronic structure
and indirectly determine the specific location of the anion
atoms.

FIG. 1. (Color online) The measured (points) and simulated (solid
and dashed lines) O Kα XES and O 1s XANES spectra probe the
occupied and unoccupied O p states, respectively. A comparison of
the simulated and measured data determines which structural model
best reproduces the experiment. Vertical dashed lines indicate spectral
features and are used to guide the eye to the comparable features of
the simulated and measured spectra. The annotation to the left of
the spectrum indicates the corresponding structural model outlined in
Table I or the excitation energy of the measured O Kα XES spectra.

Figure 1 shows a comparison of the measured and simulated
O 1s XANES spectra, which suggest that structure 3 exhibits
the most correct anion ordering. The unoccupied O p states
have three features labeled d ′, e′, and f ′, but only two features,
d ′ and e′, change among the different structures. The measured
unoccupied O p states suggest that the relative intensity of
these features, d ′ and e′, should be approximately the same.
The origin of these features may be elucidated with the partial
density of states (PDOS). Figure 2 shows the PDOSs for
structures 1, 2, and 3; they are used to look at the detailed
electronic structure information since simulation of the XES
and XANES spectra requires significant broadening, resulting
in a loss of detail. Here, the PDOSs clearly show that feature
d ′ can be attributed to Ga s–O p hybridization, while feature e′
can be attributed to Ga p–O p hybridization. Examining Fig. 1,
we see that of the structures 1–3, no. 3 has the largest amount
of Ga p–O p hybridization and best reproduces the measured
unoccupied O p states.

Figure 1 also shows a comparison of the measured and
simulated O Kα XES spectra, which also suggest that structure
3 has the most appropriate anion ordering. The simulated
occupied O p states have a similar shape between the different
structures. There is, however, one key distinguishing feature,
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FIG. 2. (Color online) The partial densities of states of Ga3O3N
including Ga s states (dashed) and Ga, N, and O p states (solid) for
structures 1, 2, and 3 (displayed in red, blue, and green, respectively).
The PDOS has been broadened to allow for easy comparisons. The
top of the valence band is set to 0.0 eV and is indicated with a vertical
dashed line. The colors of the PDOSs correspond to specific structural
models as in Figs. 1 and 3.

which is the prevalence of occupied O p states near the Fermi
level (feature c′). The origin of this effect is explained by
examining the calculated unbroadened PDOS. The occupied
O p states near the Fermi level change significantly between
structural models. The difference in c′ between the different
structures is that in structures 1 and 2, the occupied O p states
are withdrawn from the Fermi level and do not contribute at
the top of the VB. This is in contrast to structure 3 in which the
occupied O p states do contribute at the top of the VB. Now
in the measured O Kα XES spectra, the O p states contribute
greatly to the top of the VB, best corresponding to the occupied
O p states of structure 3, which is the only model where the
occupied O p states are at the top of the VB. This small but
definite difference suggests that structure 3 is the appropriate
structure since the measurements suggest that O p states do
contribute to the top of the VB. This suggests the structure 3 is
the most appropriate model for the Ga2.79O3.05N0.76 compound
studied here.

Figure 3 shows a comparison of the measured and simulated
N 1s XANES spectra, which further elucidates the appropriate
anion ordering, but these measurements are contaminated with
remaining h-BN that was used as the crucible material during
the synthesis of Ga2.79O3.05N0.76. We therefore need to take
into account the effect the h-BN impurity will have on the
measured N p states making it not readily apparent which

FIG. 3. (Color online) The measured (points) and simulated (solid
and dashed lines) N Kα XES and N 1s XANES spectra probe the
occupied and unoccupied N p states, respectively. A comparison of
the simulated and measured data determines which structural model
best reproduces the experiment. Vertical dashed lines indicate spectral
features and are used to guide the eye to the comparable features of
the simulated and measured spectra. The annotation to the left of
the spectrum indicates the corresponding structural model outlined in
Table I or the excitation energy of the measured N Kα XES spectra.

structural model best reproduces the measured N p states. The
measured unoccupied N p states of Ga2.79O3.05N0.76 bear a
striking resemblance to the h-BN unoccupied N p states, but
with a few subtle differences. These differences are that the
relative intensity ratio of the features f and h is smaller for
h-BN and that the unoccupied N p states of Ga2.79O3.05N0.76

extend lower in energy, indicating a smaller band gap than in
h-BN, which we expect from theoretical calculations presented
here. With a difference in the intensity of features f and h in
mind, we would expect that for our simulated unoccupied N
p states the relative intensity ratio of f:h would be larger than
the measured value in Ga2.79O3.05N0.76, since the addition of
an h-BN spectrum will reduce the relative intensity.

This ratio again can be correlated with the electronic
structure, and Fig. 2 shows the PDOS for the unoccupied
N p states. These figures show that feature f is a result of
N p–Ga s hybridization and feature h is due to N p–Ga p
hybridization. The unoccupied N p states in structure 3 have
the largest relative intensity ratio of these features, suggesting
that it is the appropriate structural model for Ga2.79O3.05N0.76.
While the reduced band gap of Ga2.79O3.05N0.76 is not useful
for the comparison of the unoccupied N p states it does prove
fruitful in the comparison of the occupied N p states.
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FIG. 4. (Color online) The bonding polyhedra of structure 3 are
Ga-O6 (left), Ga-O3N (center), and Ga-O4N2 (right). These highly
symmetric polyhedra represent the local bonding environment that is
responsible for the bond hybridization.

Figure 3 also shows a comparison of the measured and
simulated N Kα XES spectra, which confirm that the anion
ordering in structure 3 best reproduces the measured occupied
N p states. The band gap difference of Ga2.79O3.05N0.76 in
comparison to h-BN allows us to tune the XES spectrum
excitation energy to the lowest value possible in order to avoid
photons being absorbed by h-BN. Thus, we predominantly
probe the occupied N p states of the Ga2.79O3.05N0.76 present in
the sample as opposed to both h-BN and Ga2.79O3.05N0.76. The
corresponding XES spectrum is labeled as 400.6 eV in Fig. 3.
The measured occupied N p states change drastically and look
almost identical to those calculated for structure 3, confirming
our previous conclusion drawn from the comparison of the
measured and simulated unoccupied N p states: that the
appropriate structure is no. 3.

So far, structure 3 is determined to provide the most correct
model of the anion ordering out of the three structures tested.
This is largely based on the nature of the bond hybridization
that is seen in the experimental measurements. The cause of
this large degree of hybridization of the Ga-O and Ga-N bonds
may be the highly symmetric nature of the bonding polyhedra;
see Fig. 4. As discussed earlier, the nitrogen atoms substitute
such that they increase their separation as much as possible;
however, the increased stability may be due to the symmetry
of the polyhedra that occur. This is not uncommon for spinel
structure compounds; for example, in the solid solutions
γ -(Si,Ge)3N4 Ge occupies the tetrahedral sites because that
allows the most symmetric N-(Ge,Si) tetrahedra to exist.8,9

With the notion that the anions would prefer to be distributed
as symmetrically as possible in bonding polyhedra, it seems
unlikely that a random distribution of anions would achieve
better results.

FIG. 5. (Color online) The second derivatives (solid and dashed)
of the measured (points) nonresonant O Kα XES and O 1s XANES
spectra determine the top of the VB and bottom of the CB. The first
peak above the background noise level is used to determine the VB
and CB edges.

TABLE II. The calculated band gap values using the PDE
(EPDE

g ) and MBJLDA (EMBJLDA
g ) functionals are compared to the

experimentally determined value (Eexpt
g ). The type of band gap

transition that can occur is indicated in parentheses. The calculated
band gap values using the same method for w-GaN and β-Ga2O3

illustrate the reliability of the calculated values.

Material EPBE
g (eV) EMBJLDA

g (eV) Eexpt
g (eV)

Ga2.79O3.05N0.76 1.14 (direct) 2.79 (direct) 2.95 ± 0.30
w-GaN 1.94 3.23 3.4 ± 0.1
β-Ga2O3 2.50 4.96 4.8 ± 0.1

B. Electronic band gap

Now that we have determined the most probable model
for the anion ordering to be structure 3, we turn our attention
to the electronic band gap of Ga2.79O3.05N0.76. The measured
oxygen data are not affected by h-BN impurities and are used
to evaluate the electronic band gap.

The band gap is determined by combining the measured
occupied and unoccupied O p states on the same energy scale
as in Fig. 1. Figure 5 displays the second derivative of the
measured occupied and unoccupied O p states and is used
to determine the location of the VB and CB edges. There is
no significant core hole shift (0.0 ± 0.1 eV) as determined
from our DFT calculations by comparing the calculations
with and without a core hole. This places the measured band
gap of Ga2.79O3.05N0.76 at 2.95 ± 0.30 eV with no corrections
necessary since there is only one oxygen site in structure 3.
The error associated with this band gap value is evaluated by
including three considerations: the error in the experimental
precision in energy (±0.20 eV), the error in the relative
calibration (±0.20 eV), and the error in the core hole shift
(±0.1 eV).

The electronic band gap values were also implicitly calcu-
lated from the DFT results. Table II lists the band gap values
calculated with both the PBE and MBJLDA functionals. It is
well known that conventional GGA (PBE) calculations un-
derestimate the band gap, but including a semilocal screening
potential provides significantly more accurate values.20 The
calculated band gap values for structure 3 are used as the
theoretical values for Ga2.79O3.05N0.76. The reliability of MB-
JLDA band gap calculations of similar compounds, w-GaN and
β-Ga2O3, suggests that the value should be within 0.2 eV,
which is what we see when we compare the calculated and
measured values.

IV. CONCLUSIONS

Here we tested three structural models for Ga3O3N in which
there is a significant level of anion ordering, in contrast to
XRD measurements, which generalize the anions to a single
site. We confirm that of the three possible structure types
tested, the appropriate structural model is that which adopts
the R3̄m space group. This structure provides the appropriate
hybridization of Ga s and p with N and O p states. The high
level of hybridization stems from the increased symmetry of
the Ga-O6 and Ga-O4N2 octahedra and Ga-O3N tetrahedra.
The measured band gap of Ga2.79O3.05N0.76 is 2.95 ± 0.30 eV
using the O Kα XES and O 1s XANES spectra and agrees
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with the calculated value of 2.79 eV. We used a combination of
DFT calculations along with XES and XANES measurements
to experimentally determine both the band gap and anion
ordering in spinel-type gallium oxonitride. This technique is
not limited to this material but may be applied to any material
where the locations of the elements, differing by �Z ± 1, are
not easily determined with XRD.
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Solid solutions of silicon nitride (Si3N4) with aluminum oxide (Al2O3) that form β-sialons (β-
Si6−zAlzOzN8−z) provide a host of materials with both, useful electronic and mechanical proper-
ties. These electronic properties are relatively unknown and here we provide measurements and
calculations of the electronic band gap using a combination of X-ray emission spectroscopy, X-ray
absorption spectroscopy and density functional theory, respectively. The measured electronic band
gaps of β-Si6−zAlzOzN8−z with z = 0.0, 2.0 and 4.0 are determined to be 7.2 eV, 6.2 eV and 5.0
eV (all ±0.2 eV), respectively. The measured band gap values, however, are only agree fairly well
with the calculated values of 5.88 eV, 3.45 eV and 2.39 eV for β-Si6−zAlzOzN8−z with z = 0.0, 2.0
and 4.0, respectively. The smaller calculated band gap values are attributed to the shortcomings of
DFT, which often underestimates the electronic band gap. In contrast to previous observations, the
band gap energy shows a linear dependence on composition. The electronic structure measurements
also reveal a single bonding environment for both the Si and Al atoms. This supports the specific
structural arrangements proposed originally by Okatov. Furthermore, β-sialons are wide-band gap
semiconductors with the band gap reduction arising from the O p-states moving toward the Fermi
level. This band gap reduction also provides the ability for direct band gap transitions, which is
very important for practical applications.

PACS numbers: 71.20.Nr,61.66Dk,61.10Ht,78.40Pg, 78.70.En

I. INTRODUCTION

The formation of solid solutions between silicon ni-
tride (Si3N4) and aluminum oxide (Al2O3) was discov-
ered simultaneously by Jack and Wilson1 as well as
Oyama and Kamigoto2. These compounds are named
sialons, an acronym dubbed for the constituent elements,
Si - Al - O - N, and since the sialons are derived from
Si3N4, they are also systematically named after their
isostructural relatives: α-sialons (α-Si3N4), β-sialons (β-
Si3N4) and most recently γ-sialons (γ-Si3N4)

3. These
materials exhibit outstanding high temperature perfor-
mance (i.e. good mechanical properties, thermochemical
corrosion resistance and excellent thermal shock resis-
tance) giving rise to multiple engineering applications4.
Similar to the end member β-Si3N4, β-sialons can be ap-
plied as either porous materials in separation membranes
at high temperatures for hot gas filtration applications or
as densely-sintered ceramics for use in high-speed cutting
inserts and coatings for gas turbines. More recently, the
focus of applications has changed from a strict mechani-
cal perspective (i.e. thermomechanical and thermochem-
ical properties) to more functionalized ones. For exam-
ple, the introduction of Eu atoms into the β-sialon lat-
tice has led to efficient phosphors for white light emitting
diodes (LEDs)5,6. The crystal structure of β-sialon has
hexagonal symmetry (P 63/m; No. 176) and is analogous
to β-Si3N4. The β-sialon system is typically described as
β-Si6−zAlzOzN8−z (i.e. two formula units in the hexag-
onal cell) with Al and O atoms substituting Si and N

atoms, respectively7. The range of stable compositions
for β-sialons is known to be 0.0 ≤ z ≤ 4.28,9. The crys-
tal structure of β-Si3N4, contrary to β-sialons, is very
simple with only three nonequivalent sites. The crystal
structure of β-sialon is measured quite easily with X-
ray diffraction (XRD), however, distinguishing between
the Al and Si or O and N atoms is nearly impossible as
their X-ray scattering factors are too similar. The obvi-
ous alternative is to use neutron diffraction, but neutron
diffraction experiments require a very large amount of
pure material, which is still quite difficult to obtain, and
so far has shown limited success10. Instead, the crys-
tal structure can be derived from the electronic struc-
ture, which is very sensitive to the bond ordering and
hence the local and long range ordering11,12. This tech-
nique is much more sensitive to the local and long range
ordering in the crystal and provides a method to test
complete structural models, rather than being limited
to ascertaining the local bonding environment. Vari-
ous forms of Al - O arrangements and structural order-
ing have been proposed. Several spectroscopic methods
have to some extent elucidated the local crystal struc-
ture: nuclear magnetic resonance (NMR)13–16, extended
X-ray absorption fine structure17, core level X-ray pho-
toemission spectroscopy18, and X-ray absorption near
edge structure (XANES)12. The measurements consis-
tently reveal a predominance of Al - O and Si - N bonds.
These experimental results have been confirmed with ab
initio density functions theory (DFT) calculations19–21.
From the reported measurements and calculations two
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structural models have emerged. One proposed by Oka-
tov et al.21 using the extended Hückel theory approxi-
mation and the second structure based on NMR mea-
surements by Dupree et al.14,15. These models can be
summarized as follows (1) In the Okatov model the O
atoms are only connected to Al forming hexagonal rings.
These are stacked along c, so that some of the channels
typical for the β-Si3N4 structure essentially become Al -
O tubes. This structure is simulated using a 3 × 3 × 1
supercell of the original unit cell for β-Si3N4. (2) In the
Dupree model the Al and O atoms are clustered in slabs,
that are extending (infinitely) within the a-b plane and
are inserted at certain distances along c of the β-Si3N4

parent structure. This created a somewhat heteroge-
neous structure with interface layers. Fig. 1 shows the
crystal structure of the Okatov and Dupree models with
z = 2.0 and z = 4.0. While previously, the structure of
β-sialons has been studied through a comparison of mea-
surements with the simulated electronic structure and
generalized local bonding environments12, no reports of
comparing a specific crystal structure or space group to
experimental measurements are available. One unique

c

b

b

b

b

c

a

a

Dupree (z = 2.0)

Dupree (z = 4.0)

Okatov (z = 2.0)

Okatov (z = 4.0)

FIG. 1. (Color Online) The crystal structure models for β-
sialons z = 2.0 (top) and z = 4.0 (bottom) with the ordering
proposed by Dupree et al.15 (left) and Okatov et al.21 (right).
The Dupree structure is viewed from the b-c place and the
Okatov structure from the a-b place to showcase the layering
and the hexagonal rings, respectively.

feature of β-sialons is the ability to adjust the physical
properties by changing the composition. The tunability
of β-sialons continues to motivate research into new and
less expensive synthesis techniques22–25. While many of
the physical properties of the β-sialons, such as lattice
parameters and elastic constants, thermal conductivity,
hardness, intrinsic fracture toughness, and friction coeffi-
cients exhibit a linear dependence on the composition26,
the dependence of the electronic structure with compo-

sition is non-linear5,27. Previous theoretical calculations
have shown that there is a vast reduction in the band
gap from ≈ 4.2 eV at z = 0.0 to ≈ 1.3 eV at z = 4.05,27.
Furthermore, the lowest energy models exhibit impurity-
like states near the band edges for z < 2.0, with a direct
electronic band gap for all β-sialons with z > 0.0. Even
though there have been a few studies determining the
electronic band gap through theoretical means, there are
no experimental reports of the electronic band gap for
β-sialons. The correlation between the electronic band
gap and the degree or type of Si - N vs. Al - O sub-
stitution in β-sialons is important for further potential
applications into (opto)electronic devices. In this study,
we (1) compare the calculations of the two structural
models, Dupree and Okatov, comparing the simulated
spectra from the Okatov model to the experimental mea-
surements of β-sialons with z = 0.0, 2.0 and 4.0 and (2)
determine the electronic band gap using a combination of
the electronic structure measurements and density func-
tional theory calculations.

II. EXPERIMENTAL DETAILS

Two different β-sialons studied were hot-pressed
platelets with nominal compositions z = 2.0 and 4.0.
The preparation was identical for all stoichiometries. The
preparation of β-sialon with z = 2.0 shall be given exem-
plarily: Considering the residual oxygen contents within
the nitrides, a powder mixture of 66.61 wt.% Si3N4 (SN-
E-10, Ube Industry, Japan, 1.32 wt.% O), 11.40 wt.%
AlN (Type F, Tokuyama Soda Co., CA, 0.9 wt.% O),
and 21.99 wt.% Al2O3 (AKP 50, Sumitomo Chemical
America, NY) was prepared to give the nominal compo-
sition Si2AlON3 or β-sialon with z = 2.0. The powder
was attrition-milled in isopropyl alcohol for 2 hrs. with
high purity Si3N4 milling media in a teflon-coated jar.
The slurry was dried in a polyethylene beaker under a
halogen lamp while being stirred. Finally, charges of the
powders were hot pressed in a graphite furnace (1775◦C /
2 hrs./ 30 MPa N2). The phase purity of the two β-sialons
was verified by X-ray powder diffraction and the ma-
terials were further investigated with scanning electron
microscopy in combination with energy-dispersive X-ray
spectroscopy. The N and O content was determined us-
ing the established dependence of the lattice parameters
on z9, combustion elemental analysis and electron probe
microanalysis for the β-sialons. The grain sizes as deter-
mined by SEM were ≈ 1-3 µm for compositions with a
low Al–O content and up to 100 µm for the more highly
substituted sialons. The β-Si3N4 or β-sialon with z = 0.0
was prepared by ultra-hotisostatic pressing of an admix-
ture of β-Si3N4 powder (Bayer) and 20 wt.% silicon ni-
tride imide (Si2N2NH) without any further sintering aid
at 13 GPa and 1773 K for 90 mins. The method and as-
sembly were identical to the one used in Ref. 28. The re-
sulting compact material consisted of pure beta β-Si3N4

with close to 100% phase density and grain sizes between
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0.2 and 3 µm. The oxygen content was below the de-
tection limit of the energy-dispersive X-ray spectrometer
attached to the scanning electron microscope. XRD was
carried out using two different Stadi-P diffractometers
(STOE) in transmission geometry with curved Ge-(111)
monochromators. One is equipped with a molybdenum
tube (Mo-Kα = 0.709262 Å) and a linear position sensi-
tive detector (PSD) with an aperture of 6◦ and the other
is equipped with a copper tube (Cu-Kα = 1.540562 Å)
and a curved PSD with an aperture of 40◦. The patterns
were collected in an angular range of 5-55◦ (2θ) with a
step width of 0.02◦ for Mo-Kα and 10-86◦ (2θ) with a step
width of 0.03◦ for Cu-Kα, respectively. Full pattern anal-
ysis was performed using the Rietveld method with the
FullProf Suite software package29. Fig. 2 shows the XRD
patterns and refinements with the lattice constants and
fractional coordinates of the β-sialons given in Table I.
The SGM beamline30 (Canadian Light Source, Canada)
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FIG. 2. X-ray diffractogram of β-sialons z = 2.0 (top) and
z = 4.0 (bottom). The plot includes the measured data points
(red dots), fit pattern (black line), expected Bragg positions
(blue markers), and difference plot (green line).

was used to collect the O 1s, N 1s, Al 1s, and Si 1s
XANES spectra. The PGM beamline31 (Canadian Light
Source, Canada) was used to collect the Si 2p XANES

spectra, while Beamline 8.0.132 (Advanced Light Source,
USA) was used to collect the Si L2,3, O Kα and N Kα X-
ray emission spectra (XES). These samples were pressed
onto carbon tape and placed 30 deg off normal with re-
spect to the incident beam with all measurements per-
formed at room temperature. The O 1s, N 1s and Al 1s
XANES were measured in both total fluorescence yield
(TFY) using a micro channel plate detector and partial
fluorescence yield (PFY) modes using a silicon drift de-
tector. The Si 1s XANES was measured in TFY and
PFY modes along with inverse partial fluorescence yield
(IPFY) mode monitoring the Al Kα emission using a sil-
icon drift detector. The Si 2p XANES was measured
only in TFY mode. All of the XES spectra, which in-
clude N Kα, O Kα and Si L2,3 XES, were measured us-
ing the soft X-ray fluorescence spectrometer permanently
affixed to Beamline 8.0.1. The calibration of the N Kα
XES and N 1s XANES spectra used a powder sample of
hexagonal boron nitride (h-BN). The peak locations are
392.75 eV and 394.60 eV for the XES measurement and
402.10 eV for the XANES measurement. In the case of
the XANES calibration, the TEY spectrum of h-BN is
used. For the O Kα XES and O 1s XANES spectra a
powder sample of bismuth germanium oxide (BGO) was
used. The peak locations are 517.90 eV and 526.00 eV
for the XES measurement and 532.70 eV for the XANES
measurement. Again, in the case of the XANES calibra-
tion, the TEY spectrum of BGO is used. The Si L2,3

XES and Si 2p XANES are calibrated using amorphous
silicon dioxide (a-SiO2). The peak locations are 88.85 eV
and 94.75 eV for the XES measurement and 108.10 eV
for the XANES measurement. Contrarily, in the case of
the XANES calibration, the TFY spectrum of a-SiO2 is
used. For the remaining measurements, the Al 1s and Si
1s XANES, the spectra were not calibrated since no anal-
ysis is made based on the energy scale of the spectra. The
electronic band gap of any material can be determined
using a combination of XES and XANES measurements.
The electronic band gap is taken as the separation be-
tween the XES spectrum and XANES spectrum, when
they are displayed on the same energy scale. We use the
second derivatives of the spectra to determine the band
edge, which has been shown to unambiguously determine
the band edge of a broadened experimental spectrum for
a variety of materials33,34. We then need to add both the
calculated core hole shift and nonequivalent site shifts to
the initial value as these effects decrease the measured
band gap value. We use the results of our DFT calcula-
tions to estimate the value of these shifts similar to pre-
vious studies33. These corrections make this technique a
reliable method to determine the electronic band gap of
materials, in particular when there are no other viable
methods available.
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III. THEORETICAL DETAILS

The ab initio DFT calculations employ the commer-
cially available WIEN2k software (ver. 12.1). This
code uses the Kohn-Sham methodology with spheri-
cal wave functions to model core orbitals, and lin-
earized augmented plane waves for semi-core, valence
and conduction band states35. The exchange interaction
used the Generalized Gradient Approximation (GGA) of
Perdew-Burke-Ernzerhof36 and local density approxima-
tion with the added modified Becke-Johnson potential
(MBJLDA)37. The energy cut-off for the plane wave ba-
sis was -6.0 Ryd. For the ground state calculation of β-
sialon with z = 0.0 a k -point mesh of 8×8×19 was used.
While, 4× 4× 28 and 8× 8× 6 k -point meshes were used
for other the ground state calculations using the Okatov
and Dupree structures, respectively. The core hole effects
are modeled by including a single core hole at the atom
of interest inside a 3 × 2 × 2 supercell of the unit cell of
β-Si3N4. For these calculations, a 4×4×14 k -point mesh
was used. The core hole shift was determined by com-
paring the calculated conduction band energy location,
including the core hole, to the conduction band location
calculated without the core hole. The non-equivalent site
splitting was determined from the core level energy eigen-
values. Both structural models use a triclinic symmetry.
Whereas the Dupree model is based on 56 nonequiva-
lent sites (P1, No. 1) Okatov uses 63 nonequivalent sites
(P -1, No. 2). Completing proper simulations of the to-
tal measured XES and XANES spectra would require as
many calculations as there are nonequivalent sites. How-
ever, many nonequivalent crystal sites have equivalent
electronic structure depending on the sensitivity to long
range ordering. Unfortunately, all of the atoms have a
unique local electronic structure for the Dupree model.
For the Okatov model, groups of nonequivalent crystal
sites with equivalent local electronic structure exist. The
number of XANES calculations, here 63, is thus reduced
to only 7 calculations. The sites are classified by their lo-
cal bonding structure, but in some cases this is extended
to the second coordination shell.

IV. RESULTS AND DISCUSSION

The equilibrium energy calculated using DFT (pro-
vided the calculation parameters are similar) could be
used as a measure of the relative stability of materials.
Table I lists the energy of the three β-sialon compositions
studied within the two models considered. The total en-
ergy of the unit cell will decrease as we substitute Al for
Si and O for N since the energy difference between Si and
Al is larger than O and N. But, there is also a definite
decrease in equilibrium energy for the Okatov structure
over the Dupree structure. This is a clear indication that
the Okatov structure is more favorable with regard to
the equilibrium energy. This result is not very surprising
considering that the Okatov structure is a theoretically

optimized structure, however, below we compare the re-
sulting calculated electronic structure to measurements
to confirm the validity of this structure. Additionally,
one implicitly calculates the total inter-atomic forces dur-
ing a DFT calculation. Similar to the total equilibrium
energy, the total atomic forces for the Okatov structure
are effectively zero in contrast to the Dupree structure.
Similar to the Okatov structure, the total inter-atomic
forces for β-sialon z = 0.0 are also zero. Considering
both the equilibrium energy and the inter-atomic forces,
the Okatov structure is the most appropriate structure to
describe β-sialons. On the basis of the arguments given
above only the calculations based on the Okatov model
are used for the comparison with the experimental re-
sults. Using the electronic structure measurements
of the N p-states is a useful route to compare the differ-
ences in the electronic structure of all the β-sialon com-
positions. Figs. 4 - 5 shows the measured and calculated
N p-states probed using N Kα XES and N 1s XANES.
The calculated N Kα XES and N 1s XANES, compared
to the measurements reproduce most of the spectral fea-
tures. Specifically, the calculated N 1s XANES spectra
agree very well with the measured corresponding spec-
tra. The calculated spectra have sharper features than
the measured spectra, but this is due to saturation of
the fluorescence signal during the XANES measurement,
which is prevalent in non-dilute materials. More impor-
tantly, the calculated spectra predict the behavior ex-
hibited through resonant N Kα XES measurements and
also the changes in the N p-states of β-sialons going from
z = 0.0 to 4.0. First, tuning the excitation of the N
Kα XES of β-sialon z = 0.0 to a maximum in the N2c

N 1s XANES (402.1 eV), there is a significant reduc-
tion in the relative intensity of feature a (Fig. 4). This
reduction is expected considering the calculated N Kα
XES spectrum corresponding to the N2c site. Similar
differences among the nonequivalent sites continues for
the other the β-sialons (Figs. 5 and 6) in that the rela-
tive intensity of feature a is also reduced. But in these
cases this is due to preferentially exciting the nitrogen
that is bonded to aluminum rather than a specific site
point symmetry. Second, the localization of feature b in
Figs. 4 - 5 observed in the measured non-resonant N Kα
XES spectra is reproduced in the corresponding calcu-
lated spectra. Third, the relative intensity of features a
and c, which decreases with increasing z, is reproduced
in the calculated N Kα XES spectra. The agreement be-
tween the measured and calculated electronic structure,
namely the N p-states, suggests that the Okatov model
correctly predicts the electronic structure differences be-
tween the different compositions. Now that we have as-
certained the most appropriate crystal structure, we turn
to determining the electronic band gap. With the avail-
able measurements there are several types of electronics
states that can be used to determine the band gap, these
include: N p-states, O p-states and Si s/d -states. Fig. 3
shows both the electronic band structure and the partial
density of states (PDOS) for all three β-sialons. Table I
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TABLE I. The structural parameters of β-Si6−zAlzOzN8−z with z = 0.0, 2.0 and 4.0 are specified within the spacegroup
P63m. Density functional theory calculations including total energy, inter-atomic forces, core hole and nonequivalent site shift
(∆Eshift) and electronic band gap using GGA (EGGA

g ) and MBJLDA (EMBJ
g ) functionals are shown. The measured electronic

band gap (E∗
g) is determined from the N Kα XES and N 1s XANES measurements and includes the added correction ∆Eshift.

Materials Lattice cation 6h anion 6h Model Energy Forces EGGA
g EMBJ

g ∆Eshift E∗
g

(Å) (Ryd) (mRyd/bohr) (eV) (eV) (eV) (±0.2 eV)

z = 0.0 a = 7.5962(9) x/a = 0.17685 x/a = 0.31928 -4357.53 0.000 4.32 5.88 2.2 7.2

c = 2.9083(4) y/a = 0.76944 y/a = 0.01348

z = 2.0 a = 7.65915(10) x/a = 0.17126 x/a = 0.33378 Okatov -4250.93 0.000 1.83 3.45 1.7 6.2

c = 2.95644(4) y/a = 0.7672 y/a = 0.03144 Dupree -4250.89 1.904 2.19 3.54

z = 4.0 a = 7.71365(7) x/a = 0.16737 x/a = 0.33465 Okatov -4144.19 0.000 0.76 2.39 1.2 5.0

c = 3.00789(3) y/a = 0.76382 y/a = 0.02869 Dupree -4144.09 1.424 0.00 0.05
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FIG. 3. (Color Online) The calculated electron band structure and partial densities of states of β-sialon z = 0.0 (left), z = 2.0
(middle) and z = 4.0 (right). The band structure is plotted for a cubic Brillouin zone. The inset panels are enlargements of the
unoccupied partial density of states of the lower conduction band. The valence band and conduction band edges are indicated
with horizontal dashed lines.

also displays the calculated electronic band gap for these
materials. A clear reduction in electronic band gap arises
with the addition of Al and O atoms. The band gap re-
ductions seemingly arise from the lower conduction bands
(CBs) moving away from the main CB. The lower CBs
are primary composed of oxygen electronic states, with
the next largest contribution being nitrogen electronic
states. This is similar to the study of Ching et al.20 in
which they describe impurity like states being added to
the CB. There is the slight difference here in that there is
no discontinuity in the total DOS. Interestingly, the top
of the valence band (VB) is primarily nitrogen electronic
states with basically no other contribution. Measuring

the nitrogen electronic states is the most viable method
to determine the electronic band gap due to the nitrogen
playing such a major role in the VB as well as a minor
role in the bottom of the CB. Furthermore, there are no
oxygen, silicon or aluminum electronic states at the top
of the VB making the use of these electronic structure
measurements to determine the electronic band gap not
possible. The electronic band gap is determined using
N Kα XES and N 1s XANES measurements for all the
materials studied here. Figs. 4 - 5 show both the mea-
sured and simulated N Kα XES and N 1s XANES, which
are plotted on a common energy scale to determine the
electronic band gap. The simulated and observed nitro-
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FIG. 4. (Color Online) The measured N Kα XES and N 1s
XANES (connected dots) of β-sialon z = 0.0 are compared
to the simulated spectra (lines). The excitation energy of the
resonant XES spectra is displayed to the left above the spec-
trum and indicated with an arrow above the XANES spec-
trum. Elastic scattering features have been labeled with E0.
The inset panels above the corresponding measured spectra
show the second derivative with the top of the valence band
and bottom of the conduction band indicated by an arrow
and labeled directly above. The symmetry of the nonequiv-
alent crystal site is labeled directly above the corresponding
spectra. Lastly, the XANES spectra, from the ground state
calculation (dashed lines), show the effect of the core hole
when compared to the XANES spectra with an included core
hole (solid lines).

gen electronic structure agree well and thus confirm the
adopted structural model. The agreement furthermore
supports the obtained values of the core hole shifts and
the nonequivalent site shifts. Table I lists the adjusted
measured electronic band gap values, which take into ac-
count the core hole shifts and non-equivalent site shifts.
The measured electronic band gap values are 7.2 ± 0.2
eV, 6.2 ± 0.2 and 5.0 ± 0.2 for β-sialon z = 0.0, 2.0 and
4.0, respectively. These values are slightly larger than
the calculated values, but not entirely unexpected since
DFT, even using the MBJLDA functional will sometimes
greatly underestimate the electronic band gap. Of course,
one has to realize that the structure used for the DFT cal-
culations will also greatly affect the calculated electronic
band gap. While the Okatov model is a good base for
β-sialons a larger superstructure with defects could still
improve the agreement. It is worth mentioning that an
even lower band gap energy (almost conductive behav-
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FIG. 5. (Color Online) The measured N Kα XES and N 1s
XANES (connected dots) of β-sialon z = 4.0 are compared to
the simulated spectra (lines) similar to Fig. 4.

ior) is obtained by the Dupree model from the current
DFT calculations, see Table I. Despite the fact that the
difference between calculation and experiment exceeds
the experimental error, the trend of both as a function
of composition is similar. Especially the experimental
values are linear in contrast to previous results5,27. The
large band gap values may prove useful for doped pc-LED
applications34. So far, we have analyzed only the mea-
surements of the N p-states. However, much more can be
learned through studying the electronic structure of the
other atoms present. These include measurements of the
O p-states (O Kα XES and O 1s XANES), the Si s/d -
states (Si L2,3 XES and Si 2p XANES), the Si p-states (Si
1s XANES), and finally the Al p-states (Al 1s XANES).
Since it is clear that the Okatov model performs far bet-
ter than the Dupree model, considering the calculated
energy and inter-atomic forces as well as the behavior of
the electronic structure with different compositions, only
the calculated spectra using the Okatov model are pre-
sented. While not explicitly mentioned, measurements of
the N p-states have a distinct advantage over the other
measurements as N is unlikely to form impurity phases.
For example, it is well known that silicon nitride forms a
silicon dioxide passivation layer on the surface meaning
that there is likely both, silicon dioxide (SiO2)and Al2O3

on the surface of the β-sialons, which could affect the
measured electronic structure in some cases. The mea-
sured O p-states have fairly good agreement with the
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FIG. 6. (Color Online) The measured N Kα XES and N 1s
XANES (connected dots) of β-sialon z = 2.0 are compared to
the simulated spectra (lines) similar to Fig. 4.

calculated electronic structure. Fig. 7 shows the compar-
ison of the measured and calculated O Kα XES and O 1s
XANES spectra for both β-sialon compositions z = 2.0
and 4.0. Turning first to the O 1s XANES spectra, the
agreement is quite good. However, as previously men-
tioned there may be contaminant silicon dioxide and the
O 1s XANES spectra of β-sialons are remarkably similar
to that of SiO2

34. That aside, there is also a small fea-
ture, reduced for z = 4.0, that is not reproduced by the
calculated spectra. This pre-edge feature at ≈ 532.2 eV
is due to scattering, which is not modeled in one electron
DFT calculations and thus not reproduced in the current
calculations. This scattering is evident in the β-sialon
z = 2.0 resonant O Kα XES spectrum (with excitation
532.3 eV) where both elastic and inelastic scattering fea-
tures are present. In the O Kα XES spectra, there is
fairly good agreement between the measured and calcu-
lated spectra. However, some silicon dioxide is present
as feature a is much too large and its position appears
similar to previous silicon dioxide measurements34. Oth-
erwise the VB width and positions of features b and c are
correctly reproduced by the calculated spectra. There-
fore, the O p-states, are for the most part, successfully
reproduced using the Okatov model. The measured Si
s/d -states show significant contributions from SiO2 due
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FIG. 7. (Color Online) The measured O Kα XES and O 1s
XANES (connected dots) of β-sialon z = 2.0 and z = 4.0 are
compared to the simulated spectra (lines) similar to Fig. 4.

to the short penetration depth of the low energy X-rays
used to measure the spectra. Fig. 8 shows the compari-
son of the measured and calculated Si L2,3 XES and Si
2p XANES spectra. The calculated spectra of β-sialon
z = 0.0 agree very well with the corresponding measure-
ments. However, the agreement between calculated and
measured Si 2p XANES deteriorates as the oxygen con-
tent increases, which is likely due to the increase in silicon
dioxide content. The silicon dioxide content is obvious
from the characteristic features38 present in the Si 2p
XANES of the β-sialons. However, since silicon dioxide
is a very large band gap insulator, we can tune the excita-
tion energy for the Si L2,3 XES spectra below the absorp-
tion of silicon dioxide in order to excite only the β-sialon
Si s/d -states. This produces a significant reduction in
features a and b making the measured spectra better re-
semble the calculated spectra. The expected behavior
of the near edge XANES is reproduced by the calculated
spectra in that the onset is broadened so that the Si elec-
tronic states increase in energy relative to the lower CB.
Overall, the measured Si electronic structure is well re-
produced by the calculations. The unoccupied Si and Al
p-states are much less sensitive to the composition of the
β-sialons than the measurements presented so far. Fig. 9
shows the comparison of the measured and calculated Al
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FIG. 8. (Color Online) The measured Si L2,3 XES and Si 2p
XANES (connected dots) of β-sialon z = 0.0, 2.0 and 4.0 are
compared to the simulated spectra (lines) similar to Fig. 4.

1s and Si 1s XANES spectra. Only a small difference was
observed for the previously measured Al 1s XANES spec-
tra12 supports again the reliability of the Okatov model.
In this model the Al and Si local bonding environments
are identical for all compositions. The significant dif-
ferences in the intensity of the lower energy feature for
all Si and Al 1s XANES spectra can be attributed to
saturation where the intensity decreases as the concen-
tration of the element, either Si or Al, increases. This is
even more evident with the Si 1s IPFY measurements,
which utilize the Al Kα emission without any saturation.
IPFY has the distinct advantage over PFY in that it is
free of saturation39. The intensity of the lower energy
feature in the IPFY is nearly identical, as expected from
the comparison to the calculated spectra. Turning to the
Al 1s XANES a similar effect is observed. The spectra
are similar for all compositions if saturation is excluded.
This cannot be experimentally verified since Al 1s IPFY
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FIG. 9. (Color Online) The measured Al 1s XANES and Si 1s
XANES (connected dots) of β-sialon z = 0.0, 2.0 and 4.0 are
compared to the simulated spectra (lines). The nonequivalent
crystal sites are added together.

measurements are not feasible. The similarities of both
the Al and Si 1s XANES spectra suggest that the local
bonding environment does not change for Si and Al con-
sistent with the Okatov model whose calculated spectra
successfully reproduce the measured spectra.

V. CONCLUSIONS

We measured the electronic band gap using XES and
XANES measurements combined with DFT calculations.
The electronic band gaps of β-Si6−zAlzOzN8−z with
z = 0.0, 2.0 and 4.0 are determined to be 7.2 eV, 6.2
eV and 5.0 eV (all with 0.2 eV experimental error), re-
spectively. These values are all larger than the calcu-
lated band gap values of 5.88 eV, 3.45 eV and 2.39 eV
for β-Si6−zAlzOzN8−z with z = 0.0, 2.0 and 4.0, respec-
tively, but this is expected due to the underestimation
of the electronic band gap associated with DFT calcula-
tions. Furthermore, the experimental band gap measure-
ments show a linear dependence on composition, which
is contrary to calculations. The calculated band struc-
ture shows that the band gap reduction arises from the
O p-states moving toward the Fermi level and the elec-
tronic band gap is now direct. Additionally, the large
electronic band gap is prerequisite for using β-sialons in
pc-LED devices34. Lastly, the electronic structure mea-
surements show that there is a single bonding environ-
ment for the Si and Al atoms suggesting that β-sialons
do crystallize in specific structural arrangements. In this
case the Okatov structure reproduces most of the exper-
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imental measurements and it is a good structural model
for β-sialons.
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Chapter 4

Predicting the Structure of Materials

4.1 Hardness Predictions and Structure

Predicting the hardness of materials is very important as it will allow for the improvement of

current technological and mechanical devices. However, the electronic band gap is seemingly

intertwined with the mechanical hardness [16] and could be exploited to evaluate hypothetical

materials. The success of calculating the hardness of materials [15] and electronic band

gap [38] with an ab intio approach suggests these methods could be combined with Eq. 1.15.

This would allow one to evaluate the likelihood of a specific material to exist. This provides

a very powerful tool to study the not only the hardness, but the existence of hypothetical

ultra-hard materials. In summary, given the well-defined linear relation between mechanical

hardness and the intrinsic electronic band gap, a material must exhibit the correct mechanical

and electronic properties in order to exist.

4.2 Publication

The following publication is an innovative look on determining whether a hypothetical ma-

terial is likely to exist. The materials studied are restricted semiconductors with covalent

bonding, and also relies on the accurate calculations of the electronic structure and elec-

tronic band gap using DFT. The following paper was written solely by T D Boyko under the

supervision of A Moewes.
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Predicting the Existence of Spinel Nitrides

Authors: T D Boyko and A Moewes

Summary and Author Contributions:

In this study [61], the hardness of all group 14 spinel nitrides, γ-C3N4, γ-Si3N4, γ-Ge3N4,

γ-Sn3N4, γ-Pb3N4, and their ternary compounds are calculated. This is achieved solely

through the calculation of the electronic structure using DFT calculations performed by T D

Boyko under the supervision of A Moewes. This study aims not only to the calculate the

intrinsic hardness of the group 14 spinel-type nitrides, but also use the calculated electronic

band gap and hardness to evaluate the likelihood of whether further group 14 spinel-type

nitrides may be synthesized. The only experimentally realized binary spinel nitrides areγ-

Si3N4, γ-Ge3N4 and γ-Sn3N4, while the others remain only hypothetical. Much research

has been carried out regarding the hardness of γ-C3N4 with little notion as to whether this

material would ever exist. We use the bond modulus equation proposed by Gilman [16] to

compare both the calculated hardness and calculated electronic band gap. The electronic

band gap is calculated using DFT calculations with the MBJLDA functional, while the

hardness is calculated using the approach of Ref. [15]. The spinel nitrides that have been

synthesized exhibit the predicted linear relationship between hardness and bond modulus

as do some of the hypothetical compounds. However, the coveted γ-C3N4 strongly diverges

from the linear relationship suggesting its existence will remain hypothetical. In order to

validate this model, we apply the same method to the pure group 14 compounds C through

Sn with diamond structure, which also show a near perfect linear correspondence between

hardness and bond modulus. This publication highlights the strong correlation between

hardness and the electronic structure showing that by using calculations for the electronic

band gap, not only can the hardness of materials be predicted, but even their likelihood of

being synthesized. This results here further motivate the development of techniques used to

measured the intrinsic electronic band gap regarding research into ultra-hard materials.
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Predicting the Existence of Spinel Nitrides

T. D. Boyko and A. Moewes∗

Department of Physics and Engineering Physics, University of Saskatchewan,
116 Science Place, Saskatoon, Saskatchewan, S7N 5E2 (Canada)

(Dated: October 9, 2013)

The hypothetical spinel carbon nitride (γ-C3N4) has received a large amount of attention due
to its predicted hardness being comparable to diamond. The group 14 spinel binary nitrides that
have been synthesized are limited so far to γ-Si3N4, γ-Ge3N4 and γ-Sn3N4. However, there still
remains significant interest in γ-C3N4 in the hope that it will eventually be synthesized, but there are
no successful reports making the study of γ-C3N4 strictly theoretical. The hardness and electronic
band gap are calculated using ab initio density functional theory. Through an empirical relationship
that correlates hardness, crystal structure and the electronic band gap we show that γ-C3N4 and
the solid solutions γ-(C,Si)3N4 will never be synthesized. This relationship also shows that in the
case of the solid solutions γ-(Si,Ge)3N4 and γ-(Ge,Sn)3N4 the tetrahedral site is filled first by the
larger cation, Ge and Sn. Furthermore, a new method to calculate the hardness using the nitrogen
bonding tetrahedron provides more unambiguous results and the trend of the hardness is in better
agreement with experimental measurements.

PACS numbers: 62.20.Qp 71.15.Mb 71.20.-b

Ultra-hard materials, which are materials with a hard-
ness larger than 40 GPa, are widely used in industry to-
day for cutting blade coatings, industrial abrasives and
component coatings providing a wear resistant surface.
Diamond, although the hardest known material, has the
disadvantage that the carbon reacts with iron when used
as an abrasive. This has since been replaced in most
cases with the second hardest material, cubic boron ni-
tride (c-BN) [1]. Increasing the number of available ultra-
hard materials, other than diamond and c-BN, could
significantly improve the efficiency of industrial machin-
ing/polishing and the longevity of mechanical compo-
nents, particularly if a material harder than diamond
was discovered. Spinel structured binary group 14 ni-
trides have been studied, since the discovery of spinel
silicon nitride (γ-Si3N4) [2], for their large hardness [3]
and their desirable electronic properties [4]. While the
hardness of γ-Si3N4 is less than that of diamond [5, 6],
its hardness is much larger than the hexagonal phase (β-
Si3N4) [5] and reported measurements are as large as 43
GPa [7], which place it firmly in the ultra-hard mate-
rials class. However, there is still significant interest in
the still not synthesized spinel carbon nitride (γ-C3N4),
which has a predicted hardness possibly exceeding that of
c-BN [8]. Measuring the hardness of these spinel nitrides
has proven to be difficult due to the quality of available
materials for testing and as a result there is a large range
of values for the few measurements that have been re-
ported. Microhardness and nanohardness measurements
place the hardness value of γ-Si3N4 somewhere between
31 to 43 GPa [6, 7, 9, 10] depending on the oxygen con-
tent. In addition, these values are also highly dependent
on the indentation load and indentation method. For the
other spinel nitrides, γ-Ge3N4 and γ-Sn3N4, the values
have much less variation with hardness values ranging
from 28 to 31 GPa and 11 to 13 GPa [9], respectively.

However, this is due to the small number of reported
measurements and makes these values seemingly reliable.
The aim to predict new ultra-hard materials combined
with the ambiguity of hardness measurements drives the
need to develop methods that calculate the intrinsic hard-
ness. There are a few theoretical methods that have
been developed in order to calculate the intrinsic hard-
ness; these range from empirical [11? , 12] to semi-ab
initio [3, 13, 14] or in one case strictly ab initio [15].
While these methods are quite successful in determining
the hardness of diamond and other materials with well-
established hardness values, there is a large variation in
the reported values for spinel nitrides. The reported cal-
culated hardness of γ-Si3N4 and γ-Ge3N4 ranges from 27
to 34 GPa [3, 14–16] and 19 to 25 GPa [3, 15], respec-
tively. The range of predicted hardness values for γ-C3N4

is larger still at 56 to 71 GPa [3, 8, 15]. Conversely, the
hardness of γ-Sn3N4 remains unstudied theoretically. It
is clear that there must be some cause for this discrep-
ancy in the calculated hardness values for spinel nitrides,
which is reexamined here and compared to recent ex-
perimental values. Calculated hardness is expressed as
the bond strength per unit volume. Therefore, deter-
mining the effective bonding volume is very important
and greatly affects the calculated hardness values. The
bonding volume for many simple materials (diamond, c-
BN, etc.) is determined easily; there is only one bonding
polyhedron and one simply divides the unit cell volume
by the number of polyhedrons. The spinel structure is
much more complicated than the structure of diamond
and determining the effective volumes of the polyhedrons
can be somewhat ambiguous. Until now, the hardness of
spinel nitrides was calculated using the polyhedrons of
the cations (tetrahedral and octahedral) with the effec-
tive volume determined separately [3, 8, 14–16]. Here, we
calculate the effective bonding volume using the tetrahe-
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dron of the anion, which is determined by dividing the
total unit cell volume by the number of nitrogen bonding
tetrahedrons. This is contrary to previous methods and
makes the calculation of the effective bonding volume
more straightforward. The hardness calculations use the
method proposed in Ref. 15, but they are modified to
treat the mixed coordination of spinel structure properly
as discussed above. Previously, this hardness calculation
method was shown to be quite successful for simple bi-
nary materials with only one bonding coordination and
was generalized to multiple bonding coordinations, but
was later shown to be incorrect [17]. We tailor the hard-
ness equations for spinel structure, γ-AD2N4 with A and
D having tetrahedral and octahedral coordination, re-
spectively. Eq. 1 is used to calculate the hardness H from
the bond strengths of the tetrahedral bonds SAN and the
octahedral bonds SDN . The effective bonding volume is
calculated using the lattice constant c. The scaling con-
stants η and σ are required to fit the hardness values for
well-studied materials, similar to Ref. [15]. Eq. 2 deter-
mines bond strength from the bond lengths dAN and dDN

and the average electron densities ei using density func-
tional theory (DFT) to calculate the radius of a sphere
Ri required to enclose the total valence charge Zi of the
cations and nitrogen atoms i = A,D, N . Additionally,
the effective difference in the bonding potentials, Eq. 3,
is also changed to reflect the correct arithmetic and ge-
ometric averages. As one can see, the only input for de-
termining hardness in this way is the crystal structure.

H =
32η

c3
(SANS3

DN )
1
4 e−σfe , η = 1550, σ = 4 (1)

SAN =

√
eAeN

4dAN
, SDN =

√
eDeN

6dDN
, ei = Zi/Ri (2)

fe = 1 −
(

7 7
√

eAe2
De4

N

(eA + 2eD + 4eN

)2

, i = A,D, N (3)

Conventional DFT calculations are well known to under-
estimate the band gap with exchange correlation func-
tionals such as the generalized gradient approximations
(GGA-PBE)[18] and the local density approximation
(LDA). Instead, the band gap and thereby the elec-
tron density are calculated more accurately with a mod-
ified form of the LDA functional, namely MBJLDA [19].
These calculations were performed using WIEN2k [20]
with a 20 × 20 × 20 k-point mesh and energy cutoff of
-6.0 Rydberg using the new MBJLDA functional [19].
The charge integration for calculating the hardness was
carried out using CRITIC [21] with a 100×50×100 point
mesh for the r×ϕ×θ grid, respectively. The spinel struc-
ture, although having 56 atoms in the unit cell, can be
defined with two parameters: the lattice constant and the
anion bond parameter. Table I lists the structure param-
eters for the synthesized binary spinel nitrides [2, 22, 23]:
γ-Si3N4, γ-Ge3N4 and γ-Sn3N4. The structures of γ-
C3N4 and γ-Pb3N4 have been optimized using DFT and

the GGA-PBE functional [18] using a 10×10×10 k-point
mesh. The ternary compounds are created by assuming
that the lattice constants vary linearly with composition
similar to the materials studied in Ref. 22. The anion
bonding parameters for the ternary spinel structures were
optimized for minimal inter-atomic forces. The ternary
compounds, aside from γ-GeSi2N4 remain only hypothet-
ical and have not been synthesized. In order to study the
site preference of the cations, both preferential site oc-
cupations are considered. For example, in the case of γ-
SiC2N4, Si and C occupy the tetrahedral and octahedral
sites, respectively. While in the case of γ-CSi2N4, C and
Si occupy the tetrahedral and octahedral sites, respec-
tively. This way the ternary compounds all have spinel
structure and thus are defined using the Fd -3m (No. 227)
spacegroup. The calculated hardness values using Eq. 1

TABLE I. The lattice constants c, calculated sphere radii Ri,
calculated hardness values H, anion bond parameters u, and
band gap values Eg for the spinel nitrides γ-AD2N4 are com-
pared to the experimentally measured hardness and band gap
values. The available reported measurements are displayed
below their respective calculated values.

Material c u RA RD RN H Eg

(Å) (Å) (Å) (Å) (GPa) (eV)

γ-C3N4 6.7630 0.25600 1.001 1.018 0.955 76.9 1.57

γ-SiC2N4 7.0880 0.24881 1.235 1.039 0.954 58.5 0.69

γ-CSi2N4 7.4131 0.26364 1.048 1.269 0.949 42.9 2.32

γ-Si3N4 7.7381 0.25968 1.316 1.278 0.942 33.3 4.97

37d 4.8a

35e 4.9b

γ-GeSi2N4 7.7962 0.26157 1.369 1.295 0.953 31.1 4.50

γ-SiGe2N4 8.0544 0.25337 1.310 1.374 0.963 26.5 3.27

γ-Ge3N4 8.2125 0.2577 1.388 1.379 0.972 24.0 3.59

28h 3.5a

31i 3.5b

γ-SnGe2N4 8.4873 0.26413 1.542 1.395 0.984 19.9 2.75

γ-GeSn2N4 8.7621 0.25210 1.422 1.544 0.992 16.3 1.90

γ-Sn3N4 9.0370 0.25960 1.589 1.553 1.000 13.8 1.60

13j 1.6a

γ-PbSn2N4 9.2088 0.26278 1.653 1.565 1.104 13.2 0.30

γ-SnPb2N4 9.3805 0.25519 1.599 1.639 1.027 11.3 0.00

γ-Pb3N4 9.5523 0.25960 1.670 1.636 1.049 10.5 0.00

The experimental errors (hardness method) are: aRef. 24:
±0.2 eV, bRef. 25: ±0.2 eV, dRef. 6: ±7 GPa (Nano),
eRef. 26: ±4 GPa (Knoop), hRef. 9: ±5 GPa (Vickers),
iRef. 9: ±6 GPa (Nano), jRef. 9: ±5 GPa (Nano).

agrees with most of the reported hardness measurements
within experimental error [6, 9, 26]. However, the calcu-
lated hardness values here assume isotropic material in-
dentation meaning that the calculated values, in general,
are likely to be smaller than the experimental values. The
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calculated hardness values are similar to previous calcu-
lations [3, 8, 14–16], but are less ambiguous since the
bonding volume is calculated using the nitrogen tetrahe-
drons. As a result, the calculated hardness trend agrees
with the reported measurements very well. Moreover, the
calculated band gap values using MBJLDA agree with re-
cent measurements and calculations [24]. There has been
significant progress in relating the hardness of materials
to their band gap using an empirical relationship [12].
Based on the idea of the dislocation activation energy
being correlated to the band gap [11], this relationship is
valid for a large array of materials [12] and as we shall
show it can be used to ascertain if a hypothetical ma-
terial will exhibit the proper combination of electronic
and mechanical properties making its existence possible.
While this method cannot directly predict the hardness
of materials from the structure, it is a very useful tool for
analyzing the hardness of semi-conducting materials and
can possibly predict the hardness of hypothetical materi-
als if one knows their band gap value. This theory states,
in Eq. 4, that the hardness of semi-conducting materials
has a linear dependence on the bond modulus Bm. Eq. 4
is used to calculate the bond modulus from the band gap
Eg and molecular volume Vm, with the molecular volume
calculated from the lattice constant using Eq. 4. The ar-
bitrary constants, E and G, are specific to a material
class, in this case the spinel structure. This means that
for each class of materials there will be unique values for
E and G. Although this equation has been tested for ex-
perimental hardness and band gap values, it should also
be valid for theoretical values, and thus using Eq. 4 in
this way significantly increasing its predictive ability.

H = EBm + G, Bm =
Eg

Vm
, Vm =

c3

8
(4)

Figure 1 shows the calculated bond modulus plotted
against the calculated hardness, which produces a nearly
perfect linear relationship when considering only the bi-
nary nitrides that have been synthesized. Additionally,
the recently synthesized γ-GeSi2N4 [22] also agrees well
with Eq. 4, falling near perfectly on the line created with
a linear fit of the binary nitrides. This is contrary to
γ-SiGe2N4, which diverges from Eq. 4 significantly. This
shows Eq. 4 could have predicted the preferential site oc-
cupation of Ge in the spinel structure [22, 27, 28]. For the
solid solutions γ-(Sn,Ge)3N4 there is also a slight pref-
erence for Sn to occupy the tetrahedral site, similar to
previous results [22]. More importantly, Eq. 4 also shows
that the spinel nitrides containing C or Pb are not likely
to exist since the band gap (or bond modulus) will be
much too small for their intrinsic hardness. However,
since γ-Pb3N4 and γ-SnPb2N4 are not semi-conductors
Eq. 4 does not apply and thus no conclusions about their
existence can be drawn. In order to confirm the validity
of using Eq. 4 to evaluate materials with their calculated
hardness and band gap values from DFT calculations,
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FIG. 1. (Color Online) The calculated (•) and measured (•)
hardness H values for all synthesized binary spinel nitrides
are compared to their calculated and measured bond mod-
ulus Bm. These calculated values are fit with line (− − −)
having a linear fit factor of R2 = 0.9995. Furthermore, the
calculated hardness (◦) of the hypothetical binary spinel ni-
trides and ternary spinel nitrides using theoretical structures
are also compared to their calculated bond modulus Bm. The
measured hardness errors illustrate the range of reported val-
ues and bond modulus error use the results from Ref. [24],
both listed in Table I.

the bond modulus and hardness are computed for the di-
amond structure (Fd -3m) group 14 materials: diamond,
silicon, germanium, and tin (α-Sn). The hardness equa-
tions, Eq. 1 and Eq. 2 are modified for more simple ma-
terials with only one type of bond reducing the necessary
equations to include only Eq. 5. The structures used for
these calculations were taken from Ref. 29 with the same
DFT calculation parameters used for the spinel nitrides.

H =
4η

c3
S, S =

e

4d
, e = Z/R, η = 1550 (5)

Table II shows the calculated hardness and band gap
values. The calculated hardness is plotted against the
bond modulus using Eq. 4 in Fig. 2, which shows that
the calculated bond modulus and hardness of the group
14 compounds have a nearly perfect linear relationship.
Furthermore, the comparison the measured hardness and
bond modulus values show that a linear relationship is
also present for the measured values. The calculated
hardness and band gap values have good agreement with
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4

previously measured values [5, 19, 30], however, there are
little to no experimental hardness values for α-Sn (Sn in
diamond structure is not stable at room temperature).
The success of applying Eq. 4 to group 14 elements con-
firms using the calculated hardness and band gap values
with Eq. 4 is valid when applied to materials that are
modeled well using density functional theory. In con-

TABLE II. The lattice constants c, calculated sphere radii
Ri, calculated hardness values H and band gap values Eg for
group 14 elements are compared to available measured values
Hexp and Eexp

g .

Material c R H Hexp Eg Eexp
g

(Å) (Å) (GPa) (GPa) (eV) (eV)

Diamond 3.5668 0.976 91.6 96.0 4.94 5.48

Silicon 5.4307 1.455 11.3 11.3 1.17 1.17

Germanium 5.6574 1.510 9.3 8.8 0.86 0.74

Tin 6.4912 1.721 4.7 0.00
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FIG. 2. (Color Online) The calculated (blue) and measured
(red) hardness values H for group 14 elements with diamond
structure are compared to their calculated and measured bond
modulus Bm.

clusion, a new method to calculate the hardness of spinel
nitrides is presented. The trend of calculated hardness
values agrees better with current experimental measure-
ments than previous results. Furthermore, a well estab-
lished linear relationship between the bond modulus and
hardness is applied to show that the class of group 14
spinel nitrides is limited to γ-Si3N4, γ-Ge3N4, γ-Sn3N4

and their ternary nitrides with the tetrahedral sites occu-
pied first by the larger cation. This suggests that γ-Si3N4

will remain the hardest spinel nitride and that the elusive
γ-C3N4 will never be synthesized.
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Chapter 5

Conclusions

Ultra-hard materials are exceptionally useful materials that find uses in a wide array of

applications. However, the cause of the large hardness in these materials is still being studied

in an effort to predict hypothetical materials that could exceed the hardness of the currently

known hardest materials. The most obvious route to study hardness would be measurements,

however, measuring hardness is problematic. The measured hardness is largely dependent on

the extrinsic material properties such as purity, form and synthesis techniques. This precludes

measured hardness from being considered a fundamental property, and as such cannot be

easily studied for hypothetical or novel materials. Instead, several theoretical models have

been developed in order to further study the hardness of materials as a fundamental property.

The intrinsic hardness of materials has been studied in an effort to predict the hardness

of hypothetical materials. Contrary to hardness measurements, the intrinsic hardness is a

fundamental quantity that is independent of the material’s macroscopic properties. The

models used to determine the intrinsic hardness depend on two further intrinsic properties,

namely the crystal structure and electronic structure. The crystal structure is measured

using various diffraction techniques (XRD, ND, EXAFS, etc.), but the electronic structure

as a whole is very complicated. Still, the fundamental quantity that persists is the electronic

band gap. Presumably if one knows the electronic band gap and the crystal structure then

the intrinsic hardness could be determined easily.

The electronic band gap, as an intrinsic quantity, can be difficult to measure. Conven-

tional measurements such as UV-Vis reflection or transmission are plagued with inter-band

transitions and exciton effects. The intrinsic band gap, independent of the application, can

be measured more reliably with core-level spectroscopy techniques such as XES and XANES.

Since with these techniques, the VB and CB are measured independently with little inter-
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action between them, the measured band gap will be the intrinsic electronic band gap as

opposed to the optical band gap or electric band gap. However, measuring the band gap

with core-level spectroscopy requires careful measurements and calculations to correct for

the core hole shift in order to arrive at the appropriate electronic band gap value. The re-

sults of Refs. 46 and 47 show that using a combination of XES and XANES measurements

with DFT calculations provide an alternative means to measure the electronic band gap.

The electronic band gap, being a fundamental intrinsic quantity, is very useful not only

for semiconducting applications, but also to study hardness. Since the intrinsic electronic

band gap is inherently related to the intrinsic hardness, the electronic band gap can actually

be used to predict the hardness of materials. The results of Ref. [50] show that the intrinsic

hardness can be predicted for materials provided that one knows the structure and electronic

band gap. This suggests that measuring the electronic band gap of novel materials provides

a means to further study its intrinsic properties. However, in order to measure the electronic

band gap and predict the hardness of materials, the crystal structure must be well known.

The crystal structure, measured with conventional methods has some limitations when it

comes to oxonitrides and other novel materials. Conventional XRD measurements are unable

to distinguish between light elements with similar atomic numbers and ND measurements

require a large amount of material. Instead, we show that the crystal structure can often be

inferred using electronic structure measurements, where the structural models are tested by

comparing the calculated electronic structure to the measured electronic structure. The crys-

tal structure is used to calculate the core hole shift and the electronic band gap. Therefore,

determining the full crystal structure, including anion ordering, is invaluable. The results of

Refs. 54 and 56 illustrate how the anion and cation ordering in the crystal structure can be

determined using XES and XANES measurements and DFT calculations.

The electronic band gap is usually measured, as the calculated electronic band gap value

typically is strongly underestimated by DFT. However, with the recent progress in ECFs the

electronic band gap can be calculated more reliably. The results of Ref. 52 shows that the

measured intrinsic electronic band gap agrees with previous results. But more importantly, it

also shows that the calculation of the electronic band values agree very well with the measured

electronic band gap values. Furthermore, the electronic band gap and exciton binding energy
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of hypothetical materials are calculated predicting that they would be very useful for optical

applications. With the ability to predict both the hardness and electronic band gap using ab

intio methods the very existence of materials can be ascertained from first principles.

Many of the theories regarding the calculation of the intrinsic hardness rely on the intrinsic

electronic band gap in one form or another. Therefore, being able to calculate both the

hardness and the electronic band gap allows one to predict the existence of materials. Both

of these fundamental quantities, although strongly correlated, are determined independently.

The results of Ref. 61 suggest that with using the bond modulus model, put forth by Gilman,

hypothetical materials can be analysed to ascertain whether they will exhibit the proper

linear relationship between the intrinsic hardness and electronic band gap. These results

firmly place the electronic band gap at the forefront of hardness research and determining a

material’s intrinsic hardness is imperative if one would like to determine the intrinsic hardness

of materials.
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permitted in Section II: Permitted Uses by Author(s)) that are then available for sale or licensing, for a fee; 
• Use of the Submitted, Accepted, or Published Work (other than normal quotations with appropriate citation) by a for-profit 

organization for promotional purposes, whether for a fee or otherwise; 
• Systematic distribution to others via email lists or list servers (to parties other than known colleagues), whether for a fee or 

for free; 
• Sale of translated versions of the Submitted, Accepted, or Published Work that have not been authorized by license or other 

permission from the ACS. 
 
Corresponding Author: The Author who transmits the Submitted Work on behalf of any co-authors and who receives and engages 
in all subsequent editorial communications regarding the status of the Submitted Work (including its reviews and revisions), and who 
is responsible for the dissemination of reviewers’ comments and other manuscript information to co-authors (as appropriate). The 
Corresponding Author authorizes all revisions to the Submitted and Accepted Work prior to publication and is the primary point of 
contact after publication of the Version of Record. In some instances, more than one co-author may be designated as a 
Corresponding Author.  
 
Published Work: The version of the Submitted Work as accepted for publication in an ACS journal that includes but is not limited to 
all materials in the Submitted Work and any changes resulting from peer review, editing, and production services by ACS. 
 
Submitted Work: The version of the written manuscript or other article of intellectual property as first submitted to ACS for review and 
possible publication. The Submitted Work consists of the manuscript text or other contribution including but not limited to the text 
(including the abstract or other summary material) and all material in any medium to be published as part of the Submitted Work, 
including but not limited to figures, illustrations, diagrams, tables, movies, other multimedia files, and any accompanying Supporting 
Information. 
 
Supporting Information: Ancillary information that accompanies the Submitted Work and is intended by the Author to provide 
relevant background information for evaluation of the Submitted Work during the peer review process, or that is made available as a 
further aid to interested readers of the Published Work, but is not considered essential for comprehension of the main body of the 
Submitted, Accepted, or Published Work. Supporting Information may also be material that is deemed by the Editor to be too lengthy 
or of too specialized and limited interest for inclusion in the main body of the Accepted or Published Work. Examples of Supporting 
Information include but are not limited to: computer software program code, machine-readable data files or other background 
datasets, supporting applications and derivations, and complex tables, illustrations, diagrams, and multimedia files (e.g. video, audio, 
animation, 3D graphics, or high-resolution image files). 
 
SECTION III: General Provisions  
 
ACS shall have the right to use any material in the Submitted, Accepted, or Published Work, including use for marketing,
promotional purposes, and on publication covers, provided that the scientific meaning and integrity of the content is not
compromised. 
 
When the ACS is approached by third parties for permission to use, reprint, or republish entire articles the undersigned Author's or 
employer's permission may also be sought at the discretion of ACS. 
 
The American Chemical Society or its agents will store the information the Corresponding Author supplies in connection with the 
Submitted Work within its electronic records. Information about ACS activities, products, and services may be sent to ACS Authors 
by mail, telephone, email, or fax. Authors may inform ACS if they do not wish to receive news, promotions, and special offers about 
our products and services. No personal information will be shared with third parties.  
 
Headings contained in this Agreement are for reference purposes only and shall not be deemed to be an indication of the meaning of 
the clause to which they relate. 
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A. RIGHTS GRANTED

1. The Contributor hereby grants to Wiley-VCH for the duration of the statu-
tory term of copyright protection, the full and exclusive rights comprised in the
Contribution including but not limited to the right to publish, republish, trans-
mit, sell, distribute, store and process in electronic media of any kind, include in
document delivery services and otherwise use the Contribution in whole or in
part in electronic and print editions of the Journal and in derivative works
throughout the world, in all languages and in all media of expression now
known or later developed, and to license or permit others to do so.  

2. Reproduction, posting, transmission or other distribution or use of the final
Contribution in whole or in part in any medium by the Contributor as permit-
ted by this Agreement requires a citation to the Journal and an appropriate
credit to Wiley-VCH as Publisher, suitable in form and content as follows: (Title
of Article, Author, Journal Title and Volume/Issue Copyright © [year] copyright
owner as specified in the Journal).

3. Please note that Wiley-VCH reserves the right to require changes to the
Contribution, including changes to the length of the Contribution, as a condi-
tion of acceptance.   

4. Please note that Wiley-VCH reserves the right, notwithstanding accept-
ance, not to publish the Contribution if for any reason such publication would
in the reasonable judgement of Wiley-VCH, result in legal liability or violation
of journal ethical practices.   

B.  RETAINED RIGHTS

Notwithstanding the above, the Contributor or, if applicable, the Contributor’s
Employer, retains all proprietary rights other than copyright, such as patent
rights, in any process, procedure or article of manufacture described in the
Contribution.

C.  PERMITTED USES BY CONTRIBUTOR

1. Submitted Version. Wiley-VCH licenses back the following rights to the
Contributor in the version of the Contribution as originally submitted for 
publication:

a. After publication of the final article, the right to self-archive on the Con-
tributor’s personal intranet page or in the Contributor’s institution’s/
employer’s institutional intranet repository or archive. The Contributor may
not update the submission version or replace it with the published Contri-
bution. The version posted must contain a legend as follows: This is the 
pre-peer reviewed version of the following article: FULL CITE, which has
been published in final form at [Link to final article]. 

b. The right to transmit, print and share copies with colleagues.

2. Accepted Version. Reuse of the accepted and peer-reviewed (but not
final) version of the Contribution shall be by separate agreement with 
Wiley-VCH. Wiley-VCH has agreements with certain funding agencies 
governing reuse of this version. The details of those relationships, and other

offerings allowing open web use are set forth at the following website:
http://www.wiley.com/go/funderstatement. NIH grantees should check the
box at the bottom of this document. 

3. Final Published Version. Wiley-VCH hereby licenses back to the Contribu-
tor the following rights with respect to the final published version of the 
Contribution:

a. Copies for colleagues. The personal right of the Contributor only to send
or transmit individual copies of the final published version to colleagues
upon their specific request provided no fee is charged, and further-provided
that there is no systematic distribution of the Contribution, e.g. posting on
a listserve, website or automated delivery. For those Contributors who wish
to send high-quality e-prints, purchase reprints, or who wish to distribute
copies more broadly than allowed hereunder (e.g. to groups of colleagues
or mailing lists), please contact the publishing office.

b. Re-use in other publications. The right to re-use the final Contribution or
parts thereof for any publication authored or edited by the Contributor
(excluding journal articles) where such re-used material constitutes less
than half of the total material in such publication. In such case, any modifi-
cations should be accurately noted.

c. Teaching duties. The right to include the Contribution in teaching or
training duties at the Contributor’s institution/place of employment includ-
ing in course packs, e-reserves, presentation at professional conferences,
in-house training, or distance learning. The Contribution may not be used
in seminars outside of normal teaching obligations (e.g. commercial semi-
nars). Electronic posting of the final published version in connection with
teaching/training at the Contributor’s institution/place of employment is
permitted subject to the implementation of reasonable access control
mechanisms, such as user name and password. Posting the final published
version on the open Internet is not permitted.

d. Oral presentations. The right to make oral presentations based on the
Contribution.

4. Article Abstracts, Figures, Tables, Data Sets, Artwork and Selected
Text (up to 250 words).

a. Contributors may re-use unmodified abstracts for any non-commercial
purpose. For on-line uses of the abstracts, Wiley-VCH encourages but does
not require linking back to the final published versions.

b. Contributors may re-use figures, tables, data sets, artwork, and selected
text up to 250 words from their Contributions, provided the following 
conditions are met:

(i) Full and accurate credit must be given to the Contribution.
(ii) Modifications to the figures, tables and data must be noted.

Otherwise, no changes may be made.
(iii) The reuse may not be made for direct commercial purposes, or for

financial consideration to the Contributor.
(iv) Nothing herein shall permit dual publication in violation of journal

ethical practices.

COPYRIGHT TRANSFER AGREEMENT

Date:                                                           Contributor name:

Contributor address:

Manuscript number (if available):

Re: Manuscript entitled 

(the “Contribution”) 

for publication in (the “Journal”) 

published by Wiley-VCH Verlag GmbH & Co. KGaA (“Wiley-VCH”).

Dear Contributor(s):
Thank you for submitting the Contribution for publication.  In order to expedite the editing and publishing process and enable Wiley-VCH to disseminate
the Contribution to the fullest extent, we need to have this Copyright Transfer Agreement signed and returned as directed in the Journal’s instructions
for authors as soon as possible. If the Contribution is not accepted for publication, or if the Contribution is subsequently rejected, this Agreement shall
be null and void. Publication cannot proceed without a signed copy of this Agreement.
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D. CONTRIBUTIONS OWNED BY EMPLOYER

1. If the Contribution was written by the Contributor in the course of the 
Contributor’s employment (as a “work-made-for-hire” in the course of
employment), the Contribution is owned by the company/employer which
must sign this Agreement (in addition to the Contributor’s signature) in the
space provided below. In such case, the company/employer hereby grants to
Wiley-VCH the full and exclusive rights comprised in the Contribution as 
specified in paragraph A above throughout the world for the duration of the
statutory term of protection.  

2. In addition to the rights specified as retained in paragraph B above and the
rights granted back to the Contributor pursuant to paragraph C above, Wiley-
VCH hereby grants back, without charge, to such company/employer, its 
subsidiaries and divisions, the right to make copies of and distribute the final
published Contribution internally in print format or electronically on the Com-
pany’s internal network. Copies so used may not be resold or distributed exter-
nally. However the company/employer may include information and text from
the Contribution as part of an information package included with software or
other products offered for sale or license or included in patent applications.
Posting of the final published Contribution by the institution on a public access
website may only be done with Wiley-VCH’s written permission, and payment
of any applicable fee(s). Also, upon payment of Wiley-VCH’s reprint fee, the
institution may distribute print copies of the published Contribution externally.  

E.  GOVERNMENT CONTRACTS

In the case of a Contribution prepared under U.S. Government contract or
grant, the U.S. Government may reproduce, without charge, all or portions of
the Contribution and may authorize others to do so, for official U.S. Govern-

ment purposes only, if the U.S. Government contract or grant so requires. (U.S.
Government, U.K. Government, and other government employees:  see notes
at end.)

F.  COPYRIGHT NOTICE

The Contributor and the company/employer agree that any and all copies of
the final published version of the Contribution or any part thereof distributed
or posted by them in print or electronic format as permitted herein will include
the notice of copyright as stipulated in the Journal and a full citation to the
Journal as published by Wiley-VCH.

G. CONTRIBUTOR’S REPRESENTATIONS

The Contributor represents that the Contribution is the Contributor’s original
work, all individuals identified as Contributors actually contributed to the Con-
tribution, and all individuals who contributed are included. If the Contribution
was prepared jointly, the Contributor agrees to inform the co-Contributors of
the terms of this Agreement and to obtain their signature to this Agreement or
their written permission to sign on their behalf. The Contribution is submitted
only to this Journal and has not been published before. (If excerpts from copy-
righted works owned by third parties are included, the Contributor will obtain
written permission from the copyright owners for all uses as set forth in Wiley-
VCH’s permissions form or in the Journal’s Instructions for Contributors, and
show credit to the sources in the Contribution.) The Contributor also warrants
that the Contribution contains no libelous or unlawful statements, does not
infringe upon the rights (including without limitation the copyright, patent or
trademark rights) or the privacy of others, or contain material or instructions
that might cause harm or injury.

CHECK ONE BOX:

Contributor-owned work

Contributor’s signature Date

Type or print name and title

Co-contributor’s signature Date

Type or print name and title

Company/Institution-owned work

Company or Institution (Employer-for-Hire) Date

Authorized signature of Employer Date

U.S. Government work Note to U.S. Government Employees
A contribution prepared by a U.S. federal government employee as part of the employee’s official duties, 
or which is an official U.S. Government publication, is called a “U.S. Government work,” and is in the public
domain in the United States. In such case, the employee may cross out Paragraph A.1 but must sign (in the
Contributor’s signature line) and return this Agreement. If the Contribution was not prepared as part of the
employee’s duties or is not an official U.S. Government publication, it is not a U.S. Government work.

U.K. Government work Note to U.K. Government Employees
(Crown Copyright) The rights in a Contribution prepared by an employee of a U.K. government department, agency or other

Crown body as part of his/her official duties, or which is an official government publication, belong to the
Crown. U.K. government authors should submit a signed declaration form together with this Agreement.
The form can be obtained via http://www.opsi.gov.uk/advice/crown-copyright/copyright-guidance/
publication-of-articles-written-by-ministers-and-civil-servants.htm

Other Government work Note to Non-U.S., Non-U.K. Government Employees
If your status as a government employee legally prevents you from signing this Agreement, please contact
the editorial office.

NIH Grantees Note to NIH Grantees
Pursuant to NIH mandate, Wiley-VCH will post the accepted version of Contributions authored by NIH 
grant-holders to PubMed Central upon acceptance. This accepted version will be made publicly available 
12 months after publication. For further information, see http://www.wiley.com/go/funderstatement.

ATTACH ADDITIONAL SIGNATURE

PAGES AS NECESSARY

(made-for-hire in the
course of employment)
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