
Diplomarbeit

On the time-analytic behavior of particle trajectories
in an ideal and incompressible fluid flow

[revised version - December 5, 2017]

Universität Leipzig
Fakultät für Mathematik und Informatik

Mathematisches Institut

Verfasser:
Tobias Hertel

Betreuender Hochschullehrer:
Professor Dr. László Székelyhidi

Submission date: July 14, 2016



Abstract

This (Diplom-) thesis deals with the particle trajectories of an incompressible and ideal fluid flow
in 𝑛 ≥ 2 dimensions. It presents a complete and detailed proof of the surprising fact that the
trajectories of a smooth solution of the incompressible Euler equations are locally analytic in
time. In following the approach of P. Serfati, a complex ordinary differential equation (ODE) is
investigated which can be seen as a complex extension of a partial differential equation, which is
solved by the trajectories. The right hand side of this ODE is in fact given by a singular integral
operator which coincides with the pressure gradient along the trajectories. Eventually, we may
apply the Cauchy-Lipschitz existence theorem involving holomorphic maps between complex
Banach spaces in order to get a unique solution for the above mentioned ODE. This solution is
real-analytic in time and coincides with the particle trajectories.
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1. Introduction

The center of interest in this thesis is the behavior of a given particle in an incompressible and
ideal fluid flow. More precisely, the focus lies on the particle trajectories related to a velocity
field which solves the n-dimensional incompressible Euler equations which are given by

𝜕𝑡 𝑢(𝑥, 𝑡) + (𝑢 · ∇) 𝑢 (𝑥, 𝑡) = −∇𝑝(𝑥, 𝑡)
div 𝑢(𝑥, 𝑡) = 0

𝑢(𝑥, 0) = 𝑢0(𝑥) .

(E)

Here 𝑢 : R𝑛 ×R+ → R𝑛 and 𝑝 : R𝑛 → R denote the velocity and pressure respectively in each
point 𝑥 ∈ R𝑛 at any time 𝑡 ∈ R+. The particle trajectories i.e. the characteristic curves in the
representation of Lagrange are solutions of the equation

𝑋𝑡(𝑥, 𝑡) = 𝑢(𝑋(𝑥, 𝑡), 𝑡)
𝑋(𝑥, 0) = 𝑥 .

(𝑈)

The aim of this thesis is to give a proof of the surprising fact that in spite of a low regularity
of a solution to the n-dimensional Euler equations, the corresponding particle trajectories are
locally analytic in time as long as the solution 𝑢 exists. The result is surprising since one would
expect that any solution 𝑢 of (E) has finite time-regularity only, because the Euler equations
contain only one time derivative. But along the trajectories 𝑢(𝑋(𝑥, 𝑡), 𝑡) must be time-analytic
too, because 𝑋 is analytic in time and (𝑈) holds.
After J.-Y. Chemin had proved the 𝐶∞ time-regularity for the trajectories of a 𝐶1,𝛼 initial
velocity field 𝑢0 (see [Che92] and also [Che98, p. 150] for 𝑢0 ∈ 𝐶𝑚,𝛼, 𝑚 ≥ 1), P. Serfati showed
that the particle trajectories which correspond to a solution of (E) with a 𝐶𝑚,𝛼 initial velocity
field are even analytic in time, [Ser92; Ser95]. Although the proof was terse and left out many
details, it was widely accepted to be mathematically sound. However, the claimed fact of
time-analytic trajectories was again proved by P.Gamblin in 1993 and later by A. Shnirelman
[Shn12] as well as by U. Frisch and V. Zheligovsky [FZ14] (in differing function spaces on
the 3D torus). This thesis presents a complete and detailed proof of the time-analytic beha-
vior of the particle trajectories corresponding to a 𝐶𝑚,𝛼-solution of (E) in the whole space of
𝑛 ≥ 2 dimensions. It is guided by the ideas and methods introduced by Philippe Serfati in [Ser95].

The structure of this thesis is as follows. A short notation overview is given in chapter two,
whereas the proceedings and the main theorem are stated in chapter three. The fourth chapter
serves to introduce the general theory concerning Banach-space valued holomorphy. In the fifth
chapter we derive and investigate a complex ODE fulfilled by the particle trajectories and finally
solve this equation in chapter six. Chapter seven gives the proof of the main theorem and some
additional remarks.
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2. Notation and Definitions

This chapter explains the notation of the most important concepts used throughout this document.
A full list of symbols can be found on page 61.

Let in the following be 𝑚 ∈ N0, 𝑛 ∈ N and 𝛼 ∈ (0, 1).

• L∞ (𝑞(𝑥),R𝑛;C) denotes the space of complex valued functions 𝑓 which admit

ess sup ‖𝑞 ·𝑓‖C < +∞ .

𝐿∞(R𝑛)𝑚 := 𝐿∞(1,R𝑛;C𝑚), where 𝑚 ∈ N (omitted if 𝑚 = 1).

• k, 𝜇 ∈ N𝑛
0 ; r ∈ R𝑛

+ usually denote multi-indices; resp. multi-radii for which we set the
common notation: for k = (𝑘1, . . . , 𝑘𝑛) ∈ N𝑛

0 set |k| := 𝑘1 + . . . 𝑘𝑛 , k! = 𝑘1! · · · 𝑘𝑛! ,
𝐷k

𝑥 = 𝜕𝑘1
𝑥1 𝜕𝑘2

𝑥2 · · · 𝜕𝑘𝑛
𝑥𝑛

, 𝑎k := 𝑎𝑘1
1 · · · 𝑎𝑘𝑛

𝑛 for 𝑎 ∈ C𝑛.

• 𝐶𝛼(R𝑛) = 𝐶𝛼(R𝑛;C) is the space of (uniformly) 𝛼-Hölder continuous functions 𝑓 which
admit

‖𝑓‖𝛼 := ‖𝑓‖𝐶𝛼(R𝑛) := ‖𝑓‖∞ + [𝑓 ]𝛼 := sup
𝑥∈R𝑛

|𝑓(𝑥)| + sup
𝑥 ̸=𝑦

|𝑓(𝑥) − 𝑓(𝑦)|
‖𝑥 − 𝑦‖𝛼 < +∞ .

Remark. For 𝑓 ∈ 𝐶𝛼(R𝑛) it is equivalent to say that 𝑓 is continuous and 𝑓 ∈ 𝐿∞ as well
as 𝑓(𝑥)−𝑓(𝑥′)

‖𝑥−𝑥′‖𝛼 ∈ 𝐿∞(R𝑛
𝑥 ×R𝑛

𝑥′).

• 𝐶𝑚(R𝑛) = 𝐶𝑚(R𝑛;C) denotes the space of functions R𝑛 → C which are up to the 𝑚-th
order continuously differentiable.

• 𝐶𝑏(R𝑛) = 𝐶𝑏(R𝑛;C); 𝐶𝑚
𝑏 (R𝑛) is the Banach space of bounded, continuous functions

R𝑛 → C; resp. the space of 𝑚-times continuously differentiable, norm-bounded functions,
where the norm is given by

‖ . ‖𝐶𝑚
𝑏 (R𝑛) =

∑︁
0≤|k|≤𝑚

⃦⃦⃦
𝐷k( . )

⃦⃦⃦
𝐿∞

.

• 𝐶𝑚,𝛼(R𝑛) = 𝐶𝑚,𝛼(R𝑛;C) is the subspace of 𝐶𝑚
𝑏 (R𝑛) whose functions admit 𝛼-Hölder

continuous 𝑚-th order partial derivatives and are bounded in the appropriate norm. This
norm (sometimes written as ‖ . ‖𝑚,𝛼) is given by

‖ . ‖𝐶𝑚,𝛼(R𝑛) =
∑︁

0≤|k|≤𝑚

⃦⃦⃦
𝐷k( . )

⃦⃦⃦
𝐿∞

+
∑︁

|k|=𝑚

[︁
𝐷k( . )

]︁
𝛼

.
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2. Notation and Definitions

Remark. This function space is for this proof in the center of interest and we would like
to point out the following. It is equivalent to say, that 𝐶𝑚,𝛼(R𝑛) consists of up to the
order 𝑚 continuously differentiable functions 𝑓 whose partial derivatives belong to 𝐿∞(R𝑛)
and 𝐷k𝑓(𝑥)−𝐷k𝑓(𝑥′)

‖𝑥−𝑥′‖𝛼 ∈ 𝐿∞(R𝑛
𝑥 ×R𝑛

𝑥′) for |k| = 𝑚.

• 𝐻(𝑂, 𝐸), for an open subset 𝑂 ⊂ C𝑛 and a complex Banach space 𝐸, denotes the space of
holomorphic maps with values in 𝐸 which are continuous on 𝑂. See section 4.1 for further
explications, especially for the case 𝐸 = 𝐶𝑚,𝛼(R𝑛).

• J𝑋 denotes the Jacobi matrix of a vector field 𝑋 ∈ 𝐶1(R𝑛)𝑛,i.e. J𝑋 = 𝐷𝑋.

• |J𝑋| := det (J𝑋) is the Jacobi determinant of 𝑋 ∈ 𝐶1(R𝑛)𝑛.

• 𝛤 denotes the fundamental solution of the Laplacian (i.e. the Newtonian potential), which
is given by

𝛤 (𝑥) =
{︃

𝐶𝑛
1

‖𝑥‖𝑛−2 , if 𝑥 ∈ R𝑛 ∖ {0} with 𝑛 ≥ 3,

𝐶2 log ‖𝑥‖ , if 𝑥 ∈ R2 ∖ {0}
𝛤 (0) = 0,

where 𝐶2, 𝐶𝑛 are constants. Its derivatives are bounded by

|𝐷𝜇𝛤 (𝑥)| ≤ 𝐶
1

‖𝑥‖𝑛−2+|𝜇| , for 𝜇 ∈ N𝑛
0 and a constant 𝐶 > 0

(see for example [GT83, p. 17]).

• ‖ . ‖ usually denotes the norm in C𝑛, i.e. for 𝑧 ∈ C𝑛

‖𝑧‖ =
(︃

𝑛∑︁
𝑖=1

𝑧𝑖𝑧𝑖

)︃1/2

.
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3. Statement of the main theorem and challenges

We depart from a weak solution 𝑢 ∈ 𝐿∞
𝑙𝑜𝑐([0, 𝑇 ); 𝐶𝑚,𝛼(R𝑛,R𝑛)) of the incompressible Euler

equations in the whole space of 𝑛 ≥ 2 dimensions and a finite time interval [0, 𝑇 ), 𝑇 > 0. The
vector field 𝑢 : R𝑛 × [0, 𝑇 ) → R𝑛 denotes the velocity field of a fluid with a given initial velocity
field 𝑢(0) = 𝑢0 ∈ 𝐶𝑚,𝛼(R𝑛;R𝑛), 𝑚 ≥ 1, 𝛼 ∈ (0, 1). If 𝑢 solves (E), then the pressure 𝑝 is in a
later defined way uniquely associated to 𝑢 by

−𝛥 𝑝 = Tr (J𝑢)2 =
𝑛∑︁

𝑖,𝑗=1
𝜕 𝑖𝜕 𝑗(𝑢𝑖𝑢𝑗) .

A solution to
𝑋𝑡(𝑥, 𝑡) = 𝑢(𝑋(𝑥, 𝑡), 𝑡)
𝑋(𝑥, 0) = 𝑥,

(U)

for (𝑥, 𝑡) ∈ R𝑛 × [0, 𝑇 ), is a time-evolving vector field which assigns each point 𝑥 ∈ R𝑛 a curve
parametrized by 𝑡, therefore the expression particle trajectories or characteristic curves is used.
The unique existence of a solution to (U) is ensured by the Cauchy-Lipschitz existence theorem,
if 𝑢 is continuous and bounded in (𝑥, 𝑡) ∈ R𝑛 × [0, 𝑇 ) as well as Lipschitz-continuous in 𝑥 ∈ R𝑛.
Our main theorem then reads:

Theorem 3.1. Let 𝑢 solve the 𝑛-dimensional, incompressible Euler equations (E) with an initial
velocity field 𝑢0 ∈ 𝐶𝑚,𝛼(R𝑛;R𝑛) (𝑚 ≥ 1, 𝛼 ∈ (0, 1)). Then the solution 𝑋 of (U) is locally
analytic in time as long as the solution exists.

The proof, given in section 7.1, is guided by the following strategy. In section 5.2 it is shown
that the solution of (U) also solves the partial differential equation

𝑋𝑡𝑡(𝑥, 𝑡) = −(∇𝑝)(𝑋(𝑥, 𝑡), 𝑡) , (𝑥, 𝑡) ∈ R𝑛 × [0, 𝑇 )
(𝑋, 𝑋𝑡)(𝑥, 0) = (𝑥, 𝑢0(𝑥)) .

The right hand side, namely the gradient of 𝑝, is given by a sum of singular integrals and coincides
with 𝐺 = 𝐺(𝑋, 𝑋𝑡)(𝑥, 𝑡) for the solution 𝑋 of (U), where (𝑥, 𝑡) ∈ R𝑛 × [0, 𝑇 ). G is a well defined
and bounded map 𝐻(𝐷𝑅, 𝛺) → 𝐻(𝐷𝑅, 𝐶𝑚,𝛼(R𝑛;C𝑛)), 𝑅 > 0, where 𝛺 ⊂ 𝐸 is an open and
bounded subset of the in section 6.1 in greater detail defined complex Banach space 𝐸. This
operator is given by

𝐺(𝑋, 𝑌 )(𝑥, 𝑡) =
∫︁
R𝑛

∇(𝑎𝛤 )(𝑋(𝑥, 𝑡) − 𝑋(𝑦, 𝑡)) Tr
(︀
J𝑌 · cof (J𝑋)⊤

)︀2(𝑦, 𝑡)|J𝑋|(𝑦, 𝑡) d𝑦

+
∑︁
𝑖,𝑗

∫︁
R𝑛

𝜕𝑖𝜕𝑗∇((1 − 𝑎)𝛤 )(𝑋(𝑥, 𝑡) − 𝑋(𝑦, 𝑡))(𝑌𝑖𝑌𝑗)(𝑦, 𝑡)|J𝑋|(𝑦, 𝑡) d𝑦

for 𝑋, 𝑌 : R𝑛 × 𝐷𝑇 → C𝑛, where 𝐷𝑇 = {𝑧 ∈ C | |𝑧| < 𝑇}, 𝑇 > 0.
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3. Statement of the main theorem and challenges

Eventually, in the proof of Theorem 6.1, the existence of 𝑇 > 0 is shown such that the complex
ODE

�̂� ′′(𝜏) = 𝐺(�̂�, �̂� ′)(𝜏) , 𝜏 ∈ 𝐷𝑇

(�̂�, �̂� ′)(0) = (𝐼𝑑, 𝑢0),

with �̂� ′ = d
d𝜏 �̂�, admits a unique solution in

𝐻
(︀
𝐷𝑇 ,

{︀
𝑓 ∈ L∞ (︀(1 + ‖𝑥‖)−1,R𝑛;C𝑛

)︀
| J𝑋 ∈ 𝐶 𝑚−1,𝛼(R𝑛;C𝑛×𝑛)

}︀)︀
.

This is the key ingredient for the proof of our main theorem, because this solution is real valued
for 𝜏 ∈ (−𝑇 , 𝑇 ) and coincides with the solution of (U) on [0, 𝑇 ). The fulfilled PDEs from above
also imply the following result.

Corollary 3.1. Local time-analyticity holds for 𝑢 and ∇𝑝 along the trajectories as long as the
solution exists.
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4. Banach space valued holomorphic maps

This chapter introduces the needed results for vector valued holomorphic maps. We will see that
the theory of multi-dimensional holomorphy will extend directly to Banach space valued maps
and so Cauchy’s integral formula and the complex series expansion will also hold for these maps.
A development of this theory set in an even more generalized frame of sequentially complete and
locally convex vector spaces can be found for example in [Her89, ch. 1-3], from which certain
proofs were adapted.

4.1. Cauchy’s formula and Taylor series expansion
First we want to define holomorphic maps between subsets of C𝑛 and complex Banach spaces
in order to approach differentiability and analyticity of vector valued functions. Later, these
properties will lead to interesting facts about operators between complex Banach spaces and will
finally motivate assertions about the solvability of complex ordinary differential equations.

Definition 4.1 (holomorphic functions). Let 𝐸 be a complex Banach space and 𝑂 ⊆ C𝑛 open.
Then 𝑓 : 𝑂 → 𝐸 is said to be holomorphic, if it is continuous in 𝑂 and if for any 𝑧 ∈ 𝑂 there
exists in 𝐸

lim
𝑧→0

𝑧∈C∖{0}

𝑓(𝑧 + 𝑧𝑒𝑖) − 𝑓(𝑧)
𝑧

, ∀𝑖 = 1, . . . , 𝑛 .

Here, (𝑒𝑖)𝑛
𝑖=1 denotes the canonical base in R𝑛. We then call the above limit the first order

partial derivative in the variable 𝑧𝑖 of 𝑓 in 𝑧 and write 𝜕𝑧𝑖𝑓(𝑧). Higher partial derivatives will be
denoted by 𝐷k𝑓 := 𝜕𝑘1

𝑧1 · · · 𝜕𝑘𝑛
𝑧𝑛

𝑓 , where k ∈ N𝑛
0 .

If 𝑛 = 1, then we write the complex derivatives to the order 𝑙 ∈ N0 of 𝑓 as 𝐷𝑙
𝑧𝑓 .

An equivalent definition of holomorphy is the following.

Definition 4.2. A continuous map 𝑓 : 𝑂 → 𝐸 is holomorphic in 𝑂, if for any 𝑧 ∈ 𝑂 there exists
a C-linear map 𝐷𝑧𝑓 ∈ ℒ(C𝑛, 𝐸) and a continuous map 𝑟 : C𝑛 → 𝐸 with 𝑟(0) = 0 such that

𝑓(𝑧 + 𝑧) = 𝑓(𝑧) + 𝐷𝑧𝑓(𝑧) + ‖𝑧‖ 𝑟(𝑧) , for any 𝑧 ∈ (𝑂 − 𝑧) .

Remark. We can even, in identifying C with R2, give another equivalent definition for holomor-
phy, here in the one dimensional case:
𝑓 : 𝑂 → 𝐸 is holomorphic in 𝑂, if 𝑓 is continuously differentiable in any (𝑥, 𝑦) = 𝑧 ∈ 𝑂 ⊆ C ≃ R2

and there holds
𝑓𝑥 + i𝑓𝑦 = 0

for all (𝑥, 𝑦) = 𝑧 in 𝑂.

Notation. For an open and bounded subset 𝑂 ⊂ C𝑛 and a Banach space 𝐸, 𝐻(𝑂, 𝐸) will denote
the set of all functions 𝑂 → 𝐸 which are holomorphic in 𝑂 and continuous on 𝑂.
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4.1. Cauchy’s formula and Taylor series expansion

For a polydisc with multi-radius r = (𝑟1, . . . , 𝑟𝑛) ∈ R𝑛
+ and center 0, namely 𝐷r := 𝐷r(0) =

{𝑧 ∈ C𝑛 | |𝑧𝑖| < 𝑟𝑖 , ∀𝑖 = 1, . . . , 𝑛}, we use the abbreviation

𝐸r := 𝐻(𝐷r , 𝐸),

or equally in the one-dimensional case with 𝑅 > 0

𝐸𝑅 := 𝐻(𝐷𝑅, 𝐸) .

𝐸r is equipped with the norm
‖𝑓‖𝐸r

:= sup
𝑧∈𝐷r

‖𝑓(𝑧)‖𝐸 .

Many well known results for C-valued holomorphic functions also hold in the infinite dimensional
case as we will see in the following.

Theorem 4.1. Let 𝑓 ∈ 𝐸r for a positive multi-radius r ∈ R𝑛
+ and a complex Banach space 𝐸.

Then there holds Cauchy’s integral formula for all 𝑧 ∈ 𝐷r:

𝑓(𝑧1, . . . , 𝑧𝑛) = 1
(2𝜋i)𝑛

∫︁
|𝜉1|=𝑟1

· · ·
∫︁

|𝜉𝑛|=𝑟𝑛

𝑓(𝜉1, . . . , 𝜉𝑛)
(𝜉𝑛 − 𝑧1) · · · (𝜉𝑛 − 𝑧𝑛) d𝜉1 . . . d𝜉𝑛 . (4.1)

Proof. Let first be 𝑛 = 1 and 𝑓 as above, then the integral

1
2𝜋i

∫︁
|𝜉|=𝑟

𝑓(𝜉)
(𝜉 − 𝑧) d𝜉

is well defined for all 𝑧 ∈ 𝐷𝑟, since 𝑓 is continuous on 𝜕𝐷𝑟. For any 𝜙 ∈ 𝐸′ there holds

𝜙

(︃
1

2𝜋i

∫︁
|𝜉|=𝑟

𝑓(𝜉)
(𝜉 − 𝑧) d𝜉

)︃
= 1

2𝜋i

∫︁
|𝜉|=𝑟

𝜙 (𝑓(𝜉))
(𝜉 − 𝑧) d𝜉

= 𝜙 (𝑓(𝑧)) .

The last equation holds by the usual Cauchy integral formula because 𝜙 (𝑓(.)) is a holomorphic
function from 𝐷𝑟 into C and continuous on 𝐷𝑟. Since 𝜙 was arbitrarily chosen, we get Cauchy’s
integral formula by using a consequence of the Hahn-Banach theorem (see Lemma A.1 in
Appendix A).
For 𝑛 ≥ 2 we have that 𝑓 is holomorphic in every variable 𝑧𝑖 ∈ C, ∀𝑖 = 1, . . . , 𝑛. Then (4.1)
follows directly from the one dimensional case by iteration and the application of Fubini’s theorem
(see Theorem A.1).

The multi-dimensional Cauchy’s integral formula is an adequate tool to establish power series
of Banach space valued maps. The following theorem expresses this fact in a more detailed way,
initially for a complex disc around 0.

7



4.1. Cauchy’s formula and Taylor series expansion

Theorem 4.2 (Taylor series expansion). For 𝑓 ∈ 𝐸r with a positive multi-radius r and a
complex Banach space 𝐸, there holds the Taylor series expansion for any 𝑧 ∈ 𝐷r, i.e.

𝑓(𝑧) = 𝑓(0) +
∑︁
|k|>0

1
k!𝐷

k
0𝑓(0)𝑧k . (TE)

The coefficients are uniquely determined by the derivatives of 𝑓 :

𝐷k
0𝑓(𝑧) = k!

(2𝜋i)𝑛

∫︁
|𝜉|=r

𝑓(𝜉)
(𝜉1 − 𝑧1)𝑘1+1 . . . (𝜉𝑛 − 𝑧𝑛)𝑘𝑛+1 d𝜉 (CF)

for any multi-index k ∈ N𝑛
0 . The subscript 0 indicates the center of 𝐷r, while we integrate over

𝜕𝐷r and |𝜉| = r means |𝜉𝑖| = 𝑟𝑖, ∀𝑖 = 1, . . . , 𝑛 for 𝜉 = (𝜉1, . . . , 𝜉𝑛) ∈ C𝑛.

Proof. We use the higher dimensional geometric series expansion

1
(𝜉1 − 𝑧1) · · · (𝜉𝑛 − 𝑧𝑛) =

∑︁
|k|≥0

𝑧𝑘1
1 · · · 𝑧𝑘𝑛

𝑛

𝜉𝑘1+1
1 · · · 𝜉𝑘𝑛+1

𝑛

=:
∑︁

|k|≥0

𝑧k

𝜉k+1 ,

which holds for |𝑧𝑖| < |𝜉𝑖| = 𝑟𝑖, ∀𝑖 = 1, . . . , 𝑛. By substitution into Cauchy’s integral formula we
obtain for all 𝑧 ∈ 𝐷r

𝑓(𝑧) = 1
(2𝜋i)𝑛

∫︁
|𝜉|=r

𝑓(𝜉)
(𝜉1 − 𝑧1) · · · (𝜉𝑛 − 𝑧𝑛) d𝜉 = 1

(2𝜋i)𝑛

∫︁
|𝜉|=r

𝑓(𝜉)
∑︁

|k|≥0

𝑧k

𝜉k+1 d𝜉

=
∑︁

|k|≥0

1
(2𝜋i)𝑛

∫︁
|𝜉|=r

𝑓(𝜉)
𝜉k+1 d𝜉 𝑧k .

(4.2)

The change of integration and summation can be done, because the convergence of the geometric
series is absolute and uniform for 𝜉 ∈ 𝜕𝐷r and 𝑧 ∈ 𝐷r .
Now 𝑓 is expandable into a power series and it is therefore infinitely often differentiable. To show
that the above series coincides with the Taylor expansion of 𝑓 in 𝐷r , we need to prove (CF).
In the one dimensional case, the integral

1
2𝜋i

∫︁
|𝜉|=𝑟

𝑓(𝜉)
(𝜉 − 𝑧)𝑙+1 d𝜉

is well defined for any 𝑧 ∈ 𝐷𝑟, 𝑟 > 0, and 𝑙 ∈ N, since 𝑓 is continuous on 𝜕𝐷𝑟. For any 𝜙 ∈ 𝐸′,
where 𝐸′ denotes the dual space of 𝐸, there holds

𝜙

(︃
𝑙!

2𝜋i

∫︁
|𝜉|=𝑟

𝑓(𝜉)
(𝜉 − 𝑧)𝑙+1 d𝜉

)︃
= 𝑙!

2𝜋i

∫︁
|𝜉|=𝑟

𝜙 (𝑓(𝜉))
(𝜉 − 𝑧)𝑙+1 d𝜉

8



4.1. Cauchy’s formula and Taylor series expansion

= 𝐷𝑙
𝑧𝜙 (𝑓(𝑧)) .

Regarding the last equation, note that 𝜙 (𝑓(.)) is a holomorphic function from 𝐷𝑟 into C and
continuous on 𝐷𝑟. After repeated application of

𝐷𝑙
𝑧 𝜙 (𝑓(𝑧)) = 𝐷𝑙−1

𝑧 lim
𝑧→𝑧

𝜙 (𝑓(𝑧)) − 𝜙 (𝑓(𝑧))
𝑧 − 𝑧

= 𝐷𝑙−1
𝑧 𝜙

(︂
lim
𝑧→𝑧

𝑓(𝑧) − 𝑓(𝑧)
𝑧 − 𝑧

)︂
= 𝐷𝑙−1

𝑧 𝜙 (𝐷𝑧𝑓(𝑧))

we obtain

𝜙

(︃
𝑙!

2𝜋i

∫︁
|𝜉|=𝑟

𝑓(𝜉)
(𝜉 − 𝑧)𝑙+1 d𝜉

)︃
= 𝜙 (𝐷𝑙

𝑧 𝑓(𝑧)) .

Since 𝜙 was arbitrarily chosen, we get in using a consequence of the Hahn-Banach theorem (see
Lemma A.1),

𝐷𝑙
𝑧𝑓(𝑧) = 𝑙!

2𝜋i

∫︁
|𝜉|=𝑟

𝑓(𝜉)
(𝜉 − 𝑧)𝑙+1 d𝜉 , ∀𝑧 ∈ 𝐷𝑟 .

In order to indicate the center of integration, we write 𝐷𝑙
𝑧𝑓(𝑧) = 𝐷𝑙

0𝑓(𝑧).
Now let 𝑛 ≥ 2, then 𝑓 is by our hypothesis holomorphic in every variable 𝑧𝑖 ∈ C, 𝑖 = 1, . . . , 𝑛.
Consequently, (CF) follows by iteration from the one dimensional case and Fubini’s theorem.
Ergo, the Taylor series expansion

𝑓(𝑧) = 𝑓(0) +
∑︁

|k|>0

1
k!𝐷

k
0𝑓(0)𝑧k

must hold for any 𝑧 ∈ 𝐷r as it corresponds to the series expansion (4.2). The uniqueness of the
coefficients follows by identification of power series.

Remark. The center of the polydisc was chosen to be 0 for pure convenience. As the general
case we get the following Corollary.

Corollary 4.1. For 𝑎 ∈ C𝑛 and r ∈ R𝑛
+ let 𝑓 be in 𝐻(𝐷r(𝑎), 𝐸). Then for all 𝑧 ∈ 𝐷r(𝑎) there

holds
𝑓(𝑧) = 𝑓(𝑎) +

∑︁
|k|>0

1
k! 𝐷k

𝑎𝑓(𝑎) (𝑧 − 𝑎)k

where the coefficients are uniquely determined by

𝐷k
𝑎𝑓(𝑧) = k!

(2𝜋i)𝑛

∫︁
|𝜉−𝑎|=r

𝑓(𝜉)
(𝜉1 − 𝑧1)𝑘1+1 . . . (𝜉𝑛 − 𝑧𝑛)𝑘𝑛+1 d𝜉

with k ∈ N𝑛
0 and for 𝜉 = (𝜉1, . . . , 𝜉𝑛) ∈ C𝑛, |𝜉 − 𝑎| = r means |𝜉𝑖 − 𝑎𝑖| = 𝑟𝑖 , ∀𝑖 = 1, . . . , 𝑛.
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4.2. Differentiation under the integral sign

4.2. Differentiation under the integral sign
Not only complex differentiability can be extended to vector valued functions. Integration and
therefore parametric integrals are also well defined and enjoy the same properties as their real
valued companions. The real case is for example considered in [Kön04, p. 282] whose proofs are
just adapted to our needs.

Theorem 4.3. Let 𝑂 ⊆ C be open and 𝐸 a complex Banach space. Let 𝑓 : R𝑛 × 𝑂 → 𝐸 be an
integrable function with respect to the first variable which has the following properties:

(i) 𝑧 ↦→ 𝑓(𝑢, 𝑧) is continuous in 𝑂 for a.e. 𝑢 ∈ R𝑛.

(ii) There exists 𝛷 ∈ 𝐿1(R𝑛,R) such that for all 𝑧 ∈ 𝑂 and a.e. 𝑢 ∈ R𝑛

‖𝑓(𝑢, 𝑧)‖𝐸 ≤ 𝛷(𝑢) .

Then
𝐾(𝑧) :=

∫︁
R𝑛

𝑓(𝑢, 𝑧) d𝑢

is continuous in 𝑂.

Proof. We prove sequential continuity. Let {𝑧𝑛}𝑛≥1 ⊂ 𝑂 be a sequence which converges to 𝑧 ∈ 𝑂.
Since 𝑓 is continuous, there holds 𝑓(𝑢, 𝑧𝑛) → 𝑓(𝑢, 𝑧) as 𝑛 → ∞ for a.e. 𝑢 ∈ R𝑛. We set

𝜙𝑛(𝑢) := 𝑓(𝑢, 𝑧𝑛) .

Then 𝜙𝑛( . ) converges a.e. point wise against 𝑓( . , 𝑧) for all 𝑧 ∈ 𝑂 and is bounded a.e. by
𝛷 ∈ 𝐿1(R𝑛,R). Hence, Lebesgue’s theorem of dominated convergence (see Theorem A.2) yields

lim
𝑛→∞

𝐾(𝑧𝑛) = lim
𝑛→∞

∫︁
R𝑛

𝜙𝑛(𝑢) d𝑢 =
∫︁
R𝑛

lim
𝑛→∞

𝜙𝑛(𝑢) d𝑢 =
∫︁
R𝑛

𝑓(𝑢, 𝑧) d𝑢 = 𝐾(𝑧) .

Theorem 4.4. Let 𝑂 ⊆ C be open, 𝐸 a complex Banach space and 𝑓 : R𝑛 ×𝑂 → 𝐸 an integrable
function with respect to the first variable which has the following properties:

(i) 𝑧 ↦→ 𝑓(𝑢, 𝑧) is holomorphic in 𝑂 for a.e. 𝑢 ∈ R𝑛.

(ii) There exists 𝛷 ∈ 𝐿1(R𝑛,R) such that for all 𝑧 ∈ 𝑂 and a.e. 𝑢 ∈ R𝑛

‖𝑓(𝑢, 𝑧)‖𝐸 ≤ 𝛷(𝑢) .
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4.2. Differentiation under the integral sign

Then
𝐾(𝑧) :=

∫︁
R𝑛

𝑓(𝑢, 𝑧) d𝑢

is holomorphic in 𝑂 and its derivative is given by

𝐾 ′(𝑧) =
∫︁
R𝑛

𝜕𝑧𝑓(𝑢, 𝑧) d𝑢 , ∀𝑧 ∈ 𝑂 .

Proof. To show that 𝐾 is holomorphic, we show equivalently, in identifying C with R2 [𝑧 =
𝑥 + i𝑦 =: (𝑥, 𝑦)], that 𝐾 is continuously differentiable in 𝑂 ⊆ C ≃ R2 and

𝐾𝑥 + i𝐾𝑦 = 0 . (CR)

𝑓(𝑢, .) is holomorphic in 𝑂 for a.e. 𝑢 ∈ R𝑛 and therefore continuously differentiable and
𝑓𝑥 + i𝑓𝑦 = 0 in 𝑂. We define for any 𝑢 ∈ R𝑛 and ℎ ∈ R sufficiently small

𝜙ℎ(𝑢) := 𝑓(𝑢, 𝑥 + ℎ, 𝑦) − 𝑓(𝑢, 𝑥, 𝑦)
ℎ

and get almost everywhere in R𝑛

lim
ℎ→0

𝜙ℎ(𝑢) = 𝜕𝑥𝑓(𝑢, 𝑥, 𝑦) .

Since 𝑓 is continuously differentiable, it inherits local Lipschitz continuity which yields

‖𝜙ℎ(𝑢)‖𝐸 ≤ ‖𝜕𝑥𝑓(𝑢, 𝑥, 𝑦)‖𝐸 for a.e.𝑢 ∈ R𝑛 .

In addition we have for 𝑎 ∈ 𝑂 and 𝑟 > 0, such that 𝐷𝑟(𝑎) ⊂ 𝑂, and for all 𝑧 ∈ 𝐷𝑟/2(𝑎):

‖𝜕𝑥𝑓(𝑢, 𝑥, 𝑦)‖𝐸 = ‖𝜕𝑧𝑓(𝑢, 𝑧)‖𝐸 =

⃦⃦⃦⃦
⃦⃦⃦ 1

2𝜋i

∫︁
|𝜉|=𝑟

𝑓(𝑢, 𝜉)
(𝜉 − 𝑧)2 d𝜉

⃦⃦⃦⃦
⃦⃦⃦

𝐸

≤ 𝑟 · max
|𝜉|=𝑟

⃦⃦⃦⃦
𝑓(𝑢, 𝜉)
(𝜉 − 𝑧)2

⃦⃦⃦⃦
𝐸

≤ 4
𝑟 · max

|𝜉|=𝑟
‖𝑓(𝑢, 𝜉)‖𝐸 ≤ 4

𝑟 𝛷(𝑢) .

Hence, for a.e. 𝑢 ∈ R𝑛 one obtains

‖𝜙ℎ(𝑢)‖𝐸 ≤ 4
𝑟 𝛷(𝑢) .

Lebesgue’s theorem of dominated convergence (see Theorem A.2) now assures the existence of

lim
ℎ→0

∫︁
R𝑛

𝜙ℎ(𝑢) d𝑢 = lim
ℎ→0

∫︁
R𝑛

𝑓(𝑢, 𝑥 + ℎ, 𝑦) − 𝑓(𝑢, 𝑥, 𝑦)
ℎ

d𝑢 = lim
ℎ→0

𝐾(𝑥 + ℎ, 𝑦) − 𝐾(𝑥, 𝑦)
ℎ

11



4.2. Differentiation under the integral sign

with the limits ∫︁
R𝑛

lim
ℎ→0

𝜙ℎ(𝑢) d𝑢 =
∫︁
R𝑛

𝜕𝑥𝑓(𝑢, 𝑥, 𝑦) d𝑢 = 𝜕𝑥𝐾(𝑥, 𝑦) d𝑢 .

The same argumentation for 𝑦 and Theorem 4.3 yield the continuous differentiability of 𝐾 and
indeed we get (CR):

𝐾𝑥(𝑥, 𝑦) + i𝐾𝑦(𝑥, 𝑦) =
∫︁
R𝑛

𝜕𝑥𝑓(𝑢, 𝑥, 𝑦) d𝑢 + i
∫︁
R𝑛

𝜕𝑦𝑓(𝑢, 𝑥, 𝑦) d𝑢

=
∫︁
R𝑛

𝜕𝑥𝑓(𝑢, 𝑥, 𝑦) + i 𝜕𝑦𝑓(𝑢, 𝑥, 𝑦) d𝑢 = 0

for all (𝑥, 𝑦) = 𝑧 ∈ 𝐷2/𝑟(𝑎). This proves the proposition, since 𝑎 was arbitrarily chosen.

From the foregoing proof one obtains the following result for real differentiability.

Corollary 4.2. Let 𝑊 ⊆ R𝑛 be an open subset, 𝐸 a Banach space and 𝑓 : R𝑛 × 𝑊 → 𝐸 an
integrable function with respect to the first variable which has the following properties:

(i) 𝑥 ↦→ 𝑓(𝑢, 𝑥) is an element of 𝐶1(𝑊 ; 𝐸) for a.e. 𝑢 ∈ R𝑛.

(ii) There exists 𝛷 ∈ 𝐿1(R𝑛,R) such that for all 𝑥 ∈ 𝑊 and a.e. 𝑢 ∈ R𝑛

‖𝜕𝑖𝑓(𝑢, 𝑥)‖𝐸 ≤ 𝛷(𝑢) , ∀𝑖 = 1, . . . , 𝑛 .

Then
𝐾(𝑥) :=

∫︁
R𝑛

𝑓(𝑢, 𝑥) d𝑢

is an element of 𝐶1(𝑊 ; 𝐸) and its derivative is given by

∇𝐾(𝑥) =
∫︁
R𝑛

∇𝑥𝑓(𝑢, 𝑥) d𝑢 , ∀𝑥 ∈ 𝑊 .
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4.3. Analyticity on Banach spaces

4.3. Analyticity on Banach spaces
In this section we want to discuss the analytic behavior of maps between two complex Banach
spaces 𝐸 and 𝐹 . These operators must have a certain holomorphic property which will be
outlined in the following theorem. In fact, we will show that these operators are developable in
power series whose coefficients are restrictions of multi-linear maps on the diagonal of a cross
product of 𝐸. See [Her89, ch. 2 and 3] or [PT87, p. 133] for the proceeding result.

Definition 4.3 (Local Lipschitz-continuity). A function 𝐾 which maps a Banach space 𝐸 into a
Banach space 𝐹 is called locally Lipschitz-continuous, if for any 𝑥 ∈ 𝐸 there exists a neighborhood
𝑉 ⊂ 𝐸 of 𝑥 and a constant 𝐶 > 0 such that for any 𝑦, 𝑦 ∈ 𝑉 there holds

‖𝐾(𝑦) − 𝐾(𝑦)‖𝐹 ≤ 𝐶 ‖𝑦 − 𝑦‖𝐸 .

Theorem 4.5. Let 𝐸 and 𝐹 be complex Banach spaces, 𝛺 ⊆ 𝐸 open and 𝐾 : 𝛺 → 𝐹 a bounded
map. Furthermore, let 𝐾 ∘ ℎ ∈ 𝐹r for any ℎ ∈ 𝛺r with r ∈ R𝑛

+. Then the following propositions
hold for fixed 𝑎 ∈ 𝛺:

1. For 𝑥 ∈ 𝐸, 0 < ‖𝑥‖𝐸 < 𝑅 with 0 < 𝑅 < dist (𝑎, 𝜕𝛺) ( if there exists a boundary), there
holds

𝐾(𝑎 + 𝑥) = 𝐾(𝑎) +
∑︁
𝑙≥1

�̂�𝑙
𝑎 𝐾(𝑥)

and the �̂�𝑙
𝑎 𝐾 are uniquely determined by

�̂�𝑙
𝑎 𝐾(𝑥) = 1

2𝜋i

∫︁
|𝜉|=𝜀

𝐾(𝑎 + 𝜉𝑥)
𝜉𝑙+1 d𝜉

with 0 < 𝜀 ≤ 𝑅
‖𝑥‖ arbitrarily chosen.

2. The �̂�𝑙
𝑎𝐾 can be identified with k-linear symmetric maps 𝐾 𝑙

𝑎 which are extendable to
𝐸𝑙 = 𝐸 × · · · × 𝐸 (written 𝑙-times). They take the form

𝐾 𝑙
𝑎(𝑥1, . . . , 𝑥𝑙) = 1

(2𝜋i)𝑙

∫︁
|𝜉1|=𝜀

· · ·
∫︁

|𝜉𝑙|=𝜀

𝐾(𝑎 + 𝜉1𝑥1 + . . . + 𝜉𝑙𝑥𝑙)
𝜉2

1 · · · 𝜉2
𝑙

d𝜉1· · ·d𝜉𝑙

for (𝑥1, . . . 𝑥𝑙) ∈ 𝐸𝑙 and 𝜀 sufficiently small.

3. For any 𝑥 ∈ 𝐸, 0 < ‖𝑥‖𝐸 < 𝑅 there holds

𝐾(𝑎 + 𝑥) = 𝐾(𝑎) +
∑︁
𝑙≥1

𝐾 𝑙
𝑎(𝑥, . . . , 𝑥⏟  ⏞  

𝑙−𝑡𝑖𝑚𝑒𝑠

)
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and, for any 0 < 𝑅′ < 𝑅,∑︁
𝑙≥1

sup
𝑥∈𝐵𝑅′

‖𝐾 𝑙
𝑎(𝑥, . . . , 𝑥)‖𝐹 ≤ sup

𝑦∈𝐵𝑅

‖𝐾(𝑎 + 𝑦)‖𝐹 · 𝑅′

𝑅−𝑅′ < +∞ .

4. The operator 𝐾 is locally Lipschitz-continuous in 𝛺.

Proof. (1.) Fix 𝑎 ∈ 𝛺, let 𝑥 ∈ 𝐵*
𝑅 := 𝐵𝑅(0)∖{0} and ‖ . ‖ := ‖ . ‖𝐸 , for a fixed 0 < 𝑅 < dist (𝑎, 𝜕𝛺)

and set
𝜚 := 𝑅

‖𝑥‖
.

Then, 𝜚 > 1 and 𝜁 ↦→ 𝑎 + 𝜁𝑥 is a member of 𝛺𝜚 = 𝐻(𝐷𝜚, 𝛺). Therefore, 𝜁 ↦→ 𝐾(𝑎 + 𝜁𝑥) is an
element of 𝐹𝜚 = 𝐻(𝐷𝜚, 𝐹 ) by hypothesis. Hence, Theorem 4.1 yields that

𝐾(𝑎 + 𝜁𝑥) = 1
2𝜋i

∫︁
|𝜉|=𝜚

𝐾(𝑎 + 𝜉𝑥)
(𝜉 − 𝜁) d𝜉

for all 𝜁 ∈ 𝐷𝜚, and we obtain from Theorem 4.2 that

𝐾(𝑎 + 𝜁𝑥) = 𝐾(𝑎) +
∑︁
𝑙≥1

1
𝑙!𝐷

𝑙
0𝐾(𝑎 + 𝜏𝑥)|𝜏=0 · 𝜁 𝑙

with uniquely determined

𝐷𝑙
0𝐾(𝑎 + 𝜏𝑥)|𝜏=0 = 𝑙!

2𝜋i

∫︁
|𝜉|=𝜚

𝐾(𝑎 + 𝜉𝑥)
𝜉𝑙+1 d𝜉 .

Clearly, by choosing 𝜁 = 1, we get

𝐾(𝑎 + 𝑥) = 𝐾(𝑎) +
∑︁
𝑙≥1

�̂�𝑙
𝑎𝐾(𝑥).

(2.) Let 𝑎 ∈ 𝛺 be fixed and 𝑥 ∈ 𝐵*
𝑅.

In considering the case 𝑙 = 1 we get directly for any 𝑥 ∈ 𝐵*
𝑅

�̂�1
𝑎𝐾(𝑥) = 1

2𝜋i

∫︁
|𝜉|= 𝑅

‖𝑥‖

𝐾(𝑎 + 𝜉𝑥)
𝜉2 d𝜉 = 𝐾1

𝑎(𝑥) .

Then, (TE) in Theorem 4.2 yields, for 𝑧1, 𝑧2 ∈ 𝐷1/2𝑅 and 𝑥1, 𝑥2 ∈ 𝐵*
𝑅, that

𝑧1𝑥1 + 𝑧2𝑥2 ∈ 𝐵𝑅

14
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and so

𝐾(𝑎 + 𝑧1𝑥1 + 𝑧2𝑥2) = 𝐾(𝑎) +
∑︁
|l|≥1

1
l!𝑧

l𝐷l
0𝐾(𝑎 + 𝜏𝑥1 + 𝜂𝑥2)

⃒⃒
𝜏,𝜂=0

= 𝐾(𝑎) + 𝑧1 · 𝐷
(1,0)
0 𝐾(𝑎 + 𝜏𝑥1 + 𝜂𝑥2)

⃒⃒⃒
𝜏,𝜂=0

+ 𝑧2 · 𝐷
(0,1)
0 𝐾(𝑎 + 𝜏𝑥1 + 𝜂𝑥2)

⃒⃒⃒
𝜏,𝜂=0

+
∑︁
|l|≥2

1
l!𝑧

l𝐷l
0𝐾(𝑎 + 𝜏𝑥1 + 𝜂𝑥2)

⃒⃒
𝜏,𝜂=0 .

Also, in considering Cauchy’s integral formula, with 0 < 𝜀 ≤ min
{︁

𝑅
2‖𝑥1‖ , 𝑅

2‖𝑥2‖

}︁
, we obtain

𝐷
(1,0)
0 𝐾(𝑎 + 𝜏𝑥1 + 𝜂𝑥2)

⃒⃒⃒
𝜏,𝜂=0

= 1
(2𝜋i)2

∫︁
|𝜉|=𝜀

∫︁
|𝜁|=𝜀

𝐾(𝑎 + 𝜉𝑥1 + 𝜁𝑥2)
𝜉2𝜁

d𝜁d𝜉

= 1
2𝜋i

∫︁
|𝜉|=𝜀

𝐾(𝑎 + 𝜉𝑥1 + 𝜁𝑥2)|𝜁=0
𝜉2 d𝜉

= 𝐾1
𝑎(𝑥1)

and equally

𝐷
(0,1)
0 𝐾(𝑎 + 𝜏𝑥1 + 𝜂𝑥2)

⃒⃒⃒
𝜏,𝜂=0

= 𝐾1
𝑎(𝑥2) .

Hence,

𝐾(𝑎 + 𝑧1𝑥1 + 𝑧2𝑥2) = 𝐾(𝑎) + 𝑧1𝐾1
𝑎(𝑥1) + 𝑧2𝐾1

𝑎(𝑥2)

+
∑︁
|l|≥2

1
l!𝑧

l𝐷l
0𝐾(𝑎 + 𝜏𝑥1 + 𝜂𝑥2)

⃒⃒
𝜏,𝜂=0 .

On the other hand, we have for 𝑧1 = 𝑧2 =: 𝑧, that

𝐾(𝑎 + 𝑧(𝑥1 + 𝑥2)) = 𝐾(𝑎) + 𝑧 · �̂�1
𝑎𝐾(𝑥1 + 𝑥2) +

∑︁
𝑙≥2

𝑧𝑙�̂�𝑙
𝑎𝐾(𝑥1 + 𝑥2)

= 𝐾(𝑎) + 𝑧 · 𝐾1
𝑎(𝑥1 + 𝑥2) +

∑︁
𝑙≥2

𝑧𝑙�̂�𝑙
𝑎𝐾(𝑥1 + 𝑥2) .

Thus, we obtain the additivity of 𝐾1
𝑎 by identification of power series.
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We observe furthermore that, for 𝑥 ∈ 𝐵*
𝑅,

𝐾1
𝑎(𝑥) = 1

2𝜋i

∫︁
|𝜉|=𝜀

𝐾(𝑎 + 𝜉𝑥)
𝜉𝑙+1 d𝜉

is independent of 𝜀 as long as 0 < 𝜀 ≤ 𝑅
‖𝑥‖ . Consequently, 𝐾1

𝑎 can be extended, first to
𝐸* = 𝐸 ∖ {0} and then, in setting 𝐾1

𝑎(0) = 0, to 𝐸.
Let 𝛼 ∈ C* = C ∖ {0}, then for any 𝑥 ∈ 𝐵*

𝑅 there holds

𝐾1
𝑎(𝛼𝑥) = 1

2𝜋i

∫︁
|𝜉|=𝜀

𝐾(𝑎 + 𝛼𝜉𝑥)
𝜉2 d𝜉 =

(𝜉′=𝛼𝜉)

1
2𝜋i

∫︁
|𝜉′|=𝜀′

𝛼
𝐾(𝑎 + 𝜉′𝑥)

𝜉′2 d𝜉′ = 𝛼𝐾1
𝑎(𝑥)

with 0 < 𝜀 < 𝑅
|𝛼|‖𝑥‖ and 𝜀′ = |𝛼|𝜀.

We showed that the first derivative of a map which satisfies the conditions stated in this
theorem is actually a linear map. We will proceed by induction on 𝑙 ∈ N to show that the 𝐾 𝑙

𝑎

are 𝑙-linear maps. We assume, for fixed 𝑙 ∈ N, that the map 𝐾 𝑙
𝑎, given by

𝐾 𝑙
𝑎(𝑥1, . . . , 𝑥𝑙) = 1

(2𝜋i)𝑙

∫︁
|𝜉1|=𝜀

· · ·
∫︁

|𝜉𝑙|=𝜀

𝐾(𝑎 + 𝜉1𝑥1 + . . . + 𝜉𝑙𝑥𝑙)
𝜉2

1 · · · 𝜉2
𝑙

d𝜉1 . . . d𝜉𝑙,

0 < 𝜀 ≤ min
{︂

𝑅

𝑙 ‖𝑥𝑖‖
| 𝑖 = 1, . . . , 𝑙

}︂
,

is an element of the Banach space ℒ𝑙(𝐸; 𝐹 ). We remark that 𝑎 ↦→ 𝐾 𝑙
𝑎( . ) is a well defined and

uniformly continuous map 𝛺 → ℒ𝑙(𝐸; 𝐹 ). Consider the function

𝜁 ↦→ 𝜙 ∘ 𝐾 𝑙
𝑎+𝜁𝑥0(𝑥1, . . . , 𝑥𝑙) = 1

(2𝜋i)𝑙

∫︁
|𝜉1|=𝜀

· · ·
∫︁

|𝜉𝑙|=𝜀

𝜙 ∘ 𝐾(𝑎 + 𝜁𝑥0 + 𝜉1𝑥1 + . . . + 𝜉𝑙𝑥𝑙)
𝜉2

1 · · · 𝜉2
𝑙

d𝜉1 . . . d𝜉𝑙

with 𝑥0, . . . , 𝑥𝑙 ∈ 𝐸 and |𝜁| ≤ 𝜀′ for 0 < 𝜀′ ≤ min
{︁

𝑅
(𝑙+1)‖𝑥𝑖‖ | 𝑖 = 0, . . . , 𝑙

}︁
and 𝜙 ∈ 𝐹 ′ arbitrary.

The above formula is holomorphic in 𝜁 by Theorem 4.4 and the arbitrary choice of 𝜙 implies

𝐾 𝑙
𝑎+ . 𝑥0(𝑥1, . . . , 𝑥𝑙) ∈ 𝐻(𝐷𝜀′ , 𝐹 ) , for (𝑥1, . . . , 𝑥𝑙) ∈ 𝐸𝑙 .

Hence, for 𝑥0, 𝑥1, . . . , 𝑥𝑙 ∈ 𝐸* we get with the same argumentation as before that

�̂�1
𝑎𝐾 𝑙

𝑎(𝑥1, . . . , 𝑥𝑙)(𝑥0) = 1
2𝜋i

∫︁
|𝜉0|=𝜀

· · ·
∫︁

|𝜉𝑙|=𝜀

𝐾(𝑎 + 𝜉0𝑥0 + 𝜉1𝑥1 + . . . + 𝜉𝑙𝑥𝑙)
𝜉2

0 · · · 𝜉2
𝑙

d𝜉0 . . . d𝜉𝑙

is linear in 𝑥0, where 0 < 𝜀 ≤ min
{︁

𝑅
(𝑙+1)‖𝑥𝑖‖ | 𝑖 = 0, . . . , 𝑙

}︁
. Thus, we have, in setting 𝐾 𝑙

𝑎(0) = 0,
that �̂�1

𝑎𝐾 𝑙
𝑎 ∈ ℒ(𝐸; ℒ𝑙(𝐸; 𝐹 )), whereas ℒ(𝐸; ℒ𝑙(𝐸; 𝐹 )) is isomorphic to ℒ𝑙+1(𝐸; 𝐹 ). Consequently,
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4.3. Analyticity on Banach spaces

we may write
�̂�1

𝑎𝐾 𝑙
𝑎(𝑥1, . . . , 𝑥𝑙)(𝑥0) = 𝐾 𝑙+1

𝑎 (𝑥0, 𝑥1, . . . , 𝑥𝑙),

which is 𝑙 + 1-linear and symmetric by Fubini’s theorem. The 𝑙-linearity follows now for all
𝑙 ∈ N by the induction principle. We can again extend the 𝐾 𝑙

𝑎 to 𝐸𝑙 since the above integral is
independent of 𝜀 as long as it is sufficiently small. Moreover, the 𝐾 𝑙

𝑎 are bounded and therefore,
as 𝑙-linear maps, continuous on 𝐸𝑙.
Finally, we restrict 𝐾 𝑙

𝑎 to the diagonal of 𝐵𝑅(0)𝑙 and set 𝑥 := 𝑥1 = . . . = 𝑥𝑙 , then

𝐾 𝑙
𝑎(𝑥, . . . , 𝑥⏟  ⏞  

𝑙−𝑡𝑖𝑚𝑒𝑠

) = 𝜕𝑧1 · · · 𝜕𝑧𝑙
𝐾(𝑎 + 𝑧1𝑥 + . . . + 𝑧𝑙𝑥)

⃒⃒⃒
𝑧1,...𝑧𝑙=0

= d𝑙

d𝑧𝑙
𝐾(𝑎 + 𝑧𝑥)

⃒⃒⃒
𝑧=0

= �̂�𝑙
𝑎𝐾(𝑥) .

(3.) The previous calculations imply directly that

𝐾(𝑎 + 𝑥) = 𝐾(𝑎) +
∑︁
𝑙≥1

𝐾 𝑙
𝑎(𝑥, . . . , 𝑥⏟  ⏞  

𝑙−𝑡𝑖𝑚𝑒𝑠

) , ∀𝑥 ∈ 𝐵𝑅 .

Let 0 < 𝑅′ < 𝑅 < dist (𝑎, 𝜕𝛺) and 𝑀 := sup𝑥∈𝐵𝑅
‖𝐾(𝑎 + 𝑥)‖𝐹 , we then obtain for any 𝑙 ∈ N:

sup
𝑥∈𝐵𝑅′

‖𝐾 𝑙
𝑎(𝑥, . . . , 𝑥)‖𝐹 = sup

𝑥∈𝐵𝑅′

⃒⃒⃒⃒
⃒
⃒⃒⃒⃒
⃒ 1

2𝜋i

∫︁
|𝜉|= 𝑅

‖𝑥‖

𝐾(𝑎 + 𝜉𝑥)
𝜉𝑙+1 d𝜉

⃒⃒⃒⃒
⃒
⃒⃒⃒⃒
⃒
𝐹

≤ sup
𝑥∈𝐵𝑅′

1
2𝜋

∫︁
|𝜉|= 𝑅

‖𝑥‖

𝑀

|𝜉|𝑙+1 d𝜉

= sup
𝑥∈𝐵𝑅′

(︁
‖𝑥‖
𝑅

)︁𝑙
𝑀

=
(︁

𝑅′

𝑅

)︁𝑙
𝑀 .

Thus, there holds∑︁
𝑙≥1

sup
𝑥∈𝐵𝑅′

‖𝐾 𝑙
𝑎(𝑥, . . . , 𝑥)‖𝐹 ≤

∑︁
𝑙≥1

(︁
𝑅′

𝑅

)︁𝑙
𝑀 = 𝑀

(︁
𝑅

𝑅−𝑅′ − 1
)︁

= 𝑀 𝑅′

𝑅−𝑅′ .

(4.) For 𝑥, �̃� ∈ 𝐵𝑅′/2, with 0 < 𝑅′ < 𝑅 < dist (𝑎, 𝜕𝛺) as before, we have 𝑥 − �̃� ∈ 𝐵𝑅′ . Then the
previous estimates of 𝐾 𝑙

𝑎 and the 𝑙-linearity yield
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‖𝐾(𝑎 + 𝑥) − 𝐾(𝑎 + �̃�)‖𝐹 ≤
∑︁
𝑙≥1

‖𝐾 𝑙
𝑎(𝑥 − �̃�, . . . , 𝑥 − �̃�)‖𝐹

≤ ‖𝑥 − �̃�‖
∑︁
𝑙≥1

‖𝑥 − �̃�‖𝑙−1

𝑅𝑙
𝑀 ≤ 𝐿 ‖𝑥 − �̃�‖

with 𝐿 = 𝑀 1
𝑅−𝑅′ . Hence local Lipschitz-continuity of 𝐾 follows, since 𝑎 ∈ 𝛺 was arbitrarily

chosen.
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4.4. The Cauchy-Lipschitz existence theorem
Let us now switch to one of the key theorems in this approach. It makes under rather low
requirements an assertion about existence and uniqueness of a solution to a complex ODE.

Theorem 4.6 (Cauchy-Lipschitz existence Theorem). Let 𝐸 be a complex Banach space,
𝑧0 ∈ C, 𝑦0 ∈ 𝐸 and 𝐺 ⊆ C × 𝐸 open and connected with (𝑧0, 𝑦0) ∈ 𝐺 and 𝐷𝑅(𝑧0) × 𝐵𝑟(𝑦0) ⊆ 𝐺
for some 𝑅, 𝑟 > 0. Let also 𝐾 be a continuous and bounded map from 𝐺 into 𝐸 which is locally
Lipschitz-continuous in the second variable and set

𝑆 := sup
(𝑧,𝑦)∈𝐺

‖𝐾(𝑧, 𝑦)‖𝐸

as well as
𝜚 := min{𝑅,

𝑟

𝑆
} .

If 𝑧 ↦→ 𝐾(𝑧, 𝑦(𝑧)) is holomorphic in 𝐷𝜚(𝑧0) for any 𝑦 ∈ 𝐻(𝐷𝜚(𝑧0), 𝐵𝑟(𝑦0)), then there exists a
unique solution of

𝑦′(𝑧) = 𝐾(𝑧, 𝑦(𝑧))
𝑦(𝑧0) = 𝑦0

(DE)

for all 𝑧 ∈ 𝐷𝜚(𝑧0).

Remark. In the above theorem 𝐸 can also be taken as a finite product of complex Banach
spaces.

Proof. By the assumptions of holomorphy made on 𝐾 we can rewrite (DE) into an equivalent
integral equation, namely for all 𝑧 ∈ 𝐷𝜚(𝑧0)

𝑦(𝑧) = 𝑦0 +
𝑧∫︁

𝑧0

𝐾(𝑤, 𝑦(𝑤)) d𝑤 (IE)

and set

(𝑇𝑦)(𝑧) := 𝑦0 +
𝑧∫︁

𝑧0

𝐾(𝑤, 𝑦(𝑤)) d𝑤, ∀ 𝑧 ∈ 𝐷𝜚(𝑧0),

where the above integrals are taken over any continuous path in 𝐷𝜚(𝑧0) connecting 𝑧0 and 𝑧.
Then, 𝑇 is well defined on 𝑁 := {𝑢 ∈ 𝐻(𝐷𝜚(𝑧0), 𝐸) | sup𝑧∈𝐷𝜚(𝑧0) ‖𝑢(𝑧) − 𝑦0‖𝐸 ≤ 𝑟}.

We now show that 𝑇 is a contractive map from 𝑁 into 𝑁 . To prove the latter statement,
let 𝑦 ∈ 𝑁 and 𝑧 ∈ 𝐷𝜚(𝑧0), then there holds

‖(𝑇𝑦)(𝑧) − 𝑦0‖𝐸 ≤
⃦⃦⃦⃦∫︁ 𝑧

𝑧0

𝐾(𝑤, 𝑦(𝑤)) d𝑤

⃦⃦⃦⃦
𝐸

≤
⃒⃒⃒⃒∫︁ 𝑧

𝑧0

‖𝐾(𝑤, 𝑦(𝑤))‖𝐸 d𝑤

⃒⃒⃒⃒
≤ 𝑆 |𝑧 − 𝑧0| ≤ 𝑆 𝜚 ≤ 𝑟,
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hence 𝑇𝑦 ∈ 𝑁 .

To show that T is a contraction, let us remark that since 𝐵𝑟(𝑦0) is compact in 𝐸 and 𝐾
locally Lipschitz-continuous in the second variable, there exists a constant 𝐿 > 0 such that

‖𝐾(𝑧, 𝑦) − 𝐾(𝑧, 𝑦)‖𝐸 ≤ 𝐿 ‖𝑦 − 𝑦‖𝐸 , ∀ 𝑦, 𝑦 ∈ 𝐵𝑟(𝑦0).

We introduce an equivalent norm on 𝐻(𝐷𝑟(𝑧0), 𝐸):

|||𝑢||| := sup
𝑧∈𝐷𝑟(𝑧0)

{ ‖𝑢(𝑧)‖𝐸 · e(−2𝐿|𝑧−𝑧0|) }

Then there holds for all 𝑦, 𝑦 ∈ 𝑁 :

‖𝑇𝑦(𝑧) − 𝑇𝑦(𝑧)‖𝐸 ≤
⃒⃒⃒⃒∫︁ 𝑧

𝑧0

‖𝐾(𝑤, 𝑦(𝑤)) − 𝐾(𝑤, 𝑦(𝑤))‖𝐸 d𝑤

⃒⃒⃒⃒
≤
⃒⃒⃒⃒
𝐿 ·
∫︁ 𝑧

𝑧0

‖𝑦(𝑤) − 𝑦(𝑤)‖𝐸 · e−2𝐿|𝑤−𝑧0| · e2𝐿|𝑤−𝑧0| d𝑤

⃒⃒⃒⃒
≤ 𝐿 · |||𝑦 − 𝑦||| ·

⃒⃒⃒⃒∫︁ 𝑧

𝑧0

e2𝐿|𝑤−𝑧0| d𝑤

⃒⃒⃒⃒
≤ 𝐿 · |||𝑦 − 𝑦||| · 1

2𝐿(e2𝐿|𝑧−𝑧0| −1)
≤ 1

2 |||𝑦 − 𝑦||| · e2𝐿|𝑧−𝑧0|,

which is equivalent to
|||𝑇𝑦 − 𝑇𝑦||| ≤ 1

2 |||𝑦 − 𝑦||| .

Now 𝑇 being a contraction on a closed and connected subset of a Banach space fulfills the
propositions of Banach’s fixed point theorem (see Theorem A.3). Hence, (IE) admits a unique
solution in 𝑁 which implies a unique solution of (DE) in 𝑁 .

Remark. In fact, the requirements for the last theorem are satisfied, if 𝐾 : 𝛺 → 𝐸 is a bounded
map for 𝛺 ⊆ 𝐸 open, connected and 𝐾(𝛺𝑅) ⊆ 𝐸𝑅 for 𝑅 > 0, which are precisely the conditions
of Theorem 4.5.
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5. Derivation of a second order PDE

5.1. Representation of the pressure-gradient
We recall the Euler equations for an ideal and incompressible fluid flow in 𝑛 ≥ 2 dimensions:

𝜕𝑡 𝑢(𝑥, 𝑡) + (𝑢 · ∇) 𝑢 (𝑥, 𝑡) = −∇𝑝(𝑥, 𝑡) (Ea)
div 𝑢(𝑥, 𝑡) = 0 (𝐸) (Eb)

𝑢(𝑥, 0) = 𝑢0(𝑥), (Ec)

where 𝑢 and 𝑝 denote the velocity and pressure respectively in a given fluid. In this approach, the
investigation of particle trajectories in a fluid flow requires a solution of the Euler system (E). Let
therefore 𝑢 ∈ 𝐿∞

𝑙𝑜𝑐([0, 𝑇 ), 𝐶𝑚,𝛼(R𝑛;R𝑛)), 𝑇 > 0, solve the Euler equations for a divergence-free
initial velocity field 𝑢0 ∈ 𝐶𝑚,𝛼(R𝑛;R𝑛), where 𝑚 is a positive integer and 𝛼 ∈ (0, 1). That a
solution in the above space exists uniquely is for example stated and proved in [Che98, p. 77].
More information on the particle trajectories is given in the following section. In this section the
associated pressure is investigated, which will lead to the unique representation of the pressure
gradient. Therefore, one obtains a uniquely defined right hand side of the Euler equation.
In taking the divergence of (Ea) in the weak sense under condition (Eb), one obtains

div
[︂

𝜕 𝑡 𝑢 +
𝑛∑︁

𝑖=1
𝑢𝑖𝜕 𝑖 𝑢

]︂
(𝑥, 𝑡) = −div (∇𝑝)(𝑥, 𝑡)

⇐⇒
[︂

𝜕 𝑡 div 𝑢 +
𝑛∑︁

𝑗=1
𝜕 𝑗

𝑛∑︁
𝑖=1

𝑢𝑖 𝜕 𝑖 𝑢𝑗

]︂
(𝑥, 𝑡) = −𝛥 𝑝 (𝑥, 𝑡)

⇐⇒
∑︁
𝑖,𝑗

𝜕 𝑗 (𝑢𝑖𝜕 𝑖 𝑢𝑗)(𝑥, 𝑡) = −𝛥 𝑝 (𝑥, 𝑡)

(*)⇐⇒ Tr (J𝑢)2(𝑥, 𝑡) = −𝛥 𝑝 (𝑥, 𝑡), (5.1)

where J ( . ) denotes the Jacobian matrix. We will see that the pressure 𝑝 is, in a later defined
way, uniquely associated to 𝑢 by equation (5.1). The equivalence (*) is obtained by a direct
calculation which follows. We have∑︁

𝑖,𝑗

𝜕 𝑗 (𝑢𝑖𝜕 𝑖 𝑢𝑗) =
∑︁
𝑖,𝑗

𝜕 𝑗 𝑢𝑖𝜕 𝑖 𝑢𝑗 +
∑︁
𝑖,𝑗

𝑢𝑖𝜕 𝑖𝜕 𝑗 𝑢𝑗 =
∑︁
𝑖,𝑗

𝜕 𝑗 𝑢𝑖𝜕 𝑖 𝑢𝑗 = Tr (J𝑢)2 .
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5.1. Representation of the pressure-gradient

It also holds that∑︁
𝑖,𝑗

𝜕 𝑖𝜕 𝑗 (𝑢𝑖 𝑢𝑗) =
∑︁
𝑖,𝑗

(𝜕 𝑖𝜕 𝑗 𝑢𝑖) 𝑢𝑗 +
∑︁
𝑖,𝑗

𝜕 𝑗𝑢𝑖𝜕 𝑖 𝑢𝑗 +
∑︁
𝑖,𝑗

𝜕 𝑖 𝑢𝑖𝜕 𝑗 𝑢𝑗 +
∑︁
𝑖,𝑗

𝑢𝑖(𝜕 𝑖𝜕 𝑗 𝑢𝑗)

=
∑︁
𝑖,𝑗

𝜕 𝑗(𝜕 𝑖 𝑢𝑖) 𝑢𝑗 +
∑︁
𝑖,𝑗

𝜕 𝑗𝑢𝑖𝜕 𝑖 𝑢𝑗 +
∑︁
𝑖,𝑗

𝜕 𝑖 𝑢𝑖𝜕 𝑗 𝑢𝑗 +
∑︁
𝑖,𝑗

𝑢𝑖𝜕 𝑖(𝜕 𝑗 𝑢𝑗),

where only the second term does not vanish. Hence, we have the identity∑︁
𝑖,𝑗

𝜕 𝑖𝜕 𝑗 (𝑢𝑖 𝑢𝑗) = Tr (J𝑢)2 . (5.2)

Then, for a fixed 𝑡 ∈ [0, 𝑇 ), we write

𝑢𝑖𝑢𝑗( . , 𝑡) =: ℎ𝑖𝑗( . ) ∈ 𝐶𝑚,𝛼(R𝑛;R𝑛) ⊂ 𝑊 1,∞(R𝑛;R𝑛) (5.3)

and under consideration of (5.2) one obtains∑︁
𝑖,𝑗

𝜕𝑖𝜕𝑗 ℎ𝑖𝑗 =: 𝑣 ∈ 𝐶0,𝛼(R𝑛;R𝑛) ⊂ 𝐿∞(R𝑛;R𝑛) . (5.4)

We will show that (5.1) admits a unique solution and state a preliminary well known fact.

Lemma 5.1. If 𝑓 ∈ 𝐿1(R𝑛) ∩ 𝐿∞(R𝑛), then the Newtonian potential of 𝑓 , given by

𝑤(𝑥) =
∫︁
R𝑛

𝛤 (𝑥 − 𝑦)𝑓(𝑦) d𝑦,

belongs to 𝐶1(R𝑛) and
∇𝑤(𝑥) =

∫︁
R𝑛

∇𝛤 (𝑥 − 𝑦)𝑓(𝑦) d𝑦 .

Proof. [GT83, p. 55] We concentrate on the case of 𝑛 ≥ 3 spacial dimensions, whereas the case
𝑛 = 2 is treated equally. 𝛤 has a singularity at the origin of R𝑛. In order to cut out this
singularity we choose a radial function 𝜂 ∈ 𝐶∞(R𝑛) with the following properties. For 𝑥 ∈ R𝑛:
0 ≤ 𝜂(𝑥) ≤ 1 and 𝜂(𝑥) = 0, if 𝑥 ∈ 𝐵1(0), as well as 𝜂(𝑥) = 1, if 𝑥 ∈ R𝑛 ∖ 𝐵2(0). For 𝜀 > 0 set

𝜂𝜀(𝑥) := 𝜂
(︁𝑥

𝜀

)︁
and

𝑤𝜀(𝑥) := 𝛤𝜂𝜀 * 𝑓 (𝑥) =
∫︁
R𝑛

𝛤 (𝑥 − 𝑦)𝜂𝜀(𝑥 − 𝑦)𝑓(𝑦) d𝑦,

which is well defined, since 𝛤𝜂𝜀 ∈ 𝐿∞(R𝑛) and 𝑓 ∈ 𝐿1(R𝑛). In the following fix 𝑖 ∈ {1, . . . , 𝑛}.
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5.1. Representation of the pressure-gradient

From Corollary 4.2 we get

𝑤𝜀 ∈ 𝐶1(R𝑛) and 𝜕𝑖𝑤𝜀(𝑥) = (𝜕𝑖(𝛤𝜂𝜀) * 𝑓)(𝑥),

since
|𝜕𝑥𝑖 [𝛤 (𝑥 − 𝑦)𝜂𝜀(𝑥 − 𝑦)]𝑓(𝑦)| ≤ 𝐶|𝑓(𝑦)| ∈ 𝐿1

𝑦(R𝑛)

with a positive constant 𝐶 = 𝐶(𝜀).
In the next step we are going to show, that 𝜕𝑖𝑤𝜀 converges uniformly to

𝑣𝑖 := 𝜕𝑖𝛤 * 𝑓 .

First, the above formula is well defined, since 𝑓 is bounded and 𝜕𝑖𝛤 integrable within a domain
containing the origin and outside of this domain 𝑓 is integrable and 𝜕𝑖𝛤 is bounded. We now
have for 𝑥 ∈ R𝑛 arbitrarily chosen

|𝜕𝑖𝑤𝜀(𝑥) − 𝑣𝑖(𝑥)| = |𝜕𝑖(𝛤𝜂𝜀) * 𝑓 (𝑥) − 𝜕𝑖𝛤 * 𝑓 (𝑥)|
= |𝜕𝑖[(𝜂𝜀 − 1)𝛤 ] * 𝑓 (𝑥)|
≤ ‖𝜕𝑖[(𝜂𝜀 − 1)𝛤 ]‖1 ‖𝑓‖∞

and furthermore,

‖𝜕𝑖[(𝜂𝜀 − 1)𝛤 ]‖1 =
∫︁

‖𝑥‖≤2𝜀

|𝜕𝑖[(𝜂𝜀 − 1)𝛤 ](𝑥)| d𝑥

≤
∫︁

‖𝑥‖≤2𝜀

1
𝜀

⃦⃦⃦
∇𝜂
(︁𝑥

𝜀

)︁⃦⃦⃦ 1
‖𝑥‖𝑛−2 + |𝜂𝜀(𝑥) − 1|⏟  ⏞  

≤1

1
‖𝑥‖𝑛−1 d𝑥

≤
2𝜀∫︁

0

∫︁
𝑆𝑛−1

[︂
𝑐

𝜀

1
‖𝜆𝜔‖𝑛−2 + 1

‖𝜆𝜔‖𝑛−1

]︂
𝜆𝑛−1 d𝜎(𝜔) d𝜆

= 𝑐

2𝜀∫︁
0

[︁𝑐

𝜀
𝜆 + 1

]︁
d𝜆

= 𝑐 𝜀,

where 𝑐 and 𝑐 are positive constants. Altogether, one obtains for any 𝑥 ∈ R𝑛

|𝜕𝑖𝑤𝜀(𝑥) − 𝑣𝑖(𝑥)| ≤ 𝑐 ‖𝑓‖∞ 𝜀 .

Hence, we showed that 𝜕𝑖𝑤𝜀 converges uniformly to 𝑣𝑖 as 𝜀 → 0. Now, 𝑤𝜀 ∈ 𝐶1(R𝑛) yields
𝑣𝑖 ∈ 𝐶0(R𝑛) and by Lebesgue’s theorem of dominated convergence there also holds 𝑤𝜀 → 𝛤 * 𝑓
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5.1. Representation of the pressure-gradient

point wise, as 𝜀 → 0. Subsequently, 𝑤 ∈ 𝐶1(R𝑛) and

∇𝑤(𝑥) =
∫︁
R𝑛

∇𝛤 (𝑥 − 𝑦)𝑓(𝑦) d𝑦 .

Before we proceed, we need to define a function on a subset of C which will play a key role
hereafter.
Definition 5.1. Let 𝑎 be a holomorphic function defined on

𝑆 := {𝑧 ∈ C𝑛 ∖ {0} | ∃𝑥 ∈ R𝑛 : ‖𝑧 − 𝑥‖ < 𝛽 ‖𝑥‖} (5.5)

with the following properties:
• the restriction of 𝑎 to R𝑛 is real valued and radial

• sup𝑧∈𝑆 {‖𝑧‖𝑠 |𝑎(𝑧)| + ‖𝑧‖±𝑠 |𝐷𝜇𝑎(𝑧)| + ‖𝑧‖−𝑠 |1 − 𝑎(𝑧)|} < +∞
for any 𝑠 ≥ 0 and |𝜇| ≥ 1.

Remark. For instance, the map

𝑆 ∋ 𝑧 → 𝑎(𝑧) = �̄�

(︂(︁∑︁𝑛

𝑖=1
𝑧2

𝑖

)︁ 1
2
)︂

with
�̄�(𝑦) = 1 − exp

(︂
−exp(−𝑦)

𝑦

)︂
fulfills the above requirements.

In the next theorem all functions are real valued.
Theorem 5.1. For 𝑖, 𝑗 = 1, . . . , 𝑛 let ℎ𝑖𝑗 ∈ 𝑊 1,∞(R𝑛) and 𝑣 :=

∑︀𝑛
𝑖,𝑗=1 𝜕𝑖𝜕𝑗ℎ𝑖𝑗 ∈ 𝐿∞(R𝑛). Then

there exists 𝑝 ∈ 𝐶(R𝑛) with
𝛥 𝑝 = 𝑣 in 𝐷′(R𝑛) . (5.6)

It fulfills the estimates

|𝑝(𝑥1) − 𝑝(𝑥2)| ≤ 𝑀 ‖ℎ𝑖𝑗‖𝛼 ‖𝑥1 − 𝑥2‖𝛼 ,

for any 𝑥1, 𝑥2 ∈ R𝑛, and

|𝑝(𝑥)| ≤ 𝑀 ′ ‖ℎ𝑖𝑗‖𝛼 log(2 + ‖𝑥‖)

for any 𝑥 ∈ R𝑛. 𝑀 and 𝑀 ′ denote positive constants. Furthermore, the solution is unique in

𝑁 :=
{︂

𝑞 ∈ 𝐶(R𝑛)
⃒⃒⃒

lim
‖𝑥‖→∞

𝑞(𝑥)
‖𝑥‖

= 0 , 𝑞(0) = 𝑐 ∈ R
}︂

.
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5.1. Representation of the pressure-gradient

Lemma 5.2. The gradient of the formerly found unique solution of (5.6) takes the form

∇𝑝(𝑥) = ∇(𝑎𝛤 ) * 𝑣 (𝑥) +
∑︁

𝑖,𝑗
(𝜕𝑖𝜕𝑗∇((1 − 𝑎)𝛤 ) * ℎ𝑖𝑗) (𝑥)

in 𝐷′(R𝑛) and belongs to 𝐶𝑏(R𝑛;R𝑛).

Proof of Theorem 5.1. Existence. Fix in the following 𝑖, 𝑗 ∈ {1, . . . , 𝑛}. The first step is to
approximate the functions ℎ𝑖𝑗 ∈ 𝑊 1,∞(R𝑛). Note that the ℎ𝑖𝑗 are bounded and have also bounded
first derivatives. They are therefore globally Hölder-continuous to the exponent 𝛼 ∈ (0, 1). For
𝑘 ∈ N choose a sequence (𝜈𝑘) ⊂ 𝐶∞

0 (R𝑛) such that

𝜈𝑘(𝑥) = 1, for all 𝑥 ∈ 𝐵𝑘(0)

and also, for 𝜇 ∈ N𝑛
0 with |𝜇| ≤ 2,

‖𝐷𝜇𝜈𝑘‖∞ ≤ 𝐶 , for all 𝑘 ∈ N,

where 𝐶 > 0 is a fixed constant. The latter requirement is needed in order to uniformly bound
the following functions. We set

ℎ𝑘
𝑖𝑗 := 𝜈𝑘 · ℎ𝑖𝑗

and
𝑣𝑘(𝑥) :=

𝑛∑︁
𝑖,𝑗=1

𝜕𝑖𝜕𝑗ℎ𝑘
𝑖𝑗(𝑥),

which are compactly supported. Then, ℎ𝑘
𝑖𝑗 , 𝑣𝑘 ∈ 𝐿1(R𝑛) ∩ 𝐿∞(R𝑛) (for all 𝑖, 𝑗 = 1, . . . , 𝑛 , 𝑘 ∈

N) with
⃦⃦⃦
ℎ𝑘

𝑖𝑗

⃦⃦⃦
∞

≤ 𝑐 ‖ℎ𝑖𝑗‖∞ and ‖𝑣𝑘‖∞ ≤ 𝑐 for some 𝑐, 𝑐 > 0 and 𝑐 = 𝑐
(︀
‖ℎ𝑖𝑗‖𝑊 1,∞ , ‖𝑣‖∞

)︀
.

Additionally, we choose the functions 𝜈𝑘 such that[︁
ℎ𝑘

𝑖𝑗

]︁
𝛼

≤ 𝑐 [ℎ𝑖𝑗 ]𝛼 , (5.7)

where 𝑐 > 0 is a fixed constant independent of 𝑘 ∈ N and [ . ]𝛼 denotes the Hölder semi-norm.
Thus,

𝑝𝑘(𝑥) =
∫︁
R𝑛

𝛤 (𝑥 − 𝑦)𝑣𝑘(𝑦) d𝑦 (5.8)

is well defined and belongs to 𝐶1(R𝑛) in accordance with Lemma 5.1. Moreover,

∇𝑝𝑘(𝑥) =
∫︁
R𝑛

∇𝛤 (𝑥 − 𝑦)𝑣𝑘(𝑦) d𝑦 . (5.9)

Since 𝑝𝑘 ∈ 𝐿1
𝑙𝑜𝑐(R𝑛), we may write for any 𝜙 ∈ 𝐶∞

0 (R𝑛) in using Fubini’s theorem
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5.1. Representation of the pressure-gradient

⟨𝛥 𝑝𝑘, 𝜙⟩ = ⟨𝑝𝑘, 𝛥 𝜙⟩

=
∫︁
R𝑛

∫︁
R𝑛

𝛤 (𝑥 − 𝑦)𝑣𝑘(𝑦) d𝑦 𝛥 𝜙(𝑥) d𝑥 =
∫︁
R𝑛

𝑣𝑘(𝑦)
∫︁
R𝑛

𝛤 (𝑥 − 𝑦)𝛥 𝜙(𝑥) d𝑥 d𝑦

=
∫︁
R𝑛

𝑣𝑘(𝑦)
∫︁
R𝑛

𝛤 (𝑥)𝛥 𝜙(𝑥 + 𝑦) d𝑥 d𝑦 =
∫︁
R𝑛

𝑣𝑘(𝑦)𝜙(𝑦) d𝑦 = ⟨𝑣𝑘, 𝜙⟩ .

Thus, it holds
𝛥 𝑝𝑘 = 𝑣𝑘 in 𝐷′(R𝑛) (5.10)

and furthermore, 𝑣𝑘 → 𝑣 in 𝐷′(R𝑛) as 𝑘 → ∞. Also, since supp ℎ𝑘
𝑖𝑗 ⊂ 𝑂 for 𝑂 ⊂ R𝑛 open,

bounded and big enough, we may write

𝑝𝑘(𝑥) =
∫︁
R𝑛

𝛤 (𝑥 − 𝑦)
∑︁
𝑖,𝑗

𝜕𝑖𝜕𝑗ℎ𝑘
𝑖𝑗(𝑦) d𝑦 =

∑︁
𝑖,𝑗

∫︁
𝑂

𝛤 (𝑥 − 𝑦)𝜕𝑖𝜕𝑗(ℎ𝑘
𝑖𝑗(𝑦)) d𝑦

=
∑︁
𝑖,𝑗

∫︁
𝑂

𝛤 (𝑥 − 𝑦)𝜕𝑖𝜕𝑗(ℎ𝑘
𝑖𝑗(𝑦) − ℎ𝑘

𝑖𝑗(𝑥)) d𝑦

=
∑︁
𝑖,𝑗

∫︁
𝑂

𝜕𝑖𝜕𝑗𝛤 (𝑥 − 𝑦)(ℎ𝑘
𝑖𝑗(𝑦) − ℎ𝑘

𝑖𝑗(𝑥)) d𝑦 . (5.11)

In the following we leave the summation sign out for convenience. The last formula (5.11) is
bounded since the integrand is estimated by

|𝜕𝑖𝜕𝑗𝛤 (𝑥 − 𝑦)(ℎ𝑘
𝑖𝑗(𝑦) − ℎ𝑘

𝑖𝑗(𝑥))| ≤ 𝐶
[︁
ℎ𝑘

𝑖𝑗

]︁
𝛼

1
‖𝑥 − 𝑦‖𝑛 ‖𝑥 − 𝑦‖𝛼 = 𝐶 ′ 1

‖𝑥 − 𝑦‖𝑛−𝛼

and the right hand side is a member of 𝐿1(𝑂), where 𝐶, 𝐶 ′ > 0 are constants.
We set

𝑞𝑘(𝑥) := 𝑝𝑘(𝑥) − 𝑝𝑘(0) , ∀𝑥 ∈ R𝑛

and get as a consequence
𝛥 𝑞𝑘 = 𝛥 𝑝𝑘 . (5.12)

We are going to show the following estimate for 𝑥1, 𝑥2 ∈ R𝑛 arbitrary:

|𝑞𝑘(𝑥1) − 𝑞𝑘(𝑥2)| ≤ 𝑀 ‖ℎ𝑖𝑗‖𝛼 inf{log(2 + ‖𝑥1 − 𝑥2‖), ‖𝑥1 − 𝑥2‖𝛼)},

with a constant 𝑀 > 0 independent of 𝑘 ∈ N.
To prove the Hölder-continuity of 𝑞𝑘 we will directly estimate the necessary bounds. We state an
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5.1. Representation of the pressure-gradient

important fact for our subsequent approach. Let 0 < 𝑅1 < 𝑅2. Then there holds∫︁
𝐵𝑅2 ∖𝐵𝑅1

𝜕𝑖𝜕𝑗𝛤 (𝑦) d𝑦 =
∫︁

𝐵𝑅2 ∖𝐵𝑅1

𝜕𝑖
𝑦𝑗

‖𝑦‖
d𝑦

=
∫︁

𝜕𝐵𝑅2

𝑦𝑗

‖𝑦‖𝑛
𝑦𝑖

‖𝑦‖
d𝑦 −

∫︁
𝜕𝐵𝑅1

𝑦𝑗

‖𝑦‖𝑛
𝑦𝑖

‖𝑦‖
d𝑦

=
∫︁

𝑆𝑛−1

𝑅2𝑦𝑗

𝑅𝑛
2

𝑅2𝑦𝑖

𝑅2
𝑅𝑛−1

2 d𝑦 −
∫︁

𝑆𝑛−1

𝑅1𝑦𝑗

𝑅𝑛
1

𝑅1𝑦𝑖

𝑅1
𝑅𝑛−1

1 d𝑦

= 0 . (5.13)

The following calculations are independent of 𝑖, 𝑗 ∈ {1, . . . , 𝑛} and 𝑘 ∈ N, so that we can make a
few abbreviations.
We set

𝐾1 := 𝜕𝑖𝜕𝑗𝛤 (𝑥1 − 𝑦)
𝐾2 := 𝜕𝑖𝜕𝑗𝛤 (𝑥2 − 𝑦)
ℎ1 := ℎ𝑘

𝑖𝑗(𝑥1)
ℎ2 := ℎ𝑘

𝑖𝑗(𝑥2)
ℎ := ℎ𝑘

𝑖𝑗(𝑦) .

There holds because of (5.7)

|ℎ1 − ℎ2| ≤ 𝐶 [ℎ𝑖𝑗 ]𝛼 ‖𝑥1 − 𝑥2‖𝛼 ≤ 𝐶 ‖ℎ𝑖𝑗‖𝛼 ‖𝑥1 − 𝑥2‖𝛼

for 𝛼 ∈ (0, 1), 𝐶, 𝐶 > 0. Fix 𝑥1, 𝑥2 ∈ R𝑛 and set

𝜌 := 2 ‖𝑥1 − 𝑥2‖ .

Choose 𝑅 > 0 large enough such that supp ℎ𝑘
𝑖𝑗 ⊂ 𝐵𝑅(𝑥1). Then with the definition of 𝑞𝑘

and (5.11) one obtains

𝑞𝑘(𝑥1) − 𝑞𝑘(𝑥2)

=
∫︁

𝐵𝑅(𝑥1)

𝐾1[ℎ − ℎ1] − 𝐾2[ℎ − ℎ2] d𝑦

=
∫︁

𝐵𝜌(𝑥1)

𝐾1[ℎ − ℎ1] − 𝐾2[ℎ − ℎ2] d𝑦 +
∫︁

𝐵𝑅(𝑥1)∖𝐵𝜌(𝑥1)

𝐾1[ℎ − ℎ1] − 𝐾2[ℎ − ℎ2] ± 𝐾1 ℎ1 d𝑦

=
∫︁

𝐵𝜌(𝑥1)

𝐾1[ℎ − ℎ1] − 𝐾2[ℎ − ℎ2] d𝑦 +
∫︁

𝐵𝑅(𝑥1)∖𝐵𝜌(𝑥1)

𝐾1[ℎ1 − ℎ2] + [𝐾1 − 𝐾2][ℎ1 − ℎ2] d𝑦
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≤
∫︁

𝐵𝜌(𝑥1)

𝐾1[ℎ − ℎ1] d𝑦 +
∫︁

𝐵𝜌(𝑥1)

𝐾2[ℎ − ℎ2] d𝑦

+
∫︁

𝐵𝑅(𝑥1)∖𝐵𝜌(𝑥1)

𝐾1[ℎ1 − ℎ2] d𝑦 +
∫︁

𝐵𝑅(𝑥1)∖𝐵𝜌(𝑥1)

[𝐾1 − 𝐾2][ℎ1 − ℎ2] d𝑦 .

The third integral vanishes because ℎ1 and ℎ2 do not depend on 𝑦 and (5.13) holds.
In light of this fact, it holds that

|𝑞𝑘(𝑥1) − 𝑞𝑘(𝑥2)| ≤
∫︁

𝐵𝜌(𝑥1)

|𝐾1||ℎ − ℎ1| d𝑦

⏟  ⏞  
=:𝐼1

+
∫︁

𝐵𝜌(𝑥1)

|𝐾2||ℎ − ℎ2| d𝑦

⏟  ⏞  
=:𝐼2

+
∫︁

𝐵𝑅(𝑥1)∖𝐵𝜌(𝑥1)

|𝐾1 − 𝐾2||ℎ1 − ℎ2| d𝑦

⏟  ⏞  
=:𝐼3

= 𝐼1 + 𝐼2 + 𝐼3 .

We are going to show the Hölder property for each term separately, where 𝐶𝑖, 𝐶𝑖, 𝐶𝑖 will denote
positive constants for 𝑖 = 1, . . . , 6 .
For the first integral there holds

𝐼1 =
∫︁

𝐵𝜌(𝑥1)

|𝐾1||ℎ − ℎ1| d𝑦 ≤ 𝐶1 [ℎ𝑖𝑗 ]𝛼
∫︁

𝐵𝜌(𝑥1)

‖𝑦 − 𝑥1‖−𝑛 ‖𝑦 − 𝑥1‖𝛼 d𝑦

= 𝐶1 [ℎ𝑖𝑗 ]𝛼

𝜌∫︁
0

∫︁
𝑆𝑛−1

‖(𝑥1 + 𝜆𝜔) − 𝑥1‖−𝑛+𝛼 𝜆𝑛−1 d𝜎(𝜔) d𝜆

= 𝐶1 [ℎ𝑖𝑗 ]𝛼

𝜌∫︁
0

∫︁
𝑆𝑛−1

‖𝜔‖−𝑛+𝛼 𝜆−𝑛+𝛼𝜆𝑛−1 d𝜎(𝜔) d𝜆

= 𝐶2 [ℎ𝑖𝑗 ]𝛼

𝜌∫︁
0

𝜆𝛼−1 d𝜆 = 𝐶3 [ℎ𝑖𝑗 ]𝛼 𝜌𝛼 ≤ 𝐶4 ‖ℎ𝑖𝑗‖𝛼 ‖𝑥1 − 𝑥2‖𝛼

and for the second integral

𝐼2 =
∫︁

𝐵𝜌(𝑥1)

|𝐾2||ℎ − ℎ2| d𝑦 ≤ 𝐶1 [ℎ𝑖𝑗 ]𝛼
∫︁

𝐵𝜌(𝑥1)

‖𝑦 − 𝑥2‖−𝑛+𝛼 d𝑦

≤ 𝐶1 [ℎ𝑖𝑗 ]𝛼
∫︁

𝐵 3𝜌
2

(𝑥2)

‖𝑦 − 𝑥2‖−𝑛+𝛼 d𝑦
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= 𝐶2 [ℎ𝑖𝑗 ]𝛼

3𝜌
2∫︁

0

𝜆𝛼−1 d𝜆 ≤ 𝐶3 [ℎ𝑖𝑗 ]𝛼 𝜌𝛼 ≤ 𝐶3 ‖ℎ𝑖𝑗‖𝛼 ‖𝑥1 − 𝑥2‖𝛼 .

The third integral is estimated by

𝐼3 =
∫︁

𝐵𝑅(𝑥1)∖𝐵𝜌(𝑥1)

|𝐾1 − 𝐾2||ℎ − ℎ2| d𝑦

≤ [ℎ𝑖𝑗 ]𝛼
∫︁

𝐵𝑅(𝑥1)∖𝐵𝜌(𝑥1)

‖(∇𝜕𝑖𝜕𝑗𝛤 )(𝑥3 − 𝑦)‖ ‖𝑥1 − 𝑥2‖ ‖𝑦 − 𝑥2‖𝛼 d𝑦,

here 𝑥3 = 𝑥1 + 𝜃(𝑥2 − 𝑥1), with 𝜃 ∈ (0, 1)

≤ 𝐶1 [ℎ𝑖𝑗 ]𝛼 ‖𝑥1 − 𝑥2‖
∫︁

𝐵𝑅(𝑥1)∖𝐵𝜌(𝑥1)

‖𝑦 − 𝑥2‖𝛼

‖𝑦 − 𝑥3‖𝑛+1 d𝑦,

now since ‖𝑦 − 𝑥2‖ ≤ 2 ‖𝑦 − 𝑥1‖ and ‖𝑦 − 𝑥3‖ ≥ 1/2 ‖𝑦 − 𝑥1‖

≤ 𝐶2 [ℎ𝑖𝑗 ]𝛼 ‖𝑥1 − 𝑥2‖
∫︁

𝐵𝑅(𝑥1)∖𝐵𝜌(𝑥1)

‖𝑦 − 𝑥1‖𝛼

‖𝑦 − 𝑥1‖𝑛+1 d𝑦

≤ 𝐶2 [ℎ𝑖𝑗 ]𝛼 ‖𝑥1 − 𝑥2‖
+∞∫︁
𝜌

∫︁
𝑆𝑛−1

‖𝜆𝜔‖−𝑛−1+𝛼 𝜆𝑛−1 d𝜎(𝜔) d𝜆

= 𝐶3 [ℎ𝑖𝑗 ]𝛼 ‖𝑥1 − 𝑥2‖
+∞∫︁
𝜌

𝜆−2+𝛼 d𝜆 = 𝐶4 [ℎ𝑖𝑗 ]𝛼 ‖𝑥1 − 𝑥2‖ 𝜌−1+𝛼

= 𝐶5 [ℎ𝑖𝑗 ]𝛼 𝜌𝛼 ≤ 𝐶6 ‖ℎ𝑖𝑗‖𝛼 ‖𝑥1 − 𝑥2‖𝛼 .

We thereby deduce

|𝑞𝑘(𝑥1) − 𝑞𝑘(𝑥2)| ≤ 𝐶 ‖ℎ𝑖𝑗‖𝛼 ‖𝑥1 − 𝑥2‖𝛼 (5.14)

with a positive constant 𝐶.
A logarithmic growth of 𝑞𝑘 at infinity is yet to show. Assume for simplicity 𝑥1 = 0 (the
general case is treated equally) and ‖𝑥2‖ > 1 (‖𝑥1 − 𝑥2‖ > 1 in the general case), which implies
𝐵𝑅(𝑥1) = 𝐵𝑅(0) = 𝐵𝑅, 𝐾1 = 𝜕𝑖𝜕𝑗𝛤 (𝑦), ℎ1 = ℎ(0) and 𝜌 = 2 ‖𝑥2‖.

29



5.1. Representation of the pressure-gradient

We may write for the first integral

𝐼1 =
∫︁

𝐵𝜌

|𝐾1||ℎ − ℎ1| d𝑦

=
∫︁

𝐵1

|𝐾1||ℎ − ℎ1| d𝑦 +
∫︁

𝐵𝜌∖𝐵1

|𝐾1||ℎ − ℎ1| d𝑦

≤ 𝐶1 [ℎ𝑖𝑗 ]𝛼
∫︁

𝐵1

‖𝑦‖−𝑛+𝛼 d𝑦 + 𝐶2 ‖ℎ𝑖𝑗‖∞

∫︁
𝐵𝜌∖𝐵1

‖𝑦‖−𝑛 d𝑦

= 𝐶1 [ℎ𝑖𝑗 ]𝛼

1∫︁
0

∫︁
𝑆𝑛−1

𝜆𝑛−1

‖𝜆𝜔‖𝑛−𝛼 d𝜎(𝜔) d𝜆 + 𝐶2 ‖ℎ𝑖𝑗‖∞

𝜌∫︁
1

∫︁
𝑆𝑛−1

𝜆𝑛−1

‖𝜆𝜔‖𝑛 d𝜎(𝜔) d𝜆

= 𝐶3 [ℎ𝑖𝑗 ]𝛼

1∫︁
0

𝜆𝛼−1 d𝜆 + 𝐶4 ‖ℎ𝑖𝑗‖∞

𝜌∫︁
1

𝜆−1 d𝜆

≤ 𝐶5 ‖ℎ𝑖𝑗‖𝛼 (1 + log(𝜌)) ≤ 𝐶6 ‖ℎ𝑖𝑗‖𝛼 log(2 + ‖𝑥2‖)

and for the second integral

𝐼2 =
∫︁

𝐵𝜌

|𝐾2||ℎ − ℎ2| d𝑦 ≤
∫︁

𝐵 3𝜌
2

(𝑥2)

|𝐾2||ℎ − ℎ2| d𝑦

=
∫︁

𝐵1(𝑥2)

|𝐾2||ℎ − ℎ2| d𝑦 +
∫︁

𝐵 3𝜌
2

(𝑥2)∖𝐵1(𝑥2)

|𝐾2||ℎ − ℎ2| d𝑦

≤ 𝐶1 [ℎ𝑖𝑗 ]𝛼
∫︁

𝐵1(𝑥2)

‖𝑦 − 𝑥2‖−𝑛+𝛼 d𝑦 + 𝐶2 ‖ℎ𝑖𝑗‖∞

∫︁
𝐵 3𝜌

2
(𝑥2)∖𝐵1(𝑥2)

‖𝑦 − 𝑥2‖−𝑛 d𝑦

= 𝐶1 [ℎ𝑖𝑗 ]𝛼

1∫︁
0

∫︁
𝑆𝑛−1

𝜆𝑛−1

‖(𝑥2 + 𝜆𝜔) − 𝑥2‖+𝑛−𝛼 d𝜎(𝜔) d𝜆

+ 𝐶2 ‖ℎ𝑖𝑗‖∞

3𝜌
2∫︁

1

∫︁
𝑆𝑛−1

𝜆𝑛−1

‖(𝑥2 + 𝜆𝜔) − 𝑥2‖𝑛 d𝜎(𝜔) d𝜆

= 𝐶3 [ℎ𝑖𝑗 ]𝛼

1∫︁
0

𝜆𝛼−1 d𝜆 + 𝐶4 ‖ℎ𝑖𝑗‖∞

3𝜌
2∫︁

1

𝜆−1 d𝜆

≤ 𝐶5 ‖ℎ𝑖𝑗‖𝛼 (1 + log(𝜌)) ≤ 𝐶6 ‖ℎ𝑖𝑗‖𝛼 log(2 + ‖𝑥2‖) .
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For the third integral one has

𝐼3 =
∫︁

𝐵𝑅∖𝐵𝜌

|𝐾1 − 𝐾2||ℎ − ℎ2| d𝑦

≤ 2 ‖ℎ𝑖𝑗‖∞

∫︁
𝐵𝑅∖𝐵𝜌

‖(∇𝜕𝑖𝜕𝑗𝛤 )(𝑥3 − 𝑦)]‖ ‖𝑥2‖ d𝑦 , ( 𝑥3 = 𝜃𝑥2, 𝜃 ∈ (0, 1))

≤ 𝐶1 ‖ℎ𝑖𝑗‖∞ ‖𝑥2‖
∫︁

𝐵𝑅∖𝐵𝜌

1
‖𝑦 − 𝑥3‖𝑛+1 d𝑦 , (‖𝑦 − 𝑥3‖ ≥ 1/2 ‖𝑦‖)

≤ 𝐶2 ‖ℎ𝑖𝑗‖∞ ‖𝑥2‖
∫︁

𝐵𝑅∖𝐵𝜌

1
‖𝑦‖𝑛+1 d𝑦

≤ 𝐶3 ‖ℎ𝑖𝑗‖∞ ‖𝑥2‖
+∞∫︁
𝜌

𝜆−2 d𝜆

= 𝐶5 ‖ℎ𝑖𝑗‖∞ ≤ 𝐶5 ‖ℎ𝑖𝑗‖𝛼 log(2 + ‖𝑥2‖) .

Altogether one obtains uniformly in 𝑘 ∈ N:

|𝑞𝑘(𝑥1) − 𝑞𝑘(𝑥2)| ≤ 𝑀 ‖ℎ𝑖𝑗‖𝛼 ‖𝑥1 − 𝑥2‖𝛼 , (5.15)

as well as, since 𝑞𝑘(0) = 𝑝𝑘(0) − 𝑝𝑘(0) = 0,

|𝑞𝑘(𝑥)| ≤ 𝑀 ′ ‖ℎ𝑖𝑗‖𝛼 log(2 + ‖𝑥‖) (5.16)

for any 𝑥 ∈ R𝑛 with positive constants 𝑀 and 𝑀 ′. In the following we will extract a subsequence
of (𝑞𝑘) which converges uniformly on any compact subset of R𝑛. Let 𝐴 be a compact subset of
R𝑛. One has uniformly in 𝑘 ∈ N:

sup
𝑥∈𝐴

|𝑞𝑘(𝑥)| ≤ sup
𝑥∈𝐴

𝑀 ′ ‖ℎ𝑖𝑗‖𝛼 log(2 + ‖𝑥‖) < +∞ .

Also, (𝑞𝑘) is equicontinuous since for any 𝜀 > 0 and any 𝑘 ∈ N one can choose in sight of (5.14)
𝛿 = (𝐶 ‖ℎ𝑖𝑗‖𝛼)−1/𝛼𝜀

1/𝛼, which yields

|𝑞𝑘(𝑥) − 𝑞𝑘(𝑥′)| ≤ 𝐶 ‖ℎ𝑖𝑗‖𝛼 𝛿𝛼 = 𝜀 , ∀
⃦⃦
𝑥 − 𝑥′⃦⃦ ≤ 𝛿 .

Hence, (𝑞𝑘) is a uniformly bounded and equicontinuous sequence in 𝐶(𝐴;R). The theorem of
Arzelà-Ascoli ensures the existence of a subsequence (𝑞𝑘𝑙

) which converges uniformly in 𝐶(𝐴;R),
i.e.

𝑞𝑘𝑙
→ 𝑞𝐴 ∈ 𝐶(𝐴;R) as 𝑙 → ∞ .

If 𝐴′ is any other compact subset of R𝑛 with 𝐴 ⊂ 𝐴′, then (𝑞𝑘𝑙
) enjoys the same properties on 𝐴′

as the sequence (𝑞𝑘). Thus, there exists a subsequence (𝑞𝑘′
𝑙
) ⊆ (𝑞𝑘𝑙

) and a function 𝑞𝐴′ ∈ 𝐶(𝐴′;R)
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such that
𝑞𝑘′

𝑙
→ 𝑞𝐴′ ∈ 𝐶(𝐴′;R) as 𝑙 → ∞

and
𝑞𝐴′(𝑥) = 𝑞𝐴(𝑥) , ∀𝑥 ∈ 𝐴 .

Hence, for any sequence of compact subsets (𝐴𝑗) with 𝐴𝑗 ⊂ R𝑛 and 𝐴𝑗 ⊆ 𝐴𝑗+1 one may
inductively choose subsequences (𝑞𝑘𝑗,𝑙

)𝑙 which converge in 𝐶(𝐴𝑗 ;R) to 𝑞𝐴𝑗 such that 𝑞𝐴𝑗+1 = 𝑞𝐴𝑗

on 𝐴𝑗 . As a consequence, we may correctly define a continuous function 𝑝 on R𝑛 in the following
way. For 𝑥 ∈ R𝑛 choose any compact subset 𝐴 ⊂ R𝑛 with 𝑥 ∈ 𝐴 and define

𝑝(𝑥) := 𝑞𝐴(𝑥),

where 𝑞𝐴 is the limit of the subsequence of (𝑞𝑘) which converges on 𝐴.
This function satisfies

|𝑝(𝑥1) − 𝑝(𝑥2)| ≤ 𝑀 ‖ℎ𝑖𝑗‖𝛼 ‖𝑥1 − 𝑥2‖𝛼

as well as

|𝑝(𝑥)| ≤ 𝑀 ′ ‖ℎ𝑖𝑗‖𝛼 log(2 + ‖𝑥‖)

because of the uniform bounds in (5.15) and (5.16). For 𝜙 ∈ 𝐶∞
0 (R𝑛) let 𝐴 = supp 𝜙 and (𝑞𝑘𝑖

)
the convergent subsequence of (𝑞𝑘) with the limit function 𝑞𝐴. Then one obtains⟨︀

𝛥 𝑞𝑘𝑖
, 𝜙
⟩︀

=
⟨︀
𝑞𝑘𝑖

, 𝛥 𝜙
⟩︀

→
⟨︀
𝑞𝐴, 𝛥 𝜙

⟩︀
=
⟨︀
𝑝, 𝛥 𝜙

⟩︀
as 𝑖 → ∞ .

Also, our preceding considerations in (5.10) and (5.12) yield⟨︀
𝛥 𝑞𝑘𝑖

, 𝜙
⟩︀

=
⟨︀
𝛥 𝑝𝑘𝑖

, 𝜙
⟩︀

=
⟨︀
𝑣𝑘𝑖

, 𝜙
⟩︀

→
⟨︀
𝑣, 𝜙

⟩︀
, as 𝑖 → ∞ .

This implies
𝛥 𝑝 = 𝑣 in 𝐷′(𝑅𝑛) .

Uniqueness. One verifies readily that the constructed solution 𝑝 is a member of 𝑁 because of the
fulfilled estimates. Suppose there exists another solution 𝑝 of (5.6) in 𝑁 . Then,

𝛥 (𝑝 − 𝑝) = 0 in 𝐷′(R𝑛) , lim
‖𝑥‖→∞

(𝑝 − 𝑝)(𝑥)
‖𝑥‖

= 0 and (𝑝 − 𝑝)(0) = 0 .

Hence, 𝑝 − 𝑝 is weakly harmonic and continuous in R𝑛. Weyl’s lemma (see Theorem A.4) implies
that there exists a harmonic function 𝛷 ∈ 𝐶∞(R𝑛) with 𝛷 = 𝑝 − 𝑝 almost everywhere, therefore
𝑝 − 𝑝 is harmonic in R𝑛 because of its continuity. Liouville’s theorem for harmonic functions
(see Theorem A.5) yields that 𝑝 − 𝑝 is a constant function. Then, 𝑝 − 𝑝 must be identically 0 and
subsequently there holds 𝑝 = 𝑝.

32



5.1. Representation of the pressure-gradient

We continue directly with the proof of the lemma.

Proof of Lemma 5.2. Choose 𝑝𝑘 as in the previous proof, i.e. for 𝑘 ∈ N

𝑝𝑘 = 𝛤 * 𝑣𝑘 and 𝑣𝑘 =
𝑛∑︁

𝑖,𝑗=1
𝜕𝑖𝜕𝑗ℎ𝑘

𝑖𝑗(𝑥),

whereas ℎ𝑘
𝑖𝑗 = 𝜈𝑘 · ℎ𝑖𝑗 . The 𝜈𝑘 ∈ 𝐶∞

0 (R𝑛) ensure that ℎ𝑘
𝑖𝑗 , 𝑣𝑘 ∈ 𝐿1(R𝑛) ∩ 𝐿∞(R𝑛) (for all

𝑖, 𝑗 = 1, . . . , 𝑛 , 𝑘 ∈ N) with ⃦⃦⃦
ℎ𝑘

𝑖𝑗

⃦⃦⃦
∞

≤ 𝑐 ‖ℎ𝑖𝑗‖∞ and ‖𝑣𝑘‖∞ ≤ 𝑐

for some 𝑐, 𝑐 > 0. And further that

ℎ𝑘
𝑖𝑗 → ℎ𝑖𝑗 and 𝑣𝑘 → 𝑣 in 𝐿∞(R𝑛) as 𝑘 → ∞ .

Fix 𝑘 ∈ N. As in (5.9) the gradient of 𝑝𝑘 takes the form

∇𝑝𝑘(𝑥) =
∫︁
R𝑛

∇𝛤 (𝑥 − 𝑦)𝑣𝑘(𝑦) d𝑦

in accordance with Lemma 5.1. In fact, we had 𝑞𝑘(𝑥) := 𝑝𝑘(𝑥) + 𝑝𝑘(0) which yields ∇𝑞𝑘 = ∇𝑝𝑘

and we may directly argue for the sequence (∇𝑝𝑘). We claim that (∇𝑝𝑘) converges locally
uniformly. Let 𝑎 be the function from Definition 5.1 with 𝑎(0) = 1 and 𝐷𝜇𝑎 (0) = 0 for any
𝜇 ∈ N𝑛

0 , |𝜇| ≥ 1. One may write

∇𝑝𝑘 = ∇𝛤 * 𝑣𝑘 = ∇(𝑎𝛤 + (1 − 𝑎)𝛤 ) * 𝑣𝑘 = ∇(𝑎𝛤 ) * 𝑣𝑘 + ∇((1 − 𝑎)𝛤 ) * 𝑣𝑘

Consider the second term of this expression in 𝐷′(R𝑛). We get for any 𝜙 ∈ 𝐶∞
0 (R𝑛)

⟨∇((1 − 𝑎)𝛤 ) * 𝑣𝑘, 𝜙⟩ =
∫︁
R𝑛

∫︁
R𝑛

∇((1 − 𝑎)𝛤 )(𝑦) 𝑣𝑘(𝑥 − 𝑦) d𝑦 𝜙(𝑥) d𝑥

=
∑︁
𝑖,𝑗

∫︁
R𝑛

∇((1 − 𝑎)𝛤 )(𝑦)
∫︁
R𝑛

𝜕𝑖𝜕𝑗ℎ𝑘
𝑖𝑗(𝑥 − 𝑦)𝜙(𝑥) d𝑥 d𝑦

=
∑︁
𝑖,𝑗

∫︁
R𝑛

∫︁
R𝑛

∇((1 − 𝑎)𝛤 )(𝑥 − 𝑦) ℎ𝑘
𝑖𝑗(𝑦) d𝑦 𝜕𝑖𝜕𝑗𝜙(𝑥) d𝑥

=
∑︁
𝑖,𝑗

∫︁
R𝑛

ℎ𝑘
𝑖𝑗(𝑦)

∫︁
R𝑛

𝜕𝑖𝜕𝑗∇((1 − 𝑎)𝛤 )(𝑥 − 𝑦) 𝜙(𝑥) d𝑥 d𝑦

=
⟨∑︁

𝑖,𝑗

(︁
𝜕𝑖𝜕𝑗∇((1 − 𝑎)𝛤 ) * ℎ𝑘

𝑖𝑗

)︁
, 𝜙
⟩

.

Note that the preceding calculations hold since, for any 𝜇 ∈ N𝑛
0 , |𝜇| ≥ 1, the derivative
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𝐷𝜇((1 − 𝑎)𝛤 ) stays bounded because of the properties of the function 𝑎. Thus, there holds

∇𝑝𝑘 = ∇(𝑎𝛤 ) * 𝑣𝑘 +
∑︁
𝑖,𝑗

(︁
𝜕𝑖𝜕𝑗∇((1 − 𝑎)𝛤 ) * ℎ𝑘

𝑖𝑗

)︁
in 𝐷′(R𝑛). In order to proceed we need to show that ∇(𝑎𝛤 ) and 𝐷𝛼∇((1 − 𝑎)𝛤 ), |𝛼| = 2, belong
to 𝐿1(R𝑛)𝑛. Fix 𝑖, 𝑗, 𝑙 ∈ {1, . . . , 𝑛} and 𝑟 > 0 arbitrarily, then by the properties of the function 𝑎
there holds

‖𝜕𝑖(𝑎𝛤 ) (𝑥)‖ ≤ ‖(𝜕𝑖𝑎)𝛤 (𝑥)‖ + ‖𝑎(𝜕𝑖𝛤 ) (𝑥)‖

≤ 1R𝑛∖𝐵𝑟
𝐶1

1
‖𝑥‖𝑛+1 + 1𝐵𝑟 𝐶2

1
‖𝑥‖𝑛−1 , 𝐶1, 𝐶2 > 0,

which is a member of 𝐿1(R𝑛). The function 1𝐵𝑟 is identically zero outside of 𝐵𝑟 and 1𝐵𝑟 (𝑥) = 1
for 𝑥 ∈ 𝐵𝑟, it is also called the characteristic function on 𝐵𝑟. Furthermore, it holds that

‖𝐷𝑖𝑗𝑙((1 − 𝑎)𝛤 ) (𝑥)‖ ≤
∑︁

|𝜇+�̃�|=3

⃦⃦
𝐷𝜇(1 − 𝑎)𝐷�̃�𝛤 (𝑥)

⃦⃦
.

Two cases arise for 𝜇 ∈ N𝑛
0 , |𝜇| ≤ 3. In the first case |𝜇| ≥ 1 and in the second case |𝜇| = 0. For

|𝜇| ≥ 1 there holds⃦⃦
𝐷𝜇(1 − 𝑎)𝐷�̃�𝛤 (𝑥)

⃦⃦
=
⃦⃦
𝐷𝜇𝑎 𝐷�̃�𝛤 (𝑥)

⃦⃦
≤ 1R𝑛∖𝐵𝑟

𝐶1
1

‖𝑥‖𝑛+1 + 1𝐵𝑟 𝐶2
1

‖𝑥‖𝑛−1 ,

with 𝐶1, 𝐶2 > 0, which belongs to 𝐿1(R𝑛). For |𝜇| = 0 it holds that⃦⃦
(1 − 𝑎)𝐷�̃�𝛤 (𝑥)

⃦⃦
≤ 1R𝑛∖𝐵𝑟

𝐶1
1

‖𝑥‖𝑛+1 + 1𝐵𝑟 𝐶2, 𝐶1, 𝐶2 > 0,

which also belongs to 𝐿1(R𝑛). Subsequently, we showed that

∇(𝑎𝛤 ), 𝐷𝛼∇((1 − 𝑎)𝛤 ) ∈ 𝐿1(R𝑛)𝑛 with |𝛼| = 2 .

In light of this fact we get in using Young’s inequality (see Theorem A.9)

‖∇𝑝𝑘‖∞ ≤ ‖∇(𝑎𝛤 ) * 𝑣𝑘‖∞ +
∑︁
𝑖,𝑗

⃦⃦⃦(︁
𝜕𝑖𝜕𝑗∇((1 − 𝑎)𝛤 ) * ℎ𝑘

𝑖𝑗

)︁⃦⃦⃦
∞

≤ ‖∇(𝑎𝛤 )‖1 ‖𝑣𝑘‖∞ +
∑︁
𝑖,𝑗

‖(𝜕𝑖𝜕𝑗∇((1 − 𝑎)𝛤 ))‖1

⃦⃦⃦
ℎ𝑘

𝑖𝑗

⃦⃦⃦
∞

≤ 𝑐 + 𝑐
∑︁
𝑖,𝑗

‖ℎ𝑖𝑗‖∞ =: 𝐶 < +∞
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with 𝑐, 𝑐 > 0 and 𝑐 = 𝑐
(︀
‖ℎ𝑖𝑗‖𝑊 1,∞ , ‖𝑣‖∞

)︀
. Hence, there exists 𝐶 > 0 such that

‖∇𝑝𝑘‖∞ ≤ 𝐶 for all 𝑘 ∈ N .

We are going to examine the behavior for 𝑘 → ∞. One observes, that the integrands of ∇𝑝𝑘

which are

∇(𝑎𝛤 )(𝑥 − 𝑦)𝑣𝑘(𝑦) and 𝜕𝑖𝜕𝑗∇((1 − 𝑎)𝛤 )(𝑥 − 𝑦)ℎ𝑘
𝑖𝑗(𝑦)

tend to

∇(𝑎𝛤 )(𝑥 − 𝑦)𝑣(𝑦) and 𝜕𝑖𝜕𝑗∇((1 − 𝑎)𝛤 )(𝑥 − 𝑦)ℎ𝑖𝑗(𝑦)

respectively as 𝑘 → ∞.
The preceding inspections admit the application of Lebesgue’s theorem of dominated convergence
and we get

lim
𝑘→∞

∇𝑝𝑘(𝑥) =
∫︁
R𝑛

∇(𝑎𝛤 )(𝑥 − 𝑦)𝑣(𝑦) d𝑦 +
∑︁
𝑖,𝑗

∫︁
R𝑛

𝜕𝑖𝜕𝑗∇((1 − 𝑎)𝛤 )(𝑥 − 𝑦)ℎ𝑖𝑗(𝑦) d𝑦

=: 𝑔(𝑥)

which belongs to 𝐶𝑏(R𝑛)𝑛 as a consequence of Theorem 4.3 (the bound is the same as for
‖∇𝑝𝑘‖∞). The gradients of any subsequence (𝑝𝑘𝑙

) ⊆ (𝑝𝑘) converge to 𝑔 in 𝐷′(R𝑛) which, by
the definition of 𝑞𝑘, also holds for any subsequence (𝑞𝑘𝑙

) ⊆ (𝑞𝑘). Hence, the construction of our
solution implies

∇𝑝 = 𝑔 .

Remark. In fact, for our proceeding inspections we will only need the representation of the
pressure gradient as stated in the last lemma. A necessary condition for a solution (𝑢, 𝑝) to
the 𝑛-dimensional Euler equation is that 𝑢 = (𝑢1, . . . , 𝑢𝑛) and 𝑝 satisfy −𝛥 𝑝 = 𝑣 in 𝐷′(R𝑛)
with 𝑣 = Tr (J𝑢)2 =

∑︀
𝑖,𝑗 𝜕 𝑖𝜕 𝑗(𝑢𝑖𝑢𝑗). The in Theorem 5.1 obtained uniqueness of 𝑝 assures

that the right hand side of the Euler equation takes the in Lemma 5.2 stated form for 𝑢( . , 𝑡) ∈
𝑊 1,∞(R𝑛;R𝑛) with div 𝑢 = 0. More precisely, for ℎ𝑖𝑗 = 𝑢𝑖𝑢𝑗 , 𝑖, 𝑗 ∈ {1, . . . , 𝑛}, as in (5.3) and in
sight of Lemma 5.2 under consideration of Theorem 5.1, a solution 𝑢 of the incompressible Euler
equations in 𝐿∞

𝑙𝑜𝑐([0, 𝑇 ), 𝑊 1,∞(R𝑛,R𝑛), 𝑇 > 0, satisfies

𝜕𝑡𝑢 + (𝑢 · ∇)𝑢 = ∇(𝑎𝛤 ) * 𝑣 +
∑︁

𝑖,𝑗
(𝜕𝑖𝜕𝑗∇((1 − 𝑎)𝛤 ) * ℎ𝑖𝑗)

div 𝑢 = 0 .
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5.2. The PDE for the characteristic curves

5.2. The PDE for the characteristic curves
The solution 𝑢 verifies for any 𝑥 ∈ R𝑛: 𝑢(𝑥, . ) ∈ 𝐿∞

𝑙𝑜𝑐([0, 𝑇 )), which yields for any 𝑇 * < 𝑇 that
𝑢(𝑥, . ) ∈ 𝑊 1,∞([0, 𝑇 *]) since it solves the Euler equations. Thus, 𝑢 is continuous in time and we
may therefore assume 𝑢 ∈ 𝐶𝑏([0, 𝑇 ); 𝐶𝑚,𝛼(R𝑛;R𝑛)) (with 𝑇 possibly smaller). The solution to
(U), denoted by 𝑋, is such that 𝑋 − 𝐼𝑑 ∈ 𝐶1([0, 𝑇 ), 𝐶𝑚,𝛼(R𝑛;R𝑛)), 𝐼𝑑(𝑡) = 𝐼𝑑 and is unique in
𝐶1([0, 𝑇 ); 𝐹1), where

𝐹1 :=
{︀

𝑓 ∈ L∞ (︀(1 + ‖𝑥‖)−1,R𝑛;R𝑛
)︀

| J𝑓 ∈ 𝐶 𝑚−1,𝛼(R𝑛;R𝑛×𝑛)
}︀

.

We will see that 𝑋 is even 𝐶2 in time. A differentiation of the characteristic equation yields

J𝑋𝑡(𝑥, 𝑡) = J𝑢(𝑋(𝑥, 𝑡), 𝑡)J𝑋(𝑥, 𝑡) with J𝑋( . , 0) = 𝐼𝑛 . (5.17)

It has the solution

J𝑋(𝑥, 𝑡) = exp
∫︁ 𝑡

0
J𝑢(𝑋(𝑥, 𝑠), 𝑠) d𝑠

which is invertible and bounded for any 𝑡 ∈ [0, 𝑇 ). Thus we may write

J𝑢(𝑋(𝑥, 𝑡), 𝑡) = (J𝑋𝑡 · (J𝑋)−1) (𝑥, 𝑡) . (5.18)

Also, the following result applies.

Lemma 5.3. For the solution 𝑋 of the characteristic equation (U) with div 𝑢 = 0, there holds

|J𝑋|(𝑥, 𝑡) = det J𝑋(𝑥, 𝑡) = 1

for all (𝑥, 𝑡) ∈ R𝑛 × [0, 𝑇 ).

Proof. Set
𝐹 := J𝑋,

then
𝐹𝑡 = J𝑋𝑡

and in applying Jacobi’s formula for the derivative of the determinant function there holds
with (5.18)

𝜕𝑡 det 𝐹 (𝑥, 𝑡) = Tr (cof (𝐹 )⊤𝐹𝑡)(𝑥, 𝑡)
= [det (𝐹 ) Tr (𝐹 −1𝐹𝑡)](𝑥, 𝑡)
= det (𝐹 (𝑥, 𝑡)) Tr ((J𝑢)(𝑋(𝑥, 𝑡), 𝑡))
= det (𝐹 (𝑥, 𝑡)) (div 𝑢)(𝑋(𝑥, 𝑡), 𝑡)
= 0 .
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Thus, we deduce, since 𝐹 is continuous in 𝑡 and det 𝐹 (𝑥, 0) = det 𝐼𝑛 = 1 for any 𝑥 ∈ R𝑛, that

det J𝑋(𝑥, 𝑡) = 1

for all 𝑡 ∈ [0, 𝑇 ).

As a consequence, one obtains with (5.18)

J𝑢(𝑋(𝑥, 𝑡), 𝑡) = (J𝑋𝑡 · (J𝑋)−1) (𝑥, 𝑡)
= (J𝑋𝑡 · det (J𝑋)−1 · cof (J𝑋)⊤) (𝑥, 𝑡)
= (J𝑋𝑡 · cof (J𝑋)⊤) (𝑥, 𝑡) (5.19)

and we may write

𝑋𝑡𝑡(𝑥, 𝑡) = 𝑢𝑡(𝑋(𝑥, 𝑡), 𝑡) + (J𝑢)(𝑋(𝑥, 𝑡), 𝑡) · 𝑋𝑡(𝑥, 𝑡)
= 𝑢𝑡(𝑋(𝑥, 𝑡), 𝑡) + (J𝑢)(𝑋(𝑥, 𝑡), 𝑡) · 𝑢(𝑋(𝑥, 𝑡), 𝑡)
= 𝑢𝑡(𝑋(𝑥, 𝑡), 𝑡) + (𝑢 · ∇)𝑢 (𝑋(𝑥, 𝑡), 𝑡)
= −∇𝑝(𝑋(𝑥, 𝑡), 𝑡) .

Hence, there holds 𝑋 ∈ 𝐶2([0, 𝑇 ); 𝐹1) since ∇𝑝(𝑥, 𝑡) is continuous in 𝑡 ∈ [0, 𝑇 ). One acquires
by Theorem 5.1 with ℎ𝑖𝑗 := 𝑢𝑖𝑢𝑗 together with (5.1) and (5.2):

𝑋𝑡𝑡(𝑥, 𝑡) =
∫︁
R𝑛

∇(𝑎𝛤 )(𝑋(𝑥, 𝑡) − 𝑦)Tr (J𝑢)2(𝑦, 𝑡) d𝑦

+
∑︁
𝑖,𝑗

∫︁
R𝑛

𝜕𝑖𝜕𝑗∇((1 − 𝑎)𝛤 )(𝑋(𝑥, 𝑡) − 𝑦)(𝑢𝑖𝑢𝑗)(𝑦, 𝑡) d𝑦 .

By a change of variables 𝑦 ↦→ 𝑋(𝑦, 𝑡) and (5.19) inserted, we obtain that 𝑋 solves the PDE

�̃�𝑡𝑡(𝑥, 𝑡) = �̃�(�̃�, �̃�𝑡)(𝑥, 𝑡),
(�̃�, �̃�𝑡)(0) = (𝐼𝑑, 𝑢0)

(5.20)

for all (𝑥, 𝑡) ∈ R𝑛 × [0, 𝑇 ), whereas

�̃�(𝑋, 𝑌 )(𝑥, 𝑡)=
∫︁
R𝑛

∇(𝑎𝛤 )(𝑋(𝑥, 𝑡)−𝑋(𝑦, 𝑡))Tr
(︀
J𝑌 · cof (J𝑋)⊤

)︀2(𝑦, 𝑡)|J𝑋|(𝑦, 𝑡) d𝑦

+
∑︁
𝑖,𝑗

∫︁
R𝑛

𝜕𝑖𝜕𝑗∇((1 − 𝑎)𝛤 )(𝑋(𝑥, 𝑡) − 𝑋(𝑦, 𝑡))(𝑌𝑖𝑌𝑗)(𝑦, 𝑡)|J𝑋|(𝑦, 𝑡) d𝑦

with |𝐽( . )| := det 𝐽( . ) and 𝑋, 𝑌 : R𝑛 × [0, 𝑇 ) → R𝑛.
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6. Holomorphic trajectories

6.1. Derivation of a complex ODE
We begin with a technical lemma and outline therein some properties of the elements of the set

𝑆 := {𝑧 ∈ C𝑛 ∖ {0} | ∃𝑥 ∈ R𝑛 : ‖𝑧 − 𝑥‖ < 𝛽 ‖𝑥‖},

which will allow a complex extension of the Newtonian potential from R𝑛 to 𝑆.

Lemma 6.1. Let 0 < 𝛽 < 1/2, then there holds, for any 𝑧 = (𝑧𝑖)𝑛
𝑖=1 in 𝑆 and 𝑥 ∈ R𝑛 such that

‖𝑧 − 𝑥‖ < 𝛽 ‖𝑥‖,
(1 − 𝛽) ‖𝑥‖ < ‖𝑧‖ < (1 + 𝛽) ‖𝑥‖ , (6.1)

1
𝑐

‖𝑥‖ <
⃒⃒⃒∑︁𝑛

𝑖=1
𝑧2

𝑖

⃒⃒⃒ 1
2

< 𝑐 ‖𝑥‖ (6.2)

for a fixed 𝑐 > 0 and finally(︁∑︁𝑛

𝑖=1
𝑧2

𝑖

)︁ 1
2 ∈ 𝑆𝜋/4 := {𝑧 = 𝜚 ei𝜃 ∈ C | 𝜚 > 0 , |𝜃| < 𝜋/4}. (6.3)

Proof. For 𝑧 ∈ 𝑆 there exists 𝑥 ∈ R𝑛 such that ‖𝑧 − 𝑥‖ < 𝛽 ‖𝑥‖. We define Re 𝑧 := (Re 𝑧1, . . . , Re 𝑧𝑛)𝑇

and Im 𝑧 := (Im 𝑧1, . . . , Im 𝑧𝑛)𝑇 . Then inequality (6.1) follows immediately from the triangle
inequality. We also have

‖𝑧 − 𝑥‖2 = ‖Re 𝑧 − 𝑥‖2 + ‖Im 𝑧‖2 < 𝛽2 ‖𝑥‖2 .

This yields
‖Re 𝑧 − 𝑥‖ < 𝛽 ‖𝑥‖ and ‖Im 𝑧‖ < 𝛽 ‖𝑥‖

and so
(1 − 𝛽) ‖𝑥‖ < ‖Re 𝑧‖ < (1 + 𝛽) ‖𝑥‖ .

One calculates directly that

Re
∑︁𝑛

𝑖=1
𝑧2

𝑖 =
∑︁𝑛

𝑖=1
Re 𝑧𝑖

2 −
∑︁𝑛

𝑖=1
Im 𝑧𝑖

2 = ‖Re 𝑧‖2 − ‖Im 𝑧‖2

> (1 − 𝛽)2 ‖𝑥‖2 − 𝛽2 ‖𝑥‖2 = (1 − 2𝛽) ‖𝑥‖2 > 0 .

Subsequently, there exists a fixed constant 𝑐 > 0 depending only on 𝛽 such that for any 𝑧 ∈ 𝑆
and 𝑥 ∈ R𝑛 with ‖𝑧 − 𝑥‖ < 𝛽 ‖𝑥‖ there holds

0 <
1
𝑐

‖𝑥‖2 < Re
∑︁𝑛

𝑖=1
𝑧2

𝑖

<
⃒⃒⃒∑︁𝑛

𝑖=1
𝑧2

𝑖

⃒⃒⃒
<

[︂(︁
‖Re 𝑧‖2 − ‖Im 𝑧‖2

)︁2
+
(︁

2 ‖Re 𝑧‖2 · ‖Im 𝑧‖2
)︁2
]︂ 1

2
< 𝑐 ‖𝑥‖2 ,
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6.1. Derivation of a complex ODE

which proves (6.2). Furthermore, it has been shown that the real part in the previous equation
is positive, which implies ⃒⃒⃒

arg
(︁∑︁𝑛

𝑖=1
𝑧2

𝑖

)︁⃒⃒⃒
<

𝜋

2 .

Then
(︀∑︀𝑛

𝑖=1 𝑧2
𝑖

)︀ 1
2 is well defined and we get⃒⃒⃒⃒

arg
(︂(︁∑︁𝑛

𝑖=1
𝑧2

𝑖

)︁ 1
2
)︂⃒⃒⃒⃒

<
𝜋

4 ,

yielding (6.3).

In order to obtain a complex ODE for the particle trajectories, we need to define an appropriate
Banach space in which we can embed the formerly found system of PDEs (5.20). Let 𝑚 ≥ 1 as
well as 𝑀, 𝑅 > 0 and set

𝐸 := 𝐸1 × 𝐸2

with

𝐸1 := {𝑓 ∈ L∞((1 + ‖𝑥‖)−1,R𝑛;C𝑛) | J𝑓 ∈ 𝐶 𝑚−1,𝛼(R𝑛,C𝑛×𝑛)},

𝐸2 := 𝐶𝑚,𝛼(R𝑛,C𝑛)

and

𝐸𝑅 := 𝐻(𝐷𝑅, 𝐸)

which are Banach spaces equipped with the norms

‖(𝑋, 𝑌 )‖𝐸 :=
⃦⃦
𝑋( . )(1 + ‖ . ‖)−1⃦⃦

𝐿∞ + ‖J𝑋( . )‖𝐶𝑚−1,𝛼 + ‖𝑌 ‖𝐶𝑚,𝛼 ,

‖ . ‖𝐸𝑅
:= ‖ . ‖𝐿∞(𝐷𝑅,𝐸)

respectively. Later we want to apply the Cauchy-Lipschitz existence Theorem (4.6) and so we
define for a fixed 0 < 𝛽 < 1/2 the open and convex subsets

𝛺 := {(𝑋, 𝑌 ) ∈ 𝐸 | ‖J𝑋 − I𝑛‖∞ < 𝛽 ; ‖(𝑋, 𝑌 )‖𝐸 < 𝑀},

𝛺𝑅 := 𝐻(𝐷𝑅, 𝛺)

in 𝐸, 𝐸𝑅 respectively. The norm ‖ . ‖∞ denotes the operator norm in L∞(R𝑛;C𝑛×𝑛) =
𝐿∞(R𝑛)𝑛×𝑛 and is given by

‖𝐴‖∞ := ‖𝐴‖𝐿∞(R𝑛)𝑛×𝑛 := sup
𝑥∈R𝑛

sup
𝑣∈R𝑛

‖𝑣‖=1

‖𝐴(𝑥) · 𝑣‖C𝑛

for 𝐴 ∈ 𝐿∞(R𝑛)𝑛×𝑛. In sight of our proceedings we state some more important facts.
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6.1. Derivation of a complex ODE

Lemma 6.2. For (𝑋, . ) ∈ 𝛺𝑅, 𝑅 > 0, and arbitrary 𝑥, 𝑦 ∈ R𝑛, 𝑥 ̸= 𝑦, set

𝑍 := 𝑋(𝑥, 𝑟) − 𝑋(𝑦, 𝑟) and �̃� := 𝑥 − 𝑦 .

Then one has
‖𝑍 − �̃�‖ < 𝛽 ‖�̃�‖ . (6.4)

Thus, 𝑍 belongs to 𝑆 and Lemma 6.1 may be applied.

Proof. For any (𝑋, . ) ∈ 𝛺𝑅 and 𝑥, 𝑦 ∈ R𝑛, 𝑥 ̸= 𝑦, 𝑟 ∈ 𝐷𝑅 arbitrary, there holds

𝑋𝑖(𝑥, 𝑟) − 𝑋𝑖(𝑦, 𝑟) =
∫︁ 1

0
∇𝑋𝑖(𝜆𝑥 + (1 − 𝜆)𝑦, 𝑟) · (𝑥 − 𝑦) d𝜆

= (𝑥𝑖 − 𝑦𝑖) +
∫︁ 1

0
(∇𝑋𝑖(𝜆𝑥 + (1 − 𝜆) 𝑦, 𝑟) − 𝑒𝑖) · (𝑥 − 𝑦) d𝜆

for all 𝑖 = 1, . . . , 𝑛 ((𝑒𝑖)𝑛
𝑖=1 denotes the canonical base in R𝑛). Equivalently,

𝑋(𝑥, 𝑟) − 𝑋(𝑦, 𝑟) − (𝑥 − 𝑦) =
∫︁ 1

0
(J𝑋(𝜆𝑥 + (1 − 𝜆) 𝑦, 𝑟) − I𝑛) · (𝑥 − 𝑦) d𝜆

and therefore,

‖(𝑋(𝑥, 𝑟) − 𝑋(𝑦, 𝑟)) − (𝑥 − 𝑦)‖ ≤
∫︁ 1

0
‖(J𝑋(𝜆𝑥 + (1 − 𝜆) 𝑦, 𝑟) − I𝑛) · (𝑥 − 𝑦)‖ d𝜆

≤
∫︁ 1

0
‖J𝑋 − I𝑛‖∞ ‖(𝑥 − 𝑦)‖ d𝜆 < 𝛽 ‖𝑥 − 𝑦‖ .

We deduce that if 𝑥, 𝑦 ∈ R𝑛, 𝑥 ̸= 𝑦, (𝑋, . ) ∈ 𝛺𝑅 and 𝑍 := 𝑋(𝑥, 𝑟) − 𝑋(𝑦, 𝑟), �̃� := 𝑥 − 𝑦, then

‖𝑍 − �̃�‖ < 𝛽 ‖�̃�‖ , (6.5)

which implies 𝑍 ∈ 𝑆.

Also, the following technical lemma will be invoked before we proceed. In the following we
abbreviate

‖𝐴‖∞,𝑅 := sup
𝑟∈𝐷𝑅

‖𝐴(𝑟)‖∞

for 𝐴 : 𝐷𝑅 → 𝐿∞(R𝑛)𝑛×𝑛.

Lemma 6.3. Let 𝑋 : 𝐷𝑅 → 𝐶1(R𝑛;C𝑛) such that ‖J𝑋 − I𝑛‖∞,𝑅 < 𝛽 < 1 and set 𝑋𝜅 :=
Re 𝑋 + 𝜅 Im 𝑋 for 𝜅 ∈ C. Then the following propositions hold.

a.) There exists 𝑠 > 0 such that
‖J𝑋𝜅 − I𝑛‖∞,𝑅 < 𝛽

for any
𝜅 ∈ 𝑊 := {𝑧 ∈ C | |Re 𝑧| < 𝑠 and |Im 𝑧| < 1 + 𝑠} .
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6.1. Derivation of a complex ODE

b.) For 𝑊 as before, 𝜅 ∈ 𝑊 implies det (J𝑋𝜅(𝑥, 𝑟)) ̸= 0 for any (𝑥, 𝑟) ∈ R𝑛 × 𝐷𝑅.

c.) Whenever 𝑋𝜅( . , 𝑟) is real valued for fixed 𝑟 ∈ 𝐷𝑅 and 𝜅 ∈ 𝑊 , then (J𝑋𝜅)−1 is bounded and
𝑋𝜅( . , 𝑟) is a global homeomorphism on R𝑛.

Remark. We have 𝑋i = 𝑋 (𝜅 = i ∈ 𝑊 ) and if 𝜅 ∈ 𝑊 ∩ R, then 𝑋𝜅( . , 𝑟) is real valued and
hence a global homeomorphism on R𝑛 for any 𝑟 ∈ 𝐷𝑅. In addition, the lemma holds equally for
𝑋 : [0, 𝑅) → 𝐶1(R𝑛;R𝑛) such that ‖J𝑋 − I𝑛‖∞,𝑅 < 𝛽 < 1.

Proof. (a.) For 𝑟 ∈ 𝐷𝑅 and 𝑥 ∈ R𝑛 set 𝐴 := Re J𝑋(𝑥, 𝑟) and 𝐵 := Im J𝑋(𝑥, 𝑟). The following
implications hold because of the norm definitions. We have for arbitrary (𝑥, 𝑟) ∈ R𝑛 × 𝐷𝑅:

‖J𝑋 − I𝑛‖∞,𝑅 < 𝛽 ⇒ sup
𝑣∈R𝑛

‖𝑣‖=1

‖(J𝑋(𝑥, 𝑟) − I𝑛)𝑣‖2 < 𝛽2

⇒ sup
𝑣∈R𝑛

‖𝑣‖=1

‖(𝐴 − I𝑛 + i𝐵)𝑣‖2 < 𝛽2

⇒ sup
𝑣∈R𝑛

‖𝑣‖=1

‖(𝐴 − I𝑛)𝑣‖2 + ‖𝐵𝑣‖2 < 𝛽2 .

Then there exists 𝑠 > 0 such that 𝑏 ∈ [−(1 + 𝑠), 1 + 𝑠] implies

sup
𝑣∈R𝑛

‖𝑣‖=1

‖(𝐴 − I𝑛)𝑣‖2 + ‖𝑏𝐵𝑣‖2 < 𝛽2 .

and therefore with 𝜅 = 𝑏i,

‖J𝑋𝜅(𝑥, 𝑟) − I𝑛‖2 = sup
𝑣∈R𝑛

‖𝑣‖=1

‖(𝐴 + 𝜅𝐵 − I𝑛)𝑣‖2 = sup
𝑣∈R𝑛

‖𝑣‖=1

‖(𝐴 − I𝑛)𝑣‖2 + ‖𝑏𝐵𝑣‖2 < 𝛽2 .

There exists a neighborhood of {𝑏i | 𝑏 ∈ [−(1 + 𝑠), 1 + 𝑠]} in which the proposition also holds
and because [−(1 + 𝑠), 1 + 𝑠] is closed, one can choose 𝑠 > 0 sufficiently small such that
{𝑧 ∈ C | |Re 𝑧| < 𝑠 and |Im 𝑧| < 1 + 𝑠} is contained in this neighborhood.
(b.) Let 𝜅 ∈ 𝑊 , then ‖J𝑋𝜅 − I𝑛‖∞,𝑅 < 𝛽 is verified in the operator norm. Hence, the Neumann
series (see Theorem A.6) ∑︁

𝑘≥0
(J𝑋𝜅(𝑥, 𝑟) − I𝑛)𝑘

converges with respect to the operator norm for any (𝑥, 𝑟) ∈ R𝑛 × 𝐷𝑅 and represents therefore
(J𝑋𝜅(𝑥, 𝑟))−1. That means, J𝑋𝜅(𝑥, 𝑟) is invertible for any (𝑥, 𝑟) ∈ R𝑛×𝐷𝑅 and so its determinant
does not vanish.
(c.) Let 𝑋𝜅( . , 𝑟) be real valued for 𝑟 ∈ 𝐷𝑅 and 𝜅 ∈ 𝑊 . It follows from (a.) that ‖J𝑋𝜅 − I𝑛‖ < 𝛽
and from (b.) that (J𝑋𝜅)−1( . , 𝑟) exists globally. Because of the norm-bounded Neumann series
representation, (J𝑋𝜅)−1( . , 𝑟) must be norm-bounded too and the claimed result follows at once
from Hadamard’s theorem (see Theorem A.8).
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6.1. Derivation of a complex ODE

Now, consider the operator

𝐺(𝑋, 𝑌 )(𝑥, 𝑟)=
∫︁
R𝑛

∇(𝑎𝛤 )(𝑋(𝑥, 𝑟)−𝑋(𝑦, 𝑟))Tr
(︀
J𝑌 · cof (J𝑋)⊤

)︀2(𝑦, 𝑟)|J𝑋|(𝑦, 𝑟) d𝑦

+
∑︁
𝑖,𝑗

∫︁
R𝑛

𝜕𝑖𝜕𝑗∇((1 − 𝑎)𝛤 )(𝑋(𝑥, 𝑟) − 𝑋(𝑦, 𝑟))(𝑌𝑖𝑌𝑗)(𝑦, 𝑟)|J𝑋|(𝑦, 𝑟) d𝑦

for (𝑥, 𝑟) ∈ R𝑛 × 𝐷𝑅, 𝑅 > 0 and 𝑋, 𝑌 : R𝑛 × 𝐷𝑅 → C𝑛. Then we will see in the next section
(more precisely in Lemma 6.5) that 𝐺(𝑋, 𝑌 ) is well defined for (𝑋, 𝑌 ) ∈ 𝛺𝑅. In the following,
we want to investigate the ODE

�̂� ′′(𝜏) = 𝐺(�̂�, �̂� ′)(𝜏), 𝜏 ∈ 𝐷𝑅

(�̂�, �̂� ′)(0) = (𝐼𝑑, 𝑢0),
(6.6)

where we abbreviate �̂� ′(𝜏) := d
d𝜏 �̂�(𝜏). This equation corresponds to the PDE (5.20) in the way

that �̃�(𝑋, 𝑌 ) coincides with 𝐺(𝑋, 𝑌 ) for functions 𝑋, 𝑌 : R𝑛 × [0, 𝑅) → R𝑛, 𝑅 > 0. We will
eventually (in the proof of Theorem 6.1) show that the ODE (6.6) admits a unique solution. In
addition, this solution is real valued for real values of 𝜏 and must coincide with the formerly
found time evolving vector field which corresponds to the particle trajectories. This will be
particularly outlined in the proof of our main theorem (Theorem 3.1).
In the above definition of 𝐺(𝑋, 𝑌 ),

𝛤 (𝑧) := 𝐶𝑛

(︁∑︁𝑛

𝑗=1
𝑧𝑗

2
)︁− 1

2 (𝑛−2)
, for 𝑧 ∈ 𝑆 and 𝐶𝑛 > 0,

is a holomorphic function on 𝑆 which coincides with the Newtonian potential whenever 𝑧 ∈
R𝑛 ∖ {0}. 𝛤 (𝑧) is well defined for 𝑧 ∈ 𝑆 because of Lemma 6.1, and Lemma 6.2 implies that
𝛤 (𝑋( . ) − 𝑋( . )) is well defined whenever 𝑋 is such that (𝑋, . ) ∈ 𝛺𝑅. In other words, 𝛤 is by
an abuse of notation the complex continuation of the Newtonian potential to 𝑆. Especially, if 𝑍
and �̃� are as in Lemma 6.2, then there holds with |𝜇| ≥ 0 arbitrary:

|𝐷𝜇𝛤 (𝑍)| ≤ 𝐶1

⃒⃒⃒∑︁𝑛

𝑗=1
𝑍𝑗

2
⃒⃒⃒− 1

2 (𝑛−2+|𝜇|)
≤ 𝐶2 ‖�̃�‖−𝑛+2−|𝜇| , (6.7)

where 𝐶1, 𝐶2 > 0 and 𝐷𝜇 is taken with respect to 𝑍.
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6.2. Boundedness of the operator G

6.2. Boundedness of the operator G
A crucial requirement for an application of the Cauchy-Lipschitz existence theorem is the
boundedness of the operator 𝐺 in a neighborhood of the initial data. In order to achieve this, we
will prove the following Lemma.

Lemma 6.4. Consider for (𝑋, 𝑌 ) ∈ 𝛺𝑅, 𝑔 ∈ 𝐻(𝐷𝑅, 𝐿∞(R𝑛)) and 𝑓 ∈ 𝐻(𝐷𝑅, 𝐶𝑚−1,𝛼(R𝑛)) (𝑔
and 𝑓 will depend on (𝑋, 𝑌 )) the two operators

𝐺1(𝑋, 𝑓)(𝑥, 𝑟) :=
∫︁
R𝑛

∇(𝑎𝛤 )(𝑋(𝑥, 𝑟) − 𝑋(𝑦, 𝑟)) 𝑓(𝑦, 𝑟) |J𝑋|(𝑦, 𝑟) d𝑦 ,

𝐺2(𝑋, 𝑔)(𝑥, 𝑟) :=
∫︁
R𝑛

𝐷𝑖𝑗∇((1 − 𝑎)𝛤 )(𝑋(𝑥, 𝑟) − 𝑋(𝑦, 𝑟)) 𝑔(𝑦, 𝑟) d𝑦 .

Then 𝐺1(𝑋, 𝑓) and 𝐺2(𝑋, 𝑔) are well defined members of 𝐻(𝐷𝑅, 𝐶𝑚,𝛼(R𝑛)𝑛) and there exist
constants 𝐶 = 𝐶(𝑀) and 𝐶 = 𝐶(𝑀, ‖𝑔‖∞,𝑅), where ‖𝑔‖∞,𝑅 = ‖𝑔‖𝐻(𝐷𝑅,𝐿∞(R𝑛)), such that

‖𝐺1(𝑋, 𝑓)‖𝐻(𝐷𝑅,𝐶𝑚,𝛼(R𝑛)𝑛) ≤ 𝐶(𝑀) ‖𝑓‖𝐻(𝐷𝑅,𝐶𝑚−1,𝛼(R𝑛)) ,

‖𝐺2(𝑋, 𝑔)‖𝐻(𝐷𝑅,𝐶𝑚,𝛼(R𝑛)𝑛) ≤ 𝐶(𝑀, ‖𝑔‖∞,𝑅) .

Remark. Throughout the following proofs we will make a convention concerning constant
factors. 𝐶1,2,3,4, 𝐶, 𝐶, 𝐶, 𝐶 or any other varieties of 𝐶 will always denote positive constants and
an interchange of these placeholders will only indicate an effect on the constant factor in a certain
term.

Proof. We start with 𝐺2 and check the boundedness of the integrand. We recall the properties
of the holomorphic function 𝑎 :
For 𝑠 ≥ 0, |𝜇| ≥ 1 and 𝑍 := 𝑋(𝑥, 𝑟) − 𝑋(𝑦, 𝑟) there holds under consideration of (6.4) and (6.1)

sup
𝑥 ̸=𝑦

{‖𝑥 − 𝑦‖𝑠 |𝑎(𝑍)|} < +∞ (6.8)

sup
𝑥 ̸=𝑦

{‖𝑥 − 𝑦‖±𝑠 |𝐷𝜇𝑎(𝑍)|} < +∞ (6.9)

sup
𝑥 ̸=𝑦

{︂
|1 − 𝑎(𝑍)|
‖𝑥 − 𝑦‖𝑠

}︂
< +∞ . (6.10)

The coordinate functions of the integrand of 𝐺2 are a sum of two forms:

1.) (𝐷𝛽(1 − 𝑎) 𝐷𝛽′
𝛤 )(𝑍) 𝑔(𝑦, 𝑟) ,with |𝛽| ≥ 1, |𝛽′| ≥ 0

2.) (𝐷𝛽(1 − 𝑎) 𝐷𝛽′
𝛤 )(𝑍) 𝑔(𝑦, 𝑟) ,with |𝛽| = 0, |𝛽′| ≥ 3.

In the first case we have, with (6.7), (6.9), 𝑔 ∈ 𝐻(𝐷𝑅, 𝐿∞(R𝑛)) and �̃� > 0 fixed
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⃦⃦⃦
(𝐷𝛽(1 − 𝑎) 𝐷𝛽′

𝛤 )(𝑍)𝑔(𝑦, 𝑟)
⃦⃦⃦

≤ 𝐶1

⃦⃦
(𝐷𝛽𝑎)(𝑍)

⃦⃦
‖𝑍‖𝑛−2+|𝛽′| ≤ 𝐶2

⃦⃦
(𝐷𝛽𝑎)(𝑍)

⃦⃦
‖𝑥 − 𝑦‖𝑛−2+|𝛽′|

≤ 𝐶31𝐵�̃�(𝑥)(𝑦) + 𝐶41R𝑛∖𝐵�̃�(𝑥)(𝑦) 1
‖𝑥 − 𝑦‖𝑛−2+|𝛽′|+𝑠

(6.11)

which is a member of 𝐿1
𝑦(R𝑛), where 1𝐵�̃�(𝑥) denotes the characteristic function on 𝐵�̃�(𝑥) ⊆ R𝑛 and

𝑠 ∈ R is such that 𝑠 > |𝛽′|−2. In the second case we have with (6.7), (6.10), 𝑔 ∈ 𝐻(𝐷𝑅, 𝐿∞(R𝑛))
and �̃� > 0 fixed⃦⃦⃦

((1 − 𝑎) 𝐷𝛽′
𝛤 )(𝑍)𝑔(𝑦, 𝑟)

⃦⃦⃦
≤ 𝐶1

‖(1 − 𝑎)(𝑍)‖
‖𝑍‖𝑛−2+|𝛽′| ≤ 𝐶2

‖(1 − 𝑎)(𝑍)‖
‖𝑥 − 𝑦‖𝑛−2+|𝛽′|

≤ 𝐶31𝐵�̃�(𝑥)(𝑦) + 𝐶41R𝑛∖𝐵�̃�(𝑥)(𝑦) 1
‖𝑥 − 𝑦‖𝑛−2+|𝛽′| (6.12)

which is also a member of 𝐿1
𝑦(R𝑛) since |𝛽′| ≥ 3. In summary, we established an 𝐿1

𝑦(R𝑛)-bound,
uniform in 𝑟 but non-uniform in 𝑥, for (𝐷𝛽(1 − 𝑎) 𝐷𝛽′

𝛤 )(𝑍)𝑔(𝑦, 𝑟), for any 𝛽, 𝛽′ ∈ N𝑛
0 with

|𝛽 + 𝛽′| ≥ 3. Hence, 𝐺2(𝑋, 𝑔) is well defined and a holomorphic function on 𝐷𝑅 for fixed 𝑥
because its integrand is holomorphic and bounded by an 𝐿1(R𝑛) function, see Theorem 4.4 for
details.
We turn to the differentiability in 𝑥 ∈ R𝑛. For 𝜀 > 0, consider the following integral kernels

𝐽𝜀 := [(1 − 𝑎( .
𝜀 ))𝐷𝛽(1 − 𝑎) 𝐷𝛽′

𝛤 ](𝑍) , 0 ≤ |𝜇| ≤ 𝑚,

such that
𝐽0 := lim

𝜀→0
𝐽𝜀 = [𝐷𝛽(1 − 𝑎) 𝐷𝛽′

𝛤 ](𝑍)

where 𝐷𝛽, 𝐷𝛽′ are taken with respect to (𝑋1, . . . , 𝑋𝑛) and |𝛽 + 𝛽′| ≥ 3. We set 𝑊0 :=
∫︀
R𝑛 𝐽0 d𝑦

and claim that

𝜕𝑖𝑊0(𝑥) = 𝜕𝑖

∫︁
R𝑛

𝐽0 d𝑦 =
∫︁
R𝑛

𝜕𝑖𝐽0 d𝑦 =: 𝑉 (𝑥) , 𝑖 ∈ {1, . . . , 𝑛} . (6.13)

In fact, one may not directly apply Corollary 4.2, since the bounds in (6.11) and (6.12) are not
uniform in 𝑥 ∈ R𝑛. Thus we need to show the differentiability as in the proof for the derivative
of the Newtonian potential in Lemma 5.1. The integral 𝑊𝜀(𝑥) :=

∫︀
R𝑛 𝐽𝜀 d𝑦 is differentiable with

the partial derivatives
𝜕𝑖𝑊𝜀(𝑥) = 𝜕𝑖

∫︁
R𝑛

𝐽𝜀 d𝑦 =
∫︁
R𝑛

𝜕𝑖𝐽𝜀 d𝑦, (6.14)

because of the bounds (6.11), (6.12), 0 < 1 − 𝑎(𝑍/𝜀) < 1 and (𝜕𝑖𝑎)(𝑍/𝜀)(𝜕𝑖𝑋(𝑥, 𝑟)𝜀−1 ≤ 𝐶 < +∞
for all 𝑥 ̸= 𝑦, 𝜀 > 0 and Corollary 4.2.
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From this, we obtain

𝑉 (𝑥) − 𝜕𝑖𝑊𝜀(𝑥) =
∫︁
R𝑛

𝜕𝑖[𝑎( .
𝜀 )𝐷𝛽(1 − 𝑎) 𝐷𝛽′

𝛤 ](𝑍) d𝑦 .

= 𝜕𝑖𝑋(𝑥, 𝑟)
∫︁
R𝑛

[(𝜕𝑖𝑎( .
𝜀 )𝜀−1)𝐷𝛽(1 − 𝑎) 𝐷𝛽′

𝛤 ](𝑍) + [𝑎( .
𝜀 )𝜕𝑖𝐷

𝛽(1 − 𝑎)𝐷𝛽′
𝛤 ](𝑍)

+ [𝑎( .
𝜀 )𝐷𝛽(1 − 𝑎)𝜕𝑖𝐷

𝛽′
𝛤 ](𝑍) d𝑦 .

The terms (𝜕𝑖𝑎)(𝑍
𝜀 )𝜀−1 and 𝑎(𝑍

𝜀 ) are bounded in 𝑥 ̸= 𝑦 and 𝜀 > 0 and tend to 0 for 𝜀 → 0.
The bounds (6.11) and (6.12) allow then the application of Lebesgue’s theorem of dominated
convergence (Theorem A.2) to conclude the convergence of the difference 𝑉 (𝑥) − 𝜕𝑖𝑊𝜀(𝑥) to 0
locally uniformly. As 𝑊𝜀 → 𝑊0 pointwise for 𝜀 → 0, the proof of our claim is established. Taking
into account that ‖𝐷𝛾

𝑥𝑋‖∞ ≤ 𝑀 , for 1 ≤ |𝛾| ≤ 𝑚, together with the proved claim above (which
is reapplied 𝑚 times) and 𝑔 ∈ 𝐻(𝐷𝑅, 𝐿∞(R𝑛)) one verifies readily the membership∫︁

R𝑛

(𝐷𝛽(1 − 𝑎) 𝐷𝛽′
𝛤 )(𝑋( . , 𝑟) − 𝑋(𝑦, 𝑟)) 𝑔(𝑦, 𝑟) d𝑦 ∈ 𝐶𝑚

𝑏 (R𝑛) ⊂ 𝐶𝛼(R𝑛) (6.15)

for any 𝑟 ∈ 𝐷𝑅. This holds especially for 𝛽, 𝛽′ ∈ N𝑛
0 with |𝛽 + 𝛽′| = 3 which yields

𝐺2(𝑋, 𝑔)( . , 𝑟) ∈ 𝐶𝑚
𝑏 (R𝑛)𝑛 .

To check the Hölder-continuity of the 𝑚-th derivatives of 𝐺2 we may, in using (6.15), directly
calculate, with |𝜇| = 𝑚 and 𝑟 ∈ 𝐷𝑅,

[𝐷𝜇𝐺2(𝑋, 𝑔)( . , 𝑟)]𝐶𝛼(R𝑛)𝑛

=
[︂
𝐷𝜇

∫︁
R𝑛

𝐷𝑖𝑗∇((1 − 𝑎)𝛤 )(𝑋( . , 𝑟) − 𝑋(𝑦, 𝑟)) 𝑔(𝑦, 𝑟) d𝑦

]︂
𝐶𝛼(R𝑛)𝑛

= max
𝑘=1,...,𝑛

[︂∫︁
R𝑛

𝐷𝜇
𝑥 𝐷𝑖𝑗𝑘((1 − 𝑎)𝛤 )(𝑋( . , 𝑟) − 𝑋(𝑦, 𝑟)) 𝑔(𝑦, 𝑟) d𝑦

]︂
𝛼

≤ 𝐶
∑︁
𝛽,𝛽′

{︂ ⃦⃦⃦⃦∫︁
R𝑛

(𝐷𝛽(1 − 𝑎) 𝐷𝛽′
𝛤 )(𝑋( . , 𝑟) − 𝑋(𝑦, 𝑟)) 𝑔(𝑦, 𝑟) d𝑦

⃦⃦⃦⃦
∞

[︀
𝑃𝛽,𝛽′

]︀
𝛼

+
[︂ ∫︁

R𝑛

(𝐷𝛽(1 − 𝑎) 𝐷𝛽′
𝛤 )(𝑋( . , 𝑟) − 𝑋(𝑦, 𝑟)) 𝑔(𝑦, 𝑟) d𝑦

]︂
𝛼

⃦⃦
𝑃𝛽,𝛽′

⃦⃦
∞

}︂
≤ 2𝐶

∑︁
𝛽,𝛽′

{︂ ⃦⃦⃦⃦∫︁
R𝑛

(𝐷𝛽(1 − 𝑎) 𝐷𝛽′
𝛤 )(𝑋( . , 𝑟) − 𝑋(𝑦, 𝑟)) 𝑔(𝑦, 𝑟) d𝑦

⃦⃦⃦⃦
𝐶𝛼(R𝑛)

⃦⃦
𝑃𝛽,𝛽′

⃦⃦
𝐶𝛼(R𝑛)

}︂
≤ 𝐶𝑃 (𝑀)

where the sum is taken over 4 ≤ |𝛽 +𝛽′| ≤ 𝑚+3 and 𝑃𝛽,𝛽′ = 𝑃𝛽,𝛽′

(︁
(𝐷𝛾𝑋(𝑥, 𝑟))1≤|𝛾|≤𝑚

)︁
denotes
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a polynomial of degree ≤ 𝑚 in dependence of 𝛽, 𝛽′. 𝑃 is a polynomial in 𝑀 . Hence, there truly
holds

𝐺2(𝑋, 𝑔) ∈ 𝐻(𝐷𝑅, 𝐶𝑚,𝛼(R𝑛)𝑛)

with
‖𝐺2(𝑋, 𝑔)‖𝐻(𝐷𝑅,𝐶𝑚,𝛼(R𝑛)𝑛) ≤ 𝐶(𝑀, ‖𝑔‖∞,𝑅),

where the constant 𝐶 is a polynomial in 𝑀 and ‖𝑔‖∞,𝑅.
The exact reasoning for the holomorphy property was added later, more precisely after a con-
versation of the thesis author with Philippe Serfati in October 2017 over the Internet platform
Researchgate.net. It goes as follows.
Any derivative up to the order 𝑚 of 𝐺2(𝑋, 𝑔) exists and has, for fixed 𝑥 ∈ R𝑛, a holomorphic
integral kernel which is uniformly (in 𝑟) bounded by an integrable function and for this reason,
they are C-valued holomorphic functions in the sense of Theorem 4.4. For a fixed but arbitrary
𝑟 ∈ 𝐷𝑅 the Cauchy integral formula applies and thus

𝐷𝜇𝐺2(𝑋, 𝑔)(𝑟, 𝑥) −
∫︁

|𝑟−𝑟′|=𝑑

𝐷𝜇𝐺2(𝑋, 𝑔)(𝑟′, 𝑥)
𝑟 − 𝑟′ d𝑟′ = 0 in C𝑛,

for any 𝑥 ∈ R𝑛, any multi-index 0 ≤ |𝜇| ≤ 𝑚 and 𝑑 < dist(𝑟, 𝜕𝐷𝑅). This identity is preserved in
the 𝐿∞-norm and therefore, there holds

𝐷𝜇𝐺2(𝑋, 𝑔) ∈ 𝐻(𝐷𝑅; 𝐿∞(R𝑛;C𝑛)) . (6.16)

With the same reasoning we obtain

𝐷𝜇
𝑥𝐺2(𝑋, 𝑔)(𝑥, . ) − 𝐷𝜇

𝑥𝐺2(𝑋, 𝑔)(𝑥′, . )
‖𝑥 − 𝑥′‖𝛼 ∈ 𝐻(𝐷𝑅; 𝐿∞(R𝑛

𝑥 ×R𝑛
𝑥′ ;C𝑛)) , for |𝜇| = 𝑚

and subsequently 𝐺2(𝑋, 𝑔) ∈ 𝐻(𝐷𝑅, 𝐶𝑚,𝛼(R𝑛)𝑛).

Another method to confirm holomorphy is given in [Her17], where the author proves time-
analyticity of the Lagrangian trajectories in 2D in reasoning similarly to P. Serfati in [Ser95].
By definition, a function 𝐾 belongs to 𝐻(𝐷𝑅; 𝐸), 𝐸 being a complex Banach space, if the limit of
the difference quotient (𝐾(𝑧) − 𝐾(𝑧0))(𝑧 − 𝑧0)−1 exists in 𝐸 for any 𝑧0 ∈ 𝐷𝑅. For fixed 𝑥 ∈ R𝑛

𝐺2(𝑋, 𝑔)(𝑥, . ) belongs to 𝐻(𝐷𝑅,C𝑛) as a consequence of Theorem 4.4 and with Theorem 4.1 we
have

𝜕 𝑙
𝑧𝐺2(𝑋, 𝑔)(𝑥, 𝑧) = 1

2𝜋i

∫︁
|𝜉|=𝑅

𝐺2(𝑋, 𝑔)(𝑥, 𝜉)
(𝜉 − 𝑧)𝑙+1 d𝜉 , for 𝑧 ∈ 𝐷𝑅, 𝑙 ∈ N0 .

For 𝑧0, 𝑧1 ∈ 𝐷𝑅 one calculates
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𝐺2(𝑋, 𝑔)(𝑥, 𝑧1) − 𝐺2(𝑋, 𝑔)(𝑥, 𝑧0)
(𝑧1 − 𝑧0) − 𝜕 𝑧𝐺2(𝑋, 𝑔)(𝑥, 𝑧0)

= 1
(𝑧1 − 𝑧0)

∑︁
𝑗=0,1

(−1)𝑗 1
2𝜋i

∫︁
|𝜉|=𝑅

𝐺2(𝑋, 𝑔)(𝑥, 𝜉)
(𝜉 − 𝑧𝑗) d𝜉 − 1

2𝜋i

∫︁
|𝜉|=𝑅

𝐺2(𝑋, 𝑔)(𝑥, 𝜉)
(𝜉 − 𝑧0)2 d𝜉

= 1
2𝜋i

∫︁
|𝜉|=𝑅

𝐺2(𝑋, 𝑔)(𝑥, 𝜉)(𝑧1 − 𝑧0)
(𝜉 − 𝑧0)2(𝜉 − 𝑧1) d𝜉

and one obtains in applying the 𝐶𝑚,𝛼-norm⃦⃦⃦⃦
𝐺2(𝑋, 𝑔)(𝑥, 𝑧1) − 𝐺2(𝑋, 𝑔)(𝑥, 𝑧0)

(𝑧1 − 𝑧0) − 𝜕 𝑧𝐺2(𝑋, 𝑔)(𝑥, 𝑧0)
⃦⃦⃦⃦

𝐶𝑚,𝛼

≤ 1
2𝜋

∫︁
|𝜉|=𝑅

‖𝐺2(𝑋, 𝑔)( . , 𝜉)‖𝐶𝑚,𝛼 |𝑧1 − 𝑧0|
|𝜉 − 𝑧0|2|𝜉 − 𝑧1|

d𝜉

= 𝐶|𝑧1 − 𝑧0| 𝑅

min{dist(𝑧0, 𝜕𝐷𝑅)2; dist(𝑧1, 𝜕𝐷𝑅)}

where 𝐶 = 𝐶(𝑀, ‖𝑔‖∞,𝑅) is the constant from above.
We conclude that the limit 𝑧1 → 𝑧0 of the difference quotient exists in 𝐶𝑚,𝛼(R𝑛;C𝑛) which
implies the membership of 𝐺2(𝑋, 𝑔) to 𝐻(𝐷𝑅, 𝐶𝑚,𝛼(R𝑛;C𝑛)).

Consider now the operator 𝐺1 and set temporarily 𝑚 = 1. If we want to differentiate 𝐺1(𝑋, 𝑓)
once, we will obtain integrals with the following kernels

(𝐷𝛽𝑎𝐷𝛽′
𝛤 ) (𝑋(𝑥, 𝑟) − 𝑋(𝑦, 𝑟))

with 𝛽, 𝛽′ ∈ N𝑛
0 and |𝛽 + 𝛽′| = 2. In the case where |𝛽| ≠ 0 the Hölder-estimates are concluded

as in the treatment of 𝐺2 (first case). The difficulty lies in the case where |𝛽| = 0 and |𝛽′| = 2,
since the integral kernel above is not integrable anymore. To navigate around that obstacle we
will show in analogy with [Ser95], that the first derivative of 𝐺1(𝑋, 𝑓) takes the form

𝐷𝑥 𝐺1(𝑋, 𝑓)(𝑥, 𝑟) =
∫︁
R𝑛

𝐷𝑥(∇(𝑎𝛤 ) (𝑋(𝑥, 𝑟) − 𝑋(𝑦, 𝑟))) (𝑓(𝑦, 𝑟) − 𝑓(𝑥, 𝑟)) |J𝑋|(𝑦, 𝑟) d𝑦 . (6.17)

In order to achieve this, we are going to show with 𝑍 := 𝑋(𝑥, 𝑟) − 𝑋(𝑦, 𝑟) and for any 𝜀 > 0∫︁
R𝑛

𝐷𝑥

[︀(︀
1 − 𝑎

(︀
𝑍
𝜀

)︀)︀
∇(𝑎𝛤 )(𝑍)

]︀
|J𝑋|(𝑦, 𝑟) d𝑦 = 0 , (6.18)
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as we will then have

𝐷𝑥 𝐺1(𝑋, 𝑓)(𝑥, 𝑟)

= lim
𝜀→0

∫︁
R𝑛

𝐷𝑥

[︀(︀
1 − 𝑎

(︀
𝑍
𝜀

)︀)︀
∇(𝑎𝛤 )(𝑍)

]︀
(𝑓(𝑦, 𝑟) − 𝑓(𝑥, 𝑟) + 𝑓(𝑥, 𝑟)) |J𝑋|(𝑦, 𝑟) d𝑦

= lim
𝜀→0

∫︁
R𝑛

𝐷𝑥

[︀(︀
1 − 𝑎

(︀
𝑍
𝜀

)︀)︀
∇(𝑎𝛤 )(𝑍)

]︀
(𝑓(𝑦, 𝑟) − 𝑓(𝑥, 𝑟)) |J𝑋|(𝑦, 𝑟) d𝑦 .

(6.19)

In fact, 𝐺1(𝑋, 𝑓) is the locally-uniform limit of

𝐺1,𝜀 :=
∫︁
R𝑛

(︀
1 − 𝑎

(︀
𝑍
𝜀

)︀)︀
∇(𝑎𝛤 )(𝑍) 𝑓(𝑦, 𝑟) |J𝑋|(𝑦, 𝑟) d𝑦,

whose derivative is

𝐷𝑥 𝐺1,𝜀 =
∫︁
R𝑛

𝐷𝑥

[︀(︀
1 − 𝑎

(︀
𝑍
𝜀

)︀)︀
∇(𝑎𝛤 )(𝑍)

]︀
𝑓(𝑦, 𝑟) |J𝑋|(𝑦, 𝑟) d𝑦,

because of the former computations. We show (6.18) : From Lemma 6.3 follows the existence of
𝑠 > 0 such that 𝑋𝜅 := Re 𝑋 + 𝜅Im 𝑋 fulfills ‖J𝑋𝜅 − I𝑛‖ < 𝛽 for any 𝜅 ∈ 𝑊 := {𝑧 ∈ C | |Re 𝑧| <
𝑠 ; |Im 𝑧| < 1 + 𝑠}. Also, 𝑋𝜅 is real valued and invertible in 𝑥 ∈ R𝑛 for 𝜅 ∈ 𝑊 ∩R. We further
set 𝑍𝜅 := 𝑋𝜅(𝑥, 𝑟) − 𝑋𝜅(𝑦, 𝑟) and obtain by a change of variables∫︁

R𝑛

𝐷𝑥

[︀(︀
1 − 𝑎

(︀
𝑍𝜅
𝜀

)︀)︀
∇(𝑎𝛤 )(𝑍𝜅)

]︀
|J𝑋𝜅|(𝑦, 𝑟) d𝑦

=
∫︁
R𝑛

𝐷𝑥

[︁(︁
1 − 𝑎

(︁
𝑥−𝑋𝜅(𝑦,𝑟)

𝜀

)︁)︁
∇(𝑎𝛤 )(𝑥 − 𝑋𝜅(𝑦, 𝑟))

]︁
J𝑋𝜅(𝑋−1

𝜅 (𝑥, 𝑟), 𝑟)⏟  ⏞  
=:ℎ(𝑥,𝑟)

|J𝑋𝜅|(𝑦, 𝑟) d𝑦

= ℎ(𝑥, 𝑟)
∫︁
R𝑛

𝐷𝑥

[︀(︀
1 − 𝑎

(︀𝑥−𝑦
𝜀

)︀)︀
∇(𝑎𝛤 )(𝑥 − 𝑦)

]︀
|J𝑋𝜅(𝑋−1

𝜅 (𝑦, 𝑟), 𝑟)||J𝑋−1
𝜅 (𝑦, 𝑟)|⏟  ⏞  

=1

d𝑦

= ℎ(𝑥, 𝑟)
∫︁
R𝑛

𝐷𝑦

[︀(︀
1 − 𝑎

(︀𝑦
𝜀

)︀)︀
∇(𝑎𝛤 )(𝑦)

]︀
d𝑦,

which is well defined (see properties of 𝑎). For 𝑅 > 0 one calculates
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ℎ(𝑅) :=
∫︁

𝑅>|𝑦|> 1
𝑅

𝐷𝑦

[︀(︀
1 − 𝑎

(︀𝑦
𝜀

)︀)︀
∇(𝑎𝛤 )(𝑦)

]︀
d𝑦

=
∫︁

|𝑦|=𝑅

[︀(︀
1 − 𝑎

(︀𝑦
𝜀

)︀)︀
∇(𝑎𝛤 )(𝑦)

]︀
· 𝑦𝑇

𝑅
d𝜎(𝑦)

−
∫︁

|𝑦|= 1
𝑅

[︀(︀
1 − 𝑎

(︀𝑦
𝜀

)︀)︀
∇(𝑎𝛤 )(𝑦)

]︀
· 𝑅𝑦𝑇 d𝜎(𝑦)

= 𝑅−1
∫︁

|𝑦|=1

(︁
1 − 𝑎

(︁
𝑅𝑦
𝜀

)︁)︁
[((∇𝑎)𝛤 + 𝑎∇𝛤 ) (𝑅𝑦)] · 𝑦𝑇 𝑅𝑛 d𝜎(𝑦)

− 𝑅−1
∫︁

|𝑦|=1

(︀
1 − 𝑎

(︀ 𝑦
𝑅𝜀

)︀)︀ [︀
((∇𝑎)𝛤 + 𝑎∇𝛤 )

(︀ 𝑦
𝑅

)︀]︀
· 𝑦𝑇 𝑅2−𝑛 d𝜎(𝑦)

= 𝐶𝑅−1
(︂∫︁

|𝑦|=1

(︀
1 − 𝑎

(︀
.
𝜀

)︀)︀ (︀
∇𝑎( . ) · 𝑅2𝑦𝑇 + 𝑎( . )𝑅𝑦 · 𝑦𝑇

)︀
(𝑅𝑦) d𝜎(𝑦)

−
∫︁

|𝑦|=1

[︁ (︀
1 − 𝑎

(︀
.
𝜀

)︀)︀
∇𝑎( . ) · 𝑦𝑇 +

(︀
1 − 𝑎

(︀
.
𝜀

)︀)︀
𝑎( . )𝑅𝑦 · 𝑦𝑇

]︁ (︀ 𝑦
𝑅

)︀
d𝜎(𝑦)

)︂
.

Because of the properties (6.8), (6.9) and (6.10) of 𝑎, the integrals in the last equation are
bounded for any 𝑅 > 0 and stay bounded as we pass to the limit 𝑅 → +∞, hence

lim
𝑅→+∞

ℎ(𝑅) = 0

and this yields on the one hand, since 𝑍𝜅 = Re 𝑍 + 𝜅Im 𝑍, that

𝐹 (𝜅) :=
∫︁
R𝑛

𝐷𝑥

[︀(︀
1 − 𝑎

(︀Re 𝑍+𝜅Im 𝑍
𝜀

)︀)︀
∇(𝑎𝛤 )(Re 𝑍 + 𝜅Im 𝑍)

]︀
|J𝑋𝜅|(𝑦, 𝑟) d𝑦 = 0

and on the other hand, that we can extend 𝐹 to 𝑊 := {𝑧 ∈ C | |Re 𝑧| < 𝑠 ; |Im 𝑧| < 1 + 𝑠}
(provided 𝑠 sufficiently small) to be a holomorphic function on 𝑊 . The above identity then holds
by analytic continuation for any 𝜅 ∈ 𝑊 , hence, (6.18) follows for 𝜅 = i.
Furthermore, the integrand of∫︁

R𝑛

𝐷𝑥

[︀(︀
1 − 𝑎

(︀
𝑍
𝜀

)︀)︀
∇(𝑎𝛤 )(𝑍)

]︀
(𝑓(𝑦, 𝑟) − 𝑓(𝑥, 𝑟))|J𝑋|(𝑦, 𝑟) d𝑦,

0 < 1 − 𝑎(𝑍/𝜀) < 1 and (𝜕𝑖𝑎)(𝑍/𝜀)(𝜕𝑖𝑋(𝑥, 𝑟)𝜀−1 ≤ 𝐶 < +∞ for all 𝑥 ̸= 𝑦, 𝜀 > 0, is bounded by

𝐶 ‖∇(𝑎𝛤 )(𝑍)‖ · 2 ‖𝑓‖∞ + ‖𝐷𝑥 [∇(𝑎𝛤 )(𝑍)] (𝑓(𝑦, 𝑟) − 𝑓(𝑥, 𝑟))‖ ,

49



6.2. Boundedness of the operator G

which belongs to 𝐿1
𝑦(R𝑛) since the properties of the function 𝑎 control the singularities of 𝛤 and

∇𝛤 . For instance, |𝛽′| = 2 and �̃� > 0 imply

|(𝑎𝐷𝛽′
𝛤 )(𝑍)(𝑓(𝑦, 𝑟) − 𝑓(𝑥, 𝑟))| ≤ 𝐶 ‖𝑓‖𝛼,𝑅 |𝑎(𝑍)| 1

‖𝑥 − 𝑦‖𝑛−𝛼

≤ 𝐶 ′
(︂
1𝐵�̃�(𝑥)(𝑦) 1

‖𝑥 − 𝑦‖𝑛−𝛼 + 1R𝑛∖𝐵�̃�(𝑥)(𝑦) 1
‖𝑥 − 𝑦‖𝑛+1

)︂
,

which is integrable in R𝑛 with respect to 𝑦. Here we also used the fact that 𝑓 ∈ 𝐶𝑚−1,𝛼(R𝑛)𝑅 =
𝐶0,𝛼(R𝑛)𝑅 and so

‖𝑓(𝑦, 𝑟) − 𝑓(𝑥, 𝑟)‖ ≤ ‖𝑓‖𝛼,𝑅 ‖𝑦 − 𝑥‖𝛼

with ‖𝑓‖𝛼,𝑅 = ‖𝑓‖𝐻(𝐷𝑅,𝐶𝛼(R𝑛)). The integrand is bounded uniformly in 𝜀 > 0, allowing the
application of the theorem of dominated convergence. Thus, we may calculate the limit 𝜀 → 0 in
(6.19) and deduce (6.17).
Next we will show the Hölder-continuity of the derivative of 𝐺1(𝑋, 𝑓) which is given by (6.17).
As mentioned before, the only case which was not yet shown is the case for the integrand

(𝑎𝐷𝛽′
𝛤 )(𝑍)(𝑓(𝑦, 𝑟) − 𝑓(𝑥, 𝑟))|J𝑋|(𝑦, 𝑟) , |𝛽′| = 2 .

We may set

𝑇 (𝑥, 𝑟) :=
∫︁
R𝑛

(𝑎 𝛤𝑖𝑗)(𝑋(𝑥, 𝑟) − 𝑋(𝑦, 𝑟))(𝑓(𝑥, 𝑟) − 𝑓(𝑦, 𝑟))|J𝑋|(𝑦, 𝑟) d𝑦

where we used the abbreviation 𝛤𝑖𝑗 for the term 𝜕𝑖𝜕𝑗𝛤 , 𝑖, 𝑗 = 1, . . . , 𝑛. Since the following
calculations are independent of 𝑖, 𝑗 ∈ {1, . . . , 𝑛} we will allow ourself to make a few more
abbreviations. We set

𝐾1 := (𝑎𝛤𝑖𝑗)(𝑋(𝑥1, 𝑟) − 𝑋(𝑦, 𝑟))|J𝑋|(𝑦, 𝑟),
𝐾2 := (𝑎𝛤𝑖𝑗)(𝑋(𝑥2, 𝑟) − 𝑋(𝑦, 𝑟))|J𝑋|(𝑦, 𝑟),
𝑓1 := 𝑓(𝑥1, 𝑟),
𝑓2 := 𝑓(𝑥2, 𝑟),
𝑓 := 𝑓(𝑦, 𝑟) .

Then we have for any 𝜌 > 0 ⃒⃒⃒⃒
⃒
∫︁
R𝑛∖𝐵𝜌(𝑥𝑙)

𝐾𝑙 d𝑦

⃒⃒⃒⃒
⃒ ≤ 𝐶, (6.20)

where 𝑙 = 1, 2 and 𝐶 > 0 is independent of 𝜌. This is shown below in following again [Ser95].
We express the kernel, in abbreviating 𝑍 := 𝑋(𝑥𝑙, 𝑟) − 𝑋(𝑦, 𝑟), as

(𝑎𝜕 𝑖𝜕 𝑗𝛤 )(𝑍) = 𝜕 𝑖(𝑎𝜕 𝑗𝛤 )(𝑍) − (𝜕 𝑖𝑎𝜕 𝑗𝛤 )(𝑍) .

The second term in the sum is integrable because of the properties of 𝑎. The first term we write
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as
𝜕 𝑖((1 − 𝑎 ( ./𝜌))𝑎𝜕 𝑗𝛤 )(𝑍) + 𝜕 𝑖(𝑎 ( ./𝜌) 𝑎𝜕 𝑗𝛤 )(𝑍) .

As in (6.18) the integral over R𝑛 of the first term in the last sum vanishes and, in writing∫︀
R𝑛∖𝐵𝜌(𝑥𝑙) =

∫︀
R𝑛 −

∫︀
𝐵𝜌(𝑥𝑙), we get∫︁

R𝑛∖𝐵𝜌(𝑥𝑙)

𝜕 𝑖(𝑎𝜕 𝑗𝛤 )(𝑍) d𝑦 = −
∫︁

𝐵𝜌(𝑥𝑙)

𝜕 𝑖((1 − 𝑎 ( ./𝜌))𝑎𝜕 𝑗𝛤 )(𝑍) +
∫︁

R𝑛∖𝐵𝜌(𝑥𝑙)

𝜕 𝑖(𝑎 ( ./𝜌) 𝑎𝜕 𝑗𝛤 )(𝑍) d𝑦 .

The bounds for 𝑎 ensure that the above integrals exist uniformly in 𝜌 and (6.20) follows from
the representation∫︁

R𝑛∖𝐵𝜌(𝑥𝑙)
𝐾𝑙 d𝑦 =

∫︁
R𝑛∖𝐵𝜌(𝑥𝑙)

𝜕 𝑖(𝑎𝜕 𝑗𝛤 )(𝑍) − (𝜕 𝑖𝑎𝜕 𝑗𝛤 )(𝑍) d𝑦

= −
∫︁

𝐵𝜌(𝑥𝑙)

𝜕 𝑖((1 − 𝑎 ( ./𝜌))𝑎𝜕 𝑗𝛤 )(𝑍) +
∫︁

R𝑛∖𝐵𝜌(𝑥𝑙)

𝜕 𝑖(𝑎 ( ./𝜌) 𝑎𝜕 𝑗𝛤 )(𝑍) d𝑦

−
∫︁
R𝑛∖𝐵𝜌(𝑥𝑙)

(𝜕 𝑖𝑎𝜕 𝑗𝛤 )(𝑍) d𝑦 .

We now fix
𝜌 := 2 ‖𝑥1 − 𝑥2‖

and may write

𝑇 (𝑥1, 𝑟) − 𝑇 (𝑥2, 𝑟)

=
∫︁
R𝑛

𝐾1[𝑓 − 𝑓1] − 𝐾2[𝑓 − 𝑓2] d𝑦

=
∫︁

𝐵𝜌(𝑥1)

𝐾1[𝑓 − 𝑓1] − 𝐾2[𝑓 − 𝑓2] d𝑦 +
∫︁

R𝑛∖𝐵𝜌(𝑥1)

𝐾1[𝑓 − 𝑓1] − 𝐾2[𝑓 − 𝑓2] ± 𝐾1 𝑓2 d𝑦

=
∫︁

𝐵𝜌(𝑥1)

𝐾1[𝑓 − 𝑓1] − 𝐾2[𝑓 − 𝑓2] d𝑦 +
∫︁

R𝑛∖𝐵𝜌(𝑥1)

𝐾1[𝑓2 − 𝑓1] + [𝐾1 − 𝐾2][𝑓 − 𝑓2] d𝑦

=
∫︁

𝐵𝜌(𝑥1)

𝐾1[𝑓 − 𝑓1] d𝑦

⏟  ⏞  
=:𝐼1

+
∫︁

𝐵𝜌(𝑥1)

𝐾2[𝑓 − 𝑓2] d𝑦

⏟  ⏞  
=:𝐼2

+
∫︁

R𝑛∖𝐵𝜌(𝑥1)

𝐾1[𝑓2 − 𝑓1] d𝑦

⏟  ⏞  
=:𝐼3

+
∫︁

R𝑛∖𝐵𝜌(𝑥1)

[𝐾1 − 𝐾2][𝑓 − 𝑓2] d𝑦

⏟  ⏞  
=:𝐼4

= 𝐼1 + 𝐼2 + 𝐼3 + 𝐼4 .
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The following estimations are, except for the third term, essentially the same as in the proof
of Theorem 5.1, we may therefore abridge those calculations. The needed estimates will be shown
for each term separately. For the first term we have

|𝐼1| ≤
∫︁

𝐵𝜌(𝑥1)
|𝐾1||𝑓 − 𝑓1| d𝑦 ≤ 𝐶1 ‖𝑓‖𝛼,𝑅

∫︁
𝐵𝜌(𝑥1)

‖𝑦 − 𝑥1‖−𝑛 ‖𝑦 − 𝑥1‖𝛼 d𝑦

= 𝐶2 ‖𝑓‖𝛼,𝑅

∫︁ 𝜌

0
𝜆𝛼−1 d𝜆 = 𝐶3 ‖𝑓‖𝛼,𝑅 𝜌𝛼

and for the second term

|𝐼2| ≤
∫︁

𝐵𝜌(𝑥1)
|𝐾2||𝑓 − 𝑓2| d𝑦 ≤ 𝐶1 ‖𝑓‖𝛼,𝑅

∫︁
𝐵𝜌(𝑥1)

‖𝑦 − 𝑥2‖−𝑛+𝛼 d𝑦

≤ 𝐶2 ‖𝑓‖𝛼,𝑅

∫︁ 3𝜌
2

0
𝜆𝛼−1 d𝜆 ≤ 𝐶3 ‖𝑓‖𝛼,𝑅 𝜌𝛼 .

In case of the third term there holds

|𝐼3| ≤ |𝑓2 − 𝑓1|

⃒⃒⃒⃒
⃒
∫︁
R𝑛∖𝐵𝜌(𝑥1)

𝐾1 d𝑦

⃒⃒⃒⃒
⃒ ≤ 𝐶1 ‖𝑓‖𝛼,𝑅 ‖𝑥1 − 𝑥2‖𝛼

⃒⃒⃒⃒
⃒
∫︁
R𝑛∖𝐵𝜌(𝑥1)

𝐾1 d𝑦

⃒⃒⃒⃒
⃒⏟  ⏞  

≤𝐶, (6.20)

≤ 𝐶2 ‖𝑓‖𝛼,𝑅 𝜌𝛼

and finally

|𝐼4| ≤
∫︁
R𝑛∖𝐵𝜌(𝑥1)

|𝐾1 − 𝐾2||𝑓 − 𝑓2| d𝑦

≤ ‖𝑓‖𝛼,𝑅

∫︁
R𝑛∖𝐵𝜌(𝑥1)

‖𝐷[(𝑎𝛤𝑖𝑗)(𝑋(𝑥3, 𝑟) − 𝑋(𝑦, 𝑟))]‖ ‖𝑥1 − 𝑥2‖ ‖𝑦 − 𝑥2‖𝛼 d𝑦,

with 𝑥3 = 𝑥1 + 𝜃(𝑥2 − 𝑥1), 𝜃 ∈ (0, 1)

≤ 𝐶1 ‖𝑓‖𝛼,𝑅 ‖𝑥1 − 𝑥2‖
∫︁
R𝑛∖𝐵𝜌(𝑥1)

‖𝑦 − 𝑥2‖𝛼

‖𝑦 − 𝑥3‖𝑛+1 d𝑦,

since ‖𝑦 − 𝑥2‖ ≤ 2 ‖𝑦 − 𝑥1‖ and ‖𝑦 − 𝑥3‖ ≥ 1/2 ‖𝑦 − 𝑥1‖

≤ 𝐶2 ‖𝑓‖𝛼,𝑅 ‖𝑥1 − 𝑥2‖
∫︁
R𝑛∖𝐵𝜌(𝑥1)

‖𝑦 − 𝑥1‖𝛼

‖𝑦 − 𝑥1‖𝑛+1 d𝑦

= 𝐶3 ‖𝑓‖𝛼,𝑅 ‖𝑥1 − 𝑥2‖
+∞∫︁
𝜌

𝜆−2+𝛼 d𝜆 = 𝐶4 ‖𝑓‖𝛼,𝑅 𝜌𝛼 .
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We thereby deduce

|𝑇 (𝑥1, 𝑟) − 𝑇 (𝑥2, 𝑟)| ≤ 𝐶 ′ ‖𝑓‖𝛼,𝑅 𝜌𝛼 ≤ 𝐶 ‖𝑓‖𝛼,𝑅 ‖𝑥1 − 𝑥2‖𝛼 .

In summary, we have shown that 𝐺1(𝑋, 𝑓) ∈ 𝐻(𝐷𝑅, 𝐶1(R𝑛)) and for any fixed 𝑟 ∈ 𝐷𝑅

[𝐷𝑥 𝐺1(𝑋, 𝑓)( . , 𝑟)]𝛼

=
[︂∫︁
R𝑛

𝐷𝑥(∇(𝑎𝛤 ) (𝑋( . , 𝑟) − 𝑋(𝑦, 𝑟))) (𝑓(𝑦, 𝑟) − 𝑓( . , 𝑟)) |J𝑋|(𝑦, 𝑟) d𝑦

]︂
𝛼

≤
⃦⃦⃦⃦∫︁
R𝑛

(∇ · ∇𝑇 (𝑎𝛤 ) (𝑋( . , 𝑟) − 𝑋(𝑦, 𝑟))) (𝑓(𝑦, 𝑟) − 𝑓( . , 𝑟)) |J𝑋|(𝑦, 𝑟) d𝑦

⃦⃦⃦⃦
𝛼

· ‖J𝑋( . , 𝑟)‖𝛼

≤ 𝐶(𝑀) ‖𝑓‖𝛼,𝑅 .

Hence,
‖𝐺1(𝑋, 𝑓)‖𝐻(𝐷𝑅,𝐶1,𝛼(R𝑛)𝑛) ≤ 𝐶(𝑀) ‖𝑓‖𝐻(𝐷𝑅,𝐶0,𝛼(R𝑛)) . (6.21)

The integrands of

𝐺1(𝑋, 𝑓)(𝑥, 𝑟) , 𝐷𝑥𝐺1(𝑋, 𝑓)(𝑥, 𝑟) and 𝐷𝑥𝐺1(𝑋, 𝑓)(𝑥, 𝑟) − 𝐷𝑥𝐺1(𝑋, 𝑓)(𝑥′, 𝑟)
‖𝑥 − 𝑥′‖𝛼

are holomorphic for fixed 𝑥, 𝑥′ ∈ R𝑛, 𝑥 ̸= 𝑥′. Hence the assertion 𝐺1(𝑋, 𝑓) ∈ 𝐻(𝐷𝑅, 𝐶𝑚,𝛼(R𝑛)𝑛),
here 𝑚 = 1, is fulfilled in reasoning in the same way as for 𝐺2(𝑋, 𝑔).
We finally switch to the general case 𝑚 ∈ N and argue first with 𝑋𝜅 = Re 𝑋 + 𝜅Im 𝑋. As before,
𝑋𝜅 is invertible for 𝜅 ∈ 𝑊 ∩R, 𝑊 = {𝑧 ∈ C | |Re 𝑧| < 𝑠; |Im 𝑧| < 1 + 𝑠}, 𝑠 > 0 sufficiently small,
and we may write in abbreviating 𝑋𝜅(𝑥, 𝑟) = 𝑋𝜅(𝑥)

𝐺1(𝑋𝜅, 𝑓)(𝑋−1
𝜅 (𝑥), 𝑟) =

∫︁
R𝑛

∇(𝑎𝛤 )(𝑥 − 𝑋𝜅(𝑦)) 𝑓(𝑦, 𝑟) |J𝑋𝜅|(𝑦) d𝑦

=
∫︁
R𝑛

∇(𝑎𝛤 )(𝑥 − 𝑦) 𝑓(𝑋−1
𝜅 (𝑦), 𝑟) |J𝑋𝜅(𝑦)||J𝑋𝜅(𝑋−1

𝜅 (𝑦))|⏟  ⏞  
=1

d𝑦

=
∫︁
R𝑛

∇(𝑎𝛤 )(𝑦) 𝑓(𝑋−1
𝜅 (𝑥 − 𝑦), 𝑟) d𝑦 .

One obtains

𝐺1(𝑋𝜅, 𝑓)(𝑥, 𝑟) = 𝐺1(𝑋𝜅, 𝑓)(𝑋−1
𝜅 (𝑋𝜅(𝑥)), 𝑟)

=
∫︁
R𝑛

∇(𝑎𝛤 )(𝑦) 𝑓(𝑋−1
𝜅 (𝑋𝜅(𝑥) − 𝑦), 𝑟) d𝑦

and so

𝐷𝑥[𝐺1(𝑋𝜅, 𝑓)(𝑥, 𝑟)] =
∫︁
R𝑛

∇(𝑎𝛤 )(𝑦) 𝐷𝑥[𝑓(𝑋−1
𝜅 (𝑋𝜅(𝑥) − 𝑦), 𝑟)] d𝑦
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=
∫︁
R𝑛

∇(𝑎𝛤 )(𝑦) · (∇𝑓)⊤(𝑋−1
𝜅 (𝑋𝜅(𝑥) − 𝑦), 𝑟) ·

(︀
J𝑋−1

𝜅 (𝑋𝜅(𝑥) − 𝑦) · J𝑋𝜅(𝑥)
)︀

d𝑦 .

For 𝜇 ∈ N𝑛
0 with |𝜇| ≤ 𝑚 − 2 one verifies that after an execution of 𝐷𝜇 and a subsequent change

of variables 𝑦 ↦→ 𝑋𝜅(𝑥) − 𝑦 and 𝑦 ↦→ 𝑋−1
𝜅 (𝑦) it holds that

𝐷𝜇𝐷𝑥𝐺1(𝑋𝜅, 𝑓)(𝑥, 𝑟) = 𝐺1(𝑋𝜅, 𝑃 )(𝑥, 𝑟),

where 𝑃 is a polynomial depending on the following entries

𝑃 = 𝑃

(︂(︀
𝐷�̃�J𝑋𝜅(𝑥)

)︀
|�̃�|≤|𝜇| ,

(︁
𝐷𝑙

𝑥𝑓(𝑥)
)︁

𝑙≤𝑚−1
,
(︀
𝐷�̄�J𝑋−1

𝜅 (𝑋𝜅(𝑥))
)︀

|�̄�|≤|𝜇|

)︂
.

The last entry may be rewritten as

𝐷�̄�J𝑋−1
𝜅 (𝑋𝜅(𝑥)) = 𝐷�̄�(J𝑋𝜅)−1(𝑥) = 𝐷�̄�[cof (J𝑋𝜅)⊤|J𝑋𝜅|−1](𝑥) .

which implies

𝑃 = 𝑃

(︂(︀
𝐷�̃�J𝑋𝜅(𝑥)

)︀
|�̃�|≤|𝜇| ,

(︁
𝐷𝑙

𝑥𝑓(𝑥)
)︁

𝑙≤𝑚−1
,
(︁

𝐷�̄�[cof (J𝑋𝜅)⊤|J𝑋𝜅|−1](𝑥)
)︁

|�̄�|≤|𝜇|

)︂
.

We can now proceed with an analytic continuation of 𝑋𝜅 = Re 𝑋 + 𝜅Im 𝑋 and set 𝜅 = i,
yielding 𝑋𝜅 = 𝑋i = 𝑋. Note that this can be done since |J𝑋𝜅|(𝑥, 𝑟) ̸= 0 for all 𝜅 ∈ 𝑊 and any
(𝑥, 𝑟) ∈ R𝑛 × 𝐷𝑅, which has been proved in Lemma 6.3. The assumptions made on 𝑓 and 𝑋
imply 𝑃 ∈ 𝐻(𝐷𝑅, 𝐶0,𝛼(R𝑛)𝑛×𝑛). Thus, under consideration of (6.21) we have

‖𝐺1(𝑋, 𝑃 )‖𝐻(𝐷𝑅,𝐶1,𝛼(R𝑛)𝑛×𝑛) ≤ 𝐶 ‖𝑃‖𝐻(𝐷𝑅,𝐶0,𝛼(R𝑛)𝑛×𝑛)

≤ 𝐶 ‖𝑓‖𝐻(𝐷𝑅,𝐶𝑚−1,𝛼(R𝑛)) ,

where 𝐶 and 𝐶 depend only on 𝑀 . But that means, since 𝐺1(𝑋, 𝑃 ) = 𝐷𝜇𝐷𝑥𝐺1(𝑋, 𝑓) with
𝜇 ∈ N𝑛

0 and |𝜇| ≤ 𝑚 − 2, that 𝐺1(𝑋, 𝑓) is a member of 𝐶𝑚,𝛼(R𝑛)𝑛 and fulfills the claimed
inequality.
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Lemma 6.5. The operator 𝐺 is a bounded map from 𝐻(𝐷𝑅, 𝛺) into 𝐻(𝐷𝑅, 𝐶𝑚,𝛼(R𝑛;C𝑛)).
There exists a constant 𝐶 ′ = 𝐶 ′(𝑀) such that

‖𝐺(𝑋, 𝑌 )‖𝐻(𝐷𝑅,𝐶𝑚,𝛼(R𝑛)𝑛) ≤ 𝐶 ′ . (6.22)

Proof. In fact, if we choose, for (𝑋, 𝑌 ) ∈ 𝛺𝑅, (𝑦, 𝑟) ∈ R𝑛 × 𝐷𝑅 and 𝑖, 𝑗 ∈ {1, . . . , 𝑛},

𝑓(𝑦, 𝑟) = Tr
(︀
J𝑌 · cof (J𝑋)⊤

)︀2(𝑦, 𝑟)
𝑔𝑖𝑗(𝑦, 𝑟) = (𝑌𝑖𝑌𝑗)(𝑦, 𝑟)|J𝑋|(𝑦, 𝑟)

then the requirements for Lemma 6.4 are fulfilled by the definition of 𝛺𝑅 and since 𝐺 may be
written as the sum

𝐺(𝑋, 𝑌 )(𝑥, 𝑟) = 𝐺1(𝑋, 𝑓)(𝑥, 𝑟) +
∑︁
𝑖,𝑗

𝐺2(𝑋, 𝑔𝑖𝑗) (𝑥, 𝑟),

it is well defined on 𝛺𝑅 and a bounded member of 𝐻(𝐷𝑅, 𝐶𝑚,𝛼(R𝑛;C𝑛)) because of Lemma 6.4.
The norm of (𝑋, 𝑌 ) ∈ 𝛺𝑅 is bounded by 𝑀 and 𝑓, 𝑔𝑖,𝑗 depend only on (𝑋, 𝑌 ), hence 𝑓 and 𝑔𝑖,𝑗 are
bounded by a constant depending only on 𝑀 . Therefore the norm of 𝐺 in 𝐻(𝐷𝑅, 𝐶𝑚,𝛼(R𝑛;C𝑛))
is bounded by 𝐶 ′ = 𝐶 ′(𝑀).

6.3. Unique solution of the complex ODE
We have finally collected all the necessary results which concern the operator 𝐺 and we may now
formulate and prove the key theorem. We recall the definition of the needed Banach spaces. As
before we define for 𝑅 > 0, 𝑀 > 0, and 0 < 𝛽 < 1/2

𝐸 := 𝐸1 × 𝐸2 (6.23)

with

𝐸1 := {𝑓 ∈ L∞((1 + ‖𝑥‖)−1,R𝑛;C𝑛) | J𝑓 ∈ 𝐶 𝑚−1,𝛼(R𝑛,C𝑛×𝑛)},

𝐸2 := 𝐶𝑚,𝛼(R𝑛,C𝑛)

as well as

𝛺 := {(𝑋, 𝑌 ) ∈ 𝐸 | ‖J𝑋 − I𝑛‖∞ < 𝛽 ; ‖(𝑋, 𝑌 )‖𝐸 < 𝑀}

and

𝐸𝑅 := 𝐻(𝐷𝑅, 𝐸) , 𝛺𝑅 := 𝐻(𝐷𝑅, 𝛺) .
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Theorem 6.1. Let 𝑢0 ∈ 𝐶𝑚,𝛼(R𝑛). Then there exists 𝑇 > 0 such that the ordinary differential
equation, obtained in section 6.1,

�̂� ′′(𝜏) = 𝐺(�̂�, �̂� ′)(𝜏)
(�̂�, �̂� ′)(0) = (𝐼𝑑, 𝑢0),

(6.24)

admits a unique solution in 𝐻(𝐷𝑇 , 𝐸1). In (6.24), the right hand side is defined for (𝑋, 𝑌 ) ∈ 𝛺𝑅,
𝑅 > 0, and (𝑥, 𝑟) ∈ R𝑛 × 𝐷𝑅 as

𝐺(𝑋, 𝑌 )(𝑥, 𝑟) =
∫︁
R𝑛

∇(𝑎𝛤 )(𝑋(𝑥, 𝑟) − 𝑋(𝑦, 𝑟)) Tr
(︀
J𝑌 · cof (J𝑋)⊤

)︀2(𝑦, 𝑟)|J𝑋|(𝑦, 𝑟) d𝑦

+
∑︁
𝑖,𝑗

∫︁
R𝑛

𝜕𝑖𝜕𝑗∇((1 − 𝑎)𝛤 )(𝑋(𝑥, 𝑟) − 𝑋(𝑦, 𝑟))(𝑌𝑖𝑌𝑗)(𝑦, 𝑟)|J𝑋|(𝑦, 𝑟) d𝑦 .

Proof. The ODE is autonomous and of second order, it may therefore be equivalently transformed
into a differential-algebraic equation, namely

𝑍 ′(𝜏) = 𝐾(𝑍(𝜏)) with 𝑍 =
(︂

𝑍1
𝑍2

)︂
and 𝐾(𝑍) =

(︂
𝑍2

𝐺(𝑍1, 𝑍2)

)︂
𝑍(0) = (𝐼𝑑, 𝑢0),

(6.25)

which we are going to solve in 𝐸𝑅. We verify at first that 𝑍0 = 𝑍(0) is an element of 𝛺. For
𝑀 > 0 sufficiently large in the definition of 𝛺, it holds that

⃦⃦
𝑍0⃦⃦

𝐸
=
⃦⃦⃦⃦

𝐼𝑑( . )
1 + ‖ . ‖

⃦⃦⃦⃦
𝐿∞

+ ‖I𝑛‖𝐶𝑚−1,𝛼 + ‖𝑢0‖𝐶𝑚,𝛼 < 𝑀,

where ‖𝑢0‖𝐶𝑚,𝛼 is bounded since 𝑢0 is a member of 𝐶𝑚,𝛼(R𝑛;R𝑛) and J𝐼𝑑 = I𝑛 is a constant
map in 𝐻(𝐷𝑅, 𝐶𝑚−1,𝛼(R𝑛;C𝑛×𝑛)). Additionally,⃦⃦⃦⃦

𝐼𝑑( . )
1 + ‖ . ‖

⃦⃦⃦⃦
𝐿∞

= 1 and ‖I𝑛 − I𝑛‖∞ = 0 < 𝛽 .

Hence, for 𝑀 chosen big enough, the norm requirements of 𝛺 are fulfilled by 𝑍0. Also, 𝐾(𝑍) is
a member of 𝐸 for any 𝑍 = (𝑍1, 𝑍2) ∈ 𝛺, because 𝐺(𝑍) belongs to 𝐶𝑚,𝛼(R𝑛;C𝑛) by Lemma 6.5
and 𝑍2 is likewise a member of 𝐶𝑚,𝛼(R𝑛;C𝑛). 𝑍2 is therefore bounded which yields⃦⃦⃦⃦

𝑍2( . )
1 + ‖ . ‖

⃦⃦⃦⃦
∞

= ‖𝑍2‖∞ < +∞ as well as ‖J𝑍2‖𝐶𝑚−1,𝛼 < +∞ .

So, (𝑍2, 𝐺(𝑍1, 𝑍2))⊤ is norm-bounded in 𝐸, hence 𝐾(𝑍) is a member of 𝐸 for any 𝑍 ∈ 𝛺.
Choose 𝑀 > 0 such that the above properties are satisfied and that for any 0 < 𝑟 < dist(𝑍0, 𝜕𝛺)
there holds

𝐵𝑟(𝑍0) ⊂ 𝛺 .
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In order to apply the Cauchy-Lipschitz existence Theorem (4.6), we need to show that 𝐾 is
bounded, locally Lipschitz-continuous in 𝛺 and 𝐾(𝛺𝑅) ⊂ 𝐸𝑅 for any 𝑅 > 0. The boundedness
follows directly from the definition of 𝛺 and Lemma 6.5. Holomorphy is also a consequence
of Lemma 6.5 and the definition of 𝛺𝑅. The operator 𝐾 now fulfills the assumptions of Theorem 4.5
and is therefore locally Lipschitz-continuous. Thus, the requirements for the Cauchy-Lipschitz
existence Theorem are matched and in setting

𝑇 := 𝑟

‖𝐾‖∞
,

where ‖𝐾‖∞ denotes the bound of 𝐾, we obtain a unique solution 𝑍 ∈ 𝐻(𝐷𝑇 , 𝐸) of (6.25) which
yields a unique solution of (6.24) in the space 𝐻(𝐷𝑇 , 𝐸1).
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7. Proof of the main theorem

7.1. Time-analytic trajectories
In this section we want to give the proof of our main theorem (3.1). Let 𝑢 ∈ 𝐶𝑏([0, 𝑇 ); 𝐶𝑚,𝛼(R𝑛;R𝑛))
solve the Euler equations for some 𝑇 > 0 with 𝑢( . , 0) = 𝑢0 ∈ 𝐶𝑚,𝛼(R𝑛;R𝑛), 𝑚 ≥ 1. The particle
trajectories 𝑋, i.e. the solution of

𝑋𝑡(𝑥, 𝑡) = 𝑢(𝑋(𝑥, 𝑡), 𝑡) with 𝑋(𝑥, 0) = 𝑥 (U)

is unique in 𝐶2([0, 𝑇 ); 𝐹1), where

𝐹1 :=
{︀

𝑓 ∈ L∞ (︀(1 + ‖𝑥‖)−1,R𝑛;R𝑛
)︀

| J𝑓 ∈ 𝐶 𝑚−1,𝛼(R𝑛;R𝑛×𝑛)
}︀

.

Then local time-analyticity of 𝑋 is the claim of our main theorem (3.1).

Proof of the main theorem. The vector field 𝑋 exists because of the properties of 𝑢 and solves (U)
uniquely. As shown in section 5.2, a differentiation of the above equation yields that 𝑋 also
solves

𝑋𝑡𝑡(𝑥, 𝑡) = −(∇𝑝)(𝑋(𝑥, 𝑡), 𝑡) , (𝑋, 𝑋𝑡)(𝑥, 0) = (𝑥, 𝑢0(𝑥)) (7.1)

for (𝑥, 𝑡) ∈ R𝑛 × [0, 𝑇 ). If 𝐸1 is the space defined in (6.23), then Theorem 6.1 assures that 𝑇 > 0
exists such that the complex ODE

�̂� ′′(𝜏) = 𝐺(�̂�, �̂� ′)(𝜏) , (�̂�, �̂� ′)(0) = (𝐼𝑑, 𝑢0) (7.2)

admits a unique solution in 𝐻(𝐷𝑇 , 𝐸1). 𝐺 is the well defined and bounded map 𝐻(𝐷𝑅, 𝛺) →
𝐻(𝐷𝑅, 𝐶𝑚,𝛼(R𝑛;C𝑛)), 𝑅 > 0, given by (6.25). The solution to (7.2) is obtained in solving

𝑍 ′(𝜏) = (𝑍2(𝜏), 𝐺(𝑍)(𝜏)) , 𝑍(0) = 𝑍0 = (𝐼𝑑, 𝑢0),

𝑍 = (𝑍1, 𝑍2) ∈ 𝛺, which is the limit of the Picard iteration which corresponds to the integral
equation (IE) in the proof of the Cauchy Lipschitz existence theorem 4.6. This iteration is given
by

𝑍𝑘+1(𝜏) = 𝑍0 +
𝜏∫︁

0

(𝑍𝑘
2 (𝜔), 𝐺(𝑍𝑘)(𝜔)) d𝜔 , 𝑘 ∈ N0 .

For 𝑡 ∈ (−𝑇 , 𝑇 ) the integral can be taken over the real line segment [0, 𝑡] (resp. [𝑡, 0]) and
therefore,

𝑍1(𝑡) = (𝐼𝑑, 𝑢0) +
𝑡∫︁

0

(𝐼𝑑(𝑠), 𝐺(𝐼𝑑, 𝑢0)(𝑠)) d𝑠
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is real valued, since, for 𝑠 ∈ [0, 𝑡], (𝐼𝑑, 𝑢0)(𝑠) = (𝐼𝑑, 𝑢0) and 𝐺(𝐼𝑑, 𝑢0) is real valued. This implies
inductively that, for any 𝑘 ∈ N, 𝑍𝑘 is real valued. Hence, the solution to (7.2) takes real values
for 𝑡 ∈ (−𝑇 , 𝑇 ). Consequently, �̂� must be an analytic function from (−𝑇 , 𝑇 ) to 𝐹1. Also, �̂�𝑡( . , 𝑡)
is a member of 𝐶𝑚,𝛼(R𝑛;R𝑛) and an integration over [0, 𝑡] (resp. [𝑡, 0]) yields

(�̂� − 𝐼𝑑)( . , 𝑡) ∈ 𝐶𝑚,𝛼(R𝑛;R𝑛)

for 𝑡 ∈ (−𝑇 , 𝑇 ). Furthermore, we claim that there exists 𝑇 > 0 such that the PDE (5.20), namely

�̃�𝑡𝑡(𝑥, 𝑡) = �̃�(�̃�, �̃�𝑡)(𝑥, 𝑡),
(�̃�, �̃�𝑡)(0) = (𝐼𝑑, 𝑢0)

admits a unique solution in
𝐶2 (︀(−𝑇 , 𝑇 ); 𝐹1

)︀
.

We therefore consider the ODE

�̃� ′′(𝑡) = �̃�(�̃�, �̃� ′)(𝑡),
(�̃�, �̃� ′)(0) = (𝐼𝑑, 𝑢0) .

(7.3)

We set
𝐹 = 𝐹1 × 𝐶𝑚,𝛼(R𝑛;R𝑛) .

𝐹 is the subspace of real valued functions in the Banach space 𝐸 given in (6.23). Furthermore,
we set

𝑂 := {(𝑋, 𝑌 ) ∈ 𝐹 | ‖J𝑋 − I𝑛‖∞ < 𝛽 ; ‖(𝑋, 𝑌 )‖𝐸 < 𝑀} ⊂ 𝛺,

such that 𝑂 is an open, bounded and convex subset of 𝐹 . Now �̃� equals 𝐺 on 𝐹 and the
same calculations as in the proof of Lemma 6.4 yield the following fact. �̃� maps 𝐶((−𝑅, 𝑅); 𝑂)
to 𝐶((−𝑅, 𝑅); 𝐶𝑚,𝛼(R𝑛;R𝑛)), 𝑅 > 0. The proof is equal to that of Lemma 6.4, only that
the holomorphy requirement is replaced by continuity. Furthermore, �̃� is locally Lipschitz-
continuous on 𝑂 because it is the restriction of 𝐺 to 𝑂 ⊂ 𝛺 and 𝐺 is locally Lipschitz-continuous
on 𝛺. Following the same argumentation as in the proof of Theorem 6.1, in applying the
Cauchy-Lipschitz existence theorem in its real version, one obtains the existence of 𝑇 > 0 such
that

�̃� ∈ 𝐶2((−𝑇 , 𝑇 ), 𝐹1)

uniquely solves equation (7.3). In conclusion, the formerly found analytic function �̂� must equal
�̃� on the interval (−𝑇 *, 𝑇 *), where 𝑇 * = min{𝑇 , 𝑇}, because they both satisfy (7.3). If 𝑋 is the
unique solution to the characteristic equation (U), then it satisfies as a function in 𝐶2([0, 𝑇 *); 𝐹1)
also the ODE (7.3) since �̃�(𝑋, 𝑋𝑡)(𝑡) equals −∇𝑝(𝑋(𝑡), 𝑡) which has been discussed in section 5.2.
Hence, 𝑋 is the restriction of �̂� to [0, 𝑇 *) and so, 𝑋 may be analytically continued to (−𝑇 *, 𝑇 *).
Hence, analyticity in a neighborhood of 𝑡0 = 0 holds for the particle trajectories. Subsequently,
we may choose any 𝑡0 ∈ [0, 𝑇 ) and set

𝑢*(𝑥, 𝑡) := 𝑢(𝑥, 𝑡 − 𝑡0)

59



7.2. Final remarks

for 𝑡 ∈ (𝑡0 − 𝑠, 𝑡0 + 𝑠) ⊂ [0, 𝑇 ) with 𝑠 > 0 small enough. Then we have 𝑢*( . , 𝑡0) = 𝑢*
0 ∈

𝐶𝑚,𝛼(R𝑛;R𝑛), div 𝑢* = 0 and 𝑋(𝑥, 𝑡 − 𝑡0) solves the characteristic equation of 𝑢*. The same
line of reasoning yields that there exists a neighborhood of 𝑡0 in which the characteristic curves
of 𝑢* are analytic. Thus, 𝑋 is locally analytic in time.

7.2. Final remarks
The approach of this thesis is slightly different to that of P.Serfati in [Ser95]. We depart directly
from a solution of (E) which is in 𝐶𝑏([0, 𝑇 ); 𝐶𝑚,𝛼(R𝑛;R𝑛)) and show that the corresponding
particle trajectories are locally analytic in time. The proof in the cited paper assumes that
𝑢 ∈ 𝐶([0, 𝑇 ′); 𝑊 1,∞(R𝑛;R𝑛)), 𝑇 ′ > 0, solves the Euler equations. Incompressibility is invoked in
order to obtain the operator �̃� in setting |J𝑋| = 1 and one derives the complex ODE (7.1). Then
it is additionally shown that div 𝑢0 = 0 implies that the solution �̂� to (7.1) admits |J �̂�| = 1.
Subsequently, one obtains an existence and uniqueness result for the Euler equations in setting

𝑢(𝑥, 𝑡) = �̂�𝑡(�̂�−1(𝑥, 𝑡), 𝑡)

with locally time-analytic particle trajectories �̂�. It holds 𝑢( . , 𝑡) ∈ 𝐶𝑚,𝛼(R𝑛;R𝑛) for 𝑡 ∈
(−𝑇 *, 𝑇 *), 𝑇 * > 0. This solution (𝑢, 𝑝), where 𝑝 is associated by (5.6) with ℎ𝑖,𝑗 := 𝑢𝑖𝑢𝑗 , is unique
in

𝐿∞
𝑙𝑜𝑐

(︀
(−𝑇 *, 𝑇 *); 𝐶1,𝛼(R𝑛;R𝑛) × 𝑁

)︀
,

where
𝑁 :=

{︂
𝑞 ∈ 𝐶(R𝑛)

⃒⃒⃒
lim

‖𝑥‖→∞

𝑞(𝑥)
‖𝑥‖

= 0 , 𝑞(0) = 𝑐

}︂
with 𝑐 ∈ R. A slightly differing version of this result is obtained alternatively by J.-Y. Che-
min [Che98], which served as a starting point for our approach.
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List of symbols

List of symbols

Notation Description
N;N0 set of natural numbers beginning from 1; resp. 0
R;R+;R0

+ set of real numbers; resp. real positive numbers; resp. real non-
negative numbers

𝐸, 𝐹 ; 𝐸′, 𝐹 ′ complex Banach spaces; resp. their dual spaces, i.e. 𝐸′ = {𝜙 |
𝜙 is a bounded, linear map 𝐸 → C}

𝛺; 𝛺; 𝜕𝛺 open subset of a Banach space; resp. closure of 𝛺 ; resp. boundary
of 𝛺

𝐵𝑅 = 𝐵𝑅(0); 𝐵*
𝑅 open ball in R𝑛 around 0 with radius 𝑅 > 0; resp. without 0:

𝐵*
𝑅 = 𝐵𝑅 ∖ {0}

𝐷𝑅, 𝐷r complex disc around 0 ∈ C with radius 𝑅 > 0; resp. polydisc
around 0 in C𝑛 with multi-radius r ∈ R𝑛

+
𝐶(𝐸; 𝐹 ) continuous maps 𝐸 → 𝐹
𝐶𝑚(R𝑛); 𝐶𝑚,𝛼(R𝑛) with 𝑚 ∈ N0 and 𝛼 ∈ (0, 1) ; 𝑚-times continuously differentiable

, complex valued scalar fields R𝑛 → C; resp. whose 𝑚-th order
derivative is bounded and 𝛼-Hölder continuous, see chapter 2 for a
complete definition

𝐶∞
0 (R𝑛) infinitely often differentiable scalar fields with compact support

𝐷′(R𝑛) dual space of 𝐶∞
0 (R𝑛) - space of test functions

𝐶𝑏(R𝑛), 𝐶𝑚
𝑏 (R𝑛) space of bounded, continuous scalar fields, resp. whose derivatives

up to the 𝑚-th order exist and are continuous and bounded
𝐷𝑥; ∇; J total derivative with respect to the variable 𝑥 ∈ R𝑛; resp. nabla

operator; resp. symbol for the Jacobi matrix
cof (J𝑋)⊤; |J𝑋| transposed cofactor matrix of J𝑋; resp. Jacobi-determinant of a

vector field 𝑋
𝜕𝑥𝑖 = 𝜕𝑖; 𝐷𝜇 partial derivative with respect to the variable 𝑥𝑖 ; resp. partial

derivatives in multi-index notation, i.e. for 𝜇 ∈ N𝑛
0 is 𝐷𝜇 =

𝜕𝜇1
𝑥1 𝜕𝜇2

𝑥2 . . . 𝜕𝜇𝑛
𝑥𝑛

1𝛺 real valued characteristic function on 𝛺 i.e. 1𝛺(𝑥) = 1 if 𝑥 ∈ 𝛺,
1𝛺(𝑥) = 0 if 𝑥 /∈ 𝛺

𝐿∞(R𝑛); 𝐿1(R𝑛) Lebesgue space of essentially bounded, complex valued functions on
R𝑛; resp. Lebesgue space of complex valued, integrable functions
on R𝑛, more precisely explained in chapter 2

𝐿1
𝑦(R𝑛); 𝐿1

𝑙𝑜𝑐(R𝑛) 𝐿1(R𝑛) with respect to the variable 𝑦 ∈ R𝑛; resp. locally integrable
functions on R𝑛

𝐿∞(𝑞(𝑥),R𝑛) functions which are essentially bounded if multiplied by 𝑞(𝑥)
𝑊 𝑚,𝑝(R𝑛) Sobolev space on R𝑛, i.e. complex valued functions whose weak

derivatives up to the order of 𝑚 ∈ N0 are members of 𝐿𝑝(R𝑛), 𝑝 ∈
[0, ∞]
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List of symbols

Notation Description
𝐻(𝐷r , 𝛺) = 𝛺r maps 𝐷r → 𝛺 which are holomorphic in 𝐷r and continuous on

𝐷r , r ∈ R𝑛
+, see section 4.1.

ℒ𝑛(𝐸; 𝐹 ) 𝑛-linear maps 𝐸 → 𝐹
dist(𝑎, 𝜕𝛺) distance between 𝑎 and 𝜕𝛺, 𝛺 ⊂ 𝐸 bounded, i.e. inf{‖𝑎 − 𝑥‖ |

𝑥 ∈ 𝜕𝛺}
Tr (𝐴); det 𝐴 = |𝐴| trace , resp. determinant of a matrix 𝐴
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A. Used theorems

This section is to state a list of important theorems and facts which have been used throughout
this work. All of these assertions are well known and therefore no proof will be given here. For
each theorem the referenced book will provide further information.

Lemma A.1 (Consequence of Hahn-Banach Theorem). [Wer11, p. 98] Let 𝑉 be a normed space,
then for any 𝑣 ∈ 𝑉 ∖ {0} there exists a functional 𝑣′ ∈ 𝑉 ′ such that⃦⃦

𝑣′⃦⃦ = 1 and 𝑣′(𝑣) = ‖𝑣‖ .

Hence, for 𝑣1, 𝑣2 ∈ 𝑉 with 𝑣1 ̸= 𝑣2 there exists 𝑣′ ∈ 𝑉 ′ such that 𝑣′(𝑣1) ̸= 𝑣′(𝑣2).

Theorem A.1 (Fubini’s Theorem). [Kön04, p. 289] Let 𝑓 ∈ 𝐿1(R𝑛 × R𝑚), where 𝑛, 𝑚 ∈ N,
then 𝑦 ↦→ 𝑓(𝑥, 𝑦) is a member of 𝐿1(R𝑚) and∫︁

R𝑛×R𝑚

𝑓(𝑥, 𝑦) d(𝑥, 𝑦) =
∫︁
R𝑛

(︂∫︁
R𝑚

𝑓(𝑥, 𝑦) d𝑥

)︂
d𝑦 .

Theorem A.2 (Lebesgue’s Theorem of dominated convergence). [Kön04, p. 278] Assume a
sequence (𝑓𝑘) ⊂ 𝐿1(R𝑛). If there exists a measurable function 𝑓 and an integrable function
𝑔 ∈ 𝐿1(R𝑛) such that

𝑓𝑘 → 𝑓 ,a.e. as 𝑘 → ∞,

|𝑓𝑘| ≤ 𝑔 ,a.e. ∀𝑘 ∈ N,

then 𝑓 ∈ 𝐿1(R𝑛) and ∫︁
R𝑛

𝑓𝑘(𝑥) d𝑥 →
∫︁
R𝑛

𝑓(𝑥) d𝑥 ,as 𝑘 → ∞ .

Theorem A.3 (Banach’s fixed point Theorem). [Wer11, p. 166] Let 𝑋 be a Banach space
and 𝐹 : 𝑋 → 𝑋 a contraction, i.e. for any 𝑥, 𝑦 ∈ 𝑋 there exists 0 < 𝑞 < 1 such that
‖𝐹 (𝑥) − 𝐹 (𝑦)‖𝑋 ≤ 𝑞 ‖𝑥 − 𝑦‖𝑋 . Then there exists a unique 𝑧 ∈ 𝑋 such that 𝐹 (𝑧) = 𝑧.

Theorem A.4 (Weyl’s Lemma). If 𝑢 ∈ 𝐿1
𝑙𝑜𝑐(R𝑛;R) is weakly harmonic, i.e. for any 𝜙 ∈ 𝐶∞

0 (R𝑛)
holds ∫︁

R𝑛

𝑢(𝑥)𝛥 𝜙(𝑥) d𝑥 = 0,

then there exists a harmonic function �̃� ∈ 𝐶∞(R𝑛;R) such that 𝑢 = �̃� almost everywhere.
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Theorem A.5 (A general version of Liouville’s Theorem). A harmonic function 𝑢 ∈ 𝐶2(R𝑛;R)
which verifies

lim
‖𝑥‖→∞

‖𝑢(𝑥)‖
‖𝑥‖

= 0,

is a constant function.

Theorem A.6 (Neumann Series). [Wer11, p. 56] Let 𝑋 be a normed space and 𝑇 : 𝑋 → 𝑋 a
linear map. If

∑︀
𝑛≥0 𝑇 𝑛 is convergent with respect to the operator norm, then Id − 𝑇 is invertible

and
(Id − 𝑇 )−1 =

∑︁
𝑛≥0

𝑇 𝑛 .

Theorem A.7 (Inverse Function Theorem). [Eva02, p. 716] Let 𝐹 ∈ 𝐶𝑚(𝛺;R𝑛) for an open
set 𝛺 ⊆ R𝑛 and let 𝑥0 ∈ 𝛺. If det (J𝐹 (𝑥0)) ̸= 0, then there exist open sets 𝑉, 𝑊 ∈ R𝑛 with
𝑥0 ∈ 𝑉 and 𝐹 (𝑥0) ∈ 𝑊 such that 𝐹 |𝑉 : 𝑉 → 𝑊 has an inverse which belongs to 𝐶𝑚(𝑊 ; 𝑉 ).

Theorem A.8 (Hadamard’s Theorem). [Ber77, p. 222] If 𝛷 ∈ 𝐶1(R𝑛;R𝑛) is such that (J𝛷)−1

exists globally and is norm-bounded, then 𝛷 is a homeomorphism.

Theorem A.9 (Young’s Inequality). [Wer11, p. 78] Let 1 ≤ 𝑝, 𝑞, 𝑟 ≤ ∞ such that 1
𝑝 + 1

𝑞 = 1
𝑟 + 1.

Then for every 𝑓 ∈ 𝐿𝑝(R𝑛), 𝑔 ∈ 𝐿𝑞(R𝑛) it follows that 𝑓 * 𝑔 is well defined in R𝑛 and

‖𝑓 * 𝑔‖𝐿𝑟(R𝑛) ≤ ‖𝑓‖𝐿𝑝(R𝑛) ‖𝑔‖𝐿𝑞(R𝑛) .
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