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ABSTRACT 

 

The development of powerful computer algorithms that are specialized at exploring the 

energy landscape of chemical systems has revolutionized chemical physics and its derived 

disciplines. Such algorithms that ranges from random search to genetic algorithm are capable of 

uncovering a geometric configuration for a combination of chemical elements with minimum 

energy. The unbiased particle swarm-intelligence optimization algorithm extends the capabilities 

of the genetic algorithm by incorporating social intelligence through particle communication. 

Social communication during energy surface exploration improves the efficiency and convergence 

of the algorithm by preventing prediction of similar-energy structures.  Particle swarm-intelligence 

optimization algorithm is capable of solving crystal structure problems and predicting novel crystal 

structures across dimensions ranging from 0D (clusters) to 3D bulk solids at specific pressure. In 

this study, the particle swarm-intelligence optimization algorithm was used to study and solve 

crystal structure problems relating to two classes of materials of industrial significance – high 

energy density materials and bimetallic nanoclusters.  

As a significant step towards solving the problem of finding a single-bonded allotrope of 

nitrogen, we discuss the prediction and characterization of this member of very important class of 

material – high energy density materials (HEDMs). A new allotrope of nitrogen formed solely by 

N−N single bonds is predicted to exist between 100 and 150 GPa using the metadynamics 

algorithm with a biased potential. The crystal structure is characterized by a distorted tetrahedral 

network consisting of fused N8, N10, and N12 rings. Stability of the structure is established by 
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phonon and vibrational free energy calculations at zero and finite temperatures, respectively. The 

simulated x-ray diffraction pattern of the new phase is compared to the pattern of a recently 

synthesized nitrogen phase at the same P-T conditions and an excellent agreement is observed. 

This suggests the new phase is likely to form above the stability field of cubic gauche (cg) phase. 

The outstanding metastability of the new phase is attributed to the intrinsic stability of the sp3 

bonding as well as the energetically favorable dihedral angles between N−N single bonds, in either 

gauche or trans conformation. The results of this work after the lab-synthesized cg phase will 

stimulate new research on metastable phases of nitrogen and their applications as environment-

friendly HEDMs. 

 Furthermore, in the second part of this thesis, bimetallic cluster growth is theoretically 

explored up to the bulk phase. Small clusters provide a unique medium between a single atom and 

the bulk crystal. Preliminary theoretical and experimental results show that the geometric 

structures and electronic properties of clusters often differ radically from those of the solid state. 

Here, a first-principles investigation to explore the growth mechanism of bimetallic clusters 

AlnAun (n=1-10) and AlAu crystal structures is carried out. It was found that the tetrahedral Al2Au2 

cluster can serve as the building block to construct the subsequent nanomaterials as a function of 

the cluster size until the AlAu bulk. The results in this work provide a clear illustration of how 

structure evolve from a two-atom particle to multi-atom nanoclusters, and to 3D bulk element. 

Continued experimental and theoretical studies of these AlnAun clusters may lead to the discovery 

of how properties transform from a particle to the bulk phase which has important technological 

implications in electronics, engineering and catalysis.   

file:///C:/Users/zhang%20m/AppData/Local/Youdao/Dict/Application/6.3.69.4028/resultui/frame/javascript:void(0);
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CHAPTER 1 

INTRODUCTION 

 

The world around us can be found to be filled with various micro and macromolecules of 

natural/biological or synthetic origin. These molecules may be a structural network of metals, 

alloys or composites extended in one, two or three dimensions. The understanding of their 

properties, ranging from electronic to super-ionic states is very paramount because they form a 

fabric for industrial and technological advancement [1-2]. Research in the area of energetic 

materials (EMs) has been actively pursued, which culminate into numerous experimental, 

analytical and computational models capable of evaluating or predicting the performance of EMs 

in various thermodynamic conditions. EMs are very important because they are capable of storing 

relatively large amount of energy which are readily deliverable. Thus, they have their application 

in explosives, where very rapid rate of energy application and high pressures are essential [3]. 

Recently, scientists in the EMs community has been faced with the challenge of synthesizing 

energetic compounds with great chemical stability and highest possible density. This problems, in 

part, can be solved by computationally designing and characterizing a desired EM before 

laboratory synthesis. The advantage of such approach is the possibility of exploring large number 

of geometrical combination of base chemical elements that make up the EM at a relatively cheap 

cost than actual laboratory combinatory experiments. The particle swarm-intelligence optimization 

(PSO) algorithm is a powerful computer algorithm that open the possibility of computationally 

designing materials without prior knowledge of their crystal structure. This unique capability along 
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side the social intelligence feature makes it effective for designing materials of varying dimensions 

ranging from the bulk 3D materials (such as EMs) up to 2D, 1D and 0D clusters.  

The recent boom in the field of catalysis has open up research into the design of bimetallic 

clusters formed solely from the atoms of two different metallic elements. It is well accepted that 

catalysts made of two metals can be achieved by establishing a contact between two suitable 

carriers such as silica with an aqueous precursor solution of salts containing metals of interest [4]. 

For a very long time, synthesis, characterization and study of bimetallic clusters has been limited 

to experimental and chemical approaches alone. Computational exploration is necessary for this 

task as the need to cut down on the size of materials applicable in nanoelectronics become very 

pressing. To this end, the need to rationalize the growth mechanism from the cluster to crystalline 

phase in this new family of material is anticipated to lead to new discovery in nanomaterials 

research. 

This work is thus designed to computationally explore and solve structural evolution 

problems between the two extremes of material class – the 3 D bulk material class up to the 0 D 

clusters. Nitrogen, a high energy density material (HEDM) which have found application in 

explosives’ design alongside bimetallic nanoclusters which have found application in catalysis will 

be studied in details. The study will cut across prediction of their crystal structures using the PSO 

and careful characterization using first principles approach with the aim of contributing to the 

understanding of layered polymeric phase of Nitrogen at extreme thermodynamic conditions and 

cluster growth at ambient conditions.  
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1.1 Density functional theory 

 The description of the structures and dynamics of many-electron system is one of the early 

but basic problems in theoretical physics and chemistry. The many-particle nature of realistic 

systems called for some more robust formalisms beyond the reach of the classical physical laws. 

Density functional theory (DFT) [5-7] was introduced in 1963 by Kohn et al. [8], as an effective 

approach to obtain approximate solutions to the many-particle problems. DFT is conceptually 

rooted in the Thomas-Fermi model of a uniform electron gas [9], coupled with the Slater local 

exchange approximation [10]. Within the DFT framework, the ground state of a crystal structure 

is mapped to the ground-state electron density in a way that the Schrödinger wave equation,  

𝐻̂𝜓(𝒓1, … , 𝒓𝑛) = 𝐸𝜓(𝒓1, … , 𝒓𝑛),                                                  (1.1) 

is satisfied for many-particle system. Ab initio (first principles) theory in which DFT is a part, 

embraces all essentially non-empirical and wavefunction-based methods of solving the Eq. (1.1) 

for many-particle systems [11]. The Schrödinger wave equation for many-particle system is called 

the Kohn-Sham (KS) equation [8]. Particles in many-particle systems continually interact, which make 

constructing analytical solutions to the KS equation close to impossible. Thus, development of 

approximate-solution schemes has evolved with each scheme having its own assumptions. For 

example, the Born-Oppenheimer approximation was built on the premise that the nucleus of an atom 

is about 1800 times more massive than the electron, justifying the treatment of the nucleus as 

stationary relative to the electron. Thus, the many-particle system is mapped into a system of non-

interacting single particles (pseudo particles) [11]. The ground-state electron density which is the 

only physical observable of the DFT is then built from the solutions to the KS equations (KS 

orbitals) of each electron. Interesting properties ranging from electronic structure, lattice vibration, 

superconductivity, magnetic properties, to bonds and bond characterization were successfully 
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studied using this theory [7]. A variation of DFT that is effective in studying properties of system 

in the excited state is the time-dependent density functional theory (TDDFT). 

 

1.1.1 Kohn-Sham formulation of DFT 

 Many-particle system obeying the Hamiltonian for the system of electrons and nuclei, 

𝐻̂ = −
ℏ2

2𝑚𝑒
∑ ∇𝑖

2

𝑖

− ∑
𝑍𝐼𝑒2

|𝒓𝑖 − 𝑹𝐼|
𝑖,𝐼

+
1

8𝜋𝜀
∑

𝑒2

|𝒓𝑖 − 𝒓𝑗|
𝑖≠𝑗

− ∑
ℏ2

2𝑀𝐼
∇𝐼

2

𝐼

+
1

8𝜋𝜀
∑

𝑍𝐼𝑍𝐽𝑒2

|𝑹𝐼 − 𝑹𝐽|
𝐼≠𝐽

  ,                                                                                        (1.2) 

where electrons are denoted by lower case subscripts and nuclei, with charge 𝑍𝐼 and mass 𝑀𝐼, 

denoted by upper case subscripts was replaced with a different auxiliary system that can be solved 

more easily, 𝜀 is the permittivity of the system. In a more compact form, Eq. (1.2) can be written 

as  

𝐻̂ = 𝑇̂ + 𝑉̂𝑒𝑥𝑡 +  𝑉̂𝑒𝑒 +  𝑉̂𝑁𝑁                                                            (1.3) 

where  

𝑇̂ = −
1

2
∑ 𝛁𝑖

2

𝑁

𝑖=1

 , 𝑉̂𝑒𝑒 =
1

2
∑

1

|𝒓𝑖 − 𝒓𝑗|
𝑖≠𝑗

 , 𝑉̂𝑁𝑁 = − ∑
1

2𝑀𝐼
∇𝐼

2

𝐼

 , 𝑉̂𝑒𝑥𝑡

= ∑
𝑍𝐼

|𝒓𝑖 − 𝑹𝐼|
𝑖,𝐼

+
1

2
∑

𝑍𝐼𝑍𝐽

|𝑹𝐼 − 𝑹𝐽|
𝐼≠𝐽

 .                                                                 (1.4) 

In this equation (Eq. 1.4) as well as throughout this review, the atomic units are used with ℏ = 1, 

𝑚𝑒 = 1 and 𝑒 = 1. Furthermore, 𝒓𝑖 is the position of the i-th electron, 𝑉𝑒𝑥𝑡(𝒓) is a measure of 
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Coulomb interaction, in term of potential between the electrons and the nuclei. N is the number of 

electrons in the system, 𝑉̂𝑒𝑒  is the electron-electron repulsion term,  𝑉̂𝑁𝑁 is the nuclear-nuclear 

repulsion term and 𝑇̂ is the kinetic energy operator. The most common implementation of DFT 

have been done through the KS equations which conceptually rely on the continual validity of the 

statement of existence by Hohenberg-Kohn, colloquially referred to as the Hohenberg-Kohn (HK) 

theorem [7]. The first HK theorem is only an existence theorem which is based on the premise that 

there exists a one-to-one mapping between the ground state electron density (see Eq. 1.7) and the 

ground state wavefunction but skipped the mathematical description of such mappings. It is in 

these mappings that approximations are made. The two HK theorems can be stated as: 

Theorem 1.1.1 ([6-7]). The ground-state energy from Schrödinger’s equation is a unique functional 

of the electron density. 

Proof. Consider the electron density 𝜌 for the ground state electron density of some N-electron system. 

If we assume that there are two external potentials 𝑉𝑒𝑥𝑡 and 𝑉𝑒𝑥𝑡
′ , different by more than a constant and 

suppose the two external potentials give the same 𝜌 for its ground state, then there exists two 

Hamiltonians 𝐻̂ and 𝐻′̂ corresponding to the same ground state density but different normalized N-

electron wavefunctions 𝜓 and 𝜓′. If we designate 𝜓′ as a trial function for the Hamiltonian 𝐻̂, we can 

construct a proof by contradiction as follows 

𝐸0 < ⟨𝜓′|𝐻̂|𝜓′⟩ = ⟨𝜓′|𝐻′̂|𝜓′⟩ + ⟨𝜓′|𝐻̂ − 𝐻′̂|𝜓′⟩

= 𝐸0
′ + ∫ 𝜌(𝒓) [𝑉𝑒𝑥𝑡(𝒓) − 𝑉𝑒𝑥𝑡

′ (𝒓)]𝑑𝒓 ,                                                      (1.5) 

where 𝐸0 and 𝐸0
′  are the ground-state energies corresponding to 𝐻̂ and 𝐻′̂ , respectively. Repeating 

the procedure above with a trial function 𝜓 for the Hamiltonian 𝐻′̂, yields: 
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𝐸0
′ < ⟨𝜓|𝐻′̂|𝜓⟩ = ⟨𝜓|𝐻̂|𝜓⟩ + ⟨𝜓|𝐻′̂ − 𝐻̂|𝜓⟩

= 𝐸0 + ∫ 𝜌(𝒓) [𝑉𝑒𝑥𝑡(𝒓) − 𝑉𝑒𝑥𝑡
′ (𝒓)]𝑑𝒓 .                                                      (1.6) 

Adding Eqs. (1.5) and (1.6), we get the contradiction 𝐸0 + 𝐸0
′ < 𝐸0 + 𝐸0

′ , thus there cannot be two 

different 𝑉𝑒𝑥𝑡 corresponding to the same 𝜌 for their ground states. It then follows that the ground-

state energy from Schrödinger’s equation is a unique functional of the electron density. 

                                                                                                                                                          

Theorem 1.1.2 ([6-7]). The electron density that minimizes the energy of the overall functional is the 

true electron density corresponding to the full solution of the Schrödinger equation.  

Following an educated guess (which was later verified by results) Kohn and Sham [8] assumes 

that the ground state density of the original interacting system is equal to that of some chosen non-

interacting (auxiliary) system. This simplifies the interacting-system problem to independent-

particle equations for non-interacting system with all the cumbersome many-body terms 

incorporated into an exchange correlation functional of the density. Essentially, DFT can be 

viewed as a developed method in which the knowledge of one-electron density, 

𝜌(𝒓) = 𝑁 ∫ 𝑑3𝒓2 ∫ 𝑑3𝒓3 … ∫ 𝑑3𝒓𝑁 𝜓∗(𝒓, 𝒓2, … , 𝒓𝑵)𝜓(𝒓, 𝒓2, … , 𝒓𝑵),                 (1.7) 

implies knowledge of the wavefunction, the potential and by extension, all other observables. In 

principle, many-particle wavefunction depends on 3N variables, and each of the N particles 

depends on three spatial variables. However, in practice, DFT is only a function of the density 

which has three variables, thereby reducing the complexity that arise for system with large value 

of  𝑁.  
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 From the first HK theorem, the Hamiltonian in Eq. (1.3) and the electron density in Eq. 

(1.7), 

𝐸[𝜌] = 𝑇[𝜌] + 𝑉𝑒𝑒[𝜌] + 𝑉𝑁𝑁[𝜌] + 𝑉𝑒𝑥𝑡[𝜌].                                                (1.8) 

The contribution of the external potential can be written explicitly in terms of the density as 

𝑉𝑒𝑥𝑡[𝜌] = ∫ 𝑉𝑒𝑥𝑡(𝒓) 𝜌(𝒓)𝑑3𝒓 .                                                          (1.9) 

The functionals  𝑇[𝜌], 𝑉𝑒𝑒[𝜌] and 𝑉𝑁𝑁[𝜌] are known for a given system configuration and are 

called universal functionals. However, the functional 𝑉𝑒𝑥𝑡[𝜌], which is system dependent is 

unknown. Given a system for which 𝑉𝑒𝑥𝑡(𝒓) is known, substituting Eq. (1.9) into (1.8) and 

invoking the second HK theorem, it suffices to write 

𝐸[𝜌] = 𝑇[𝜌] + 𝑉𝑒𝑒[𝜌] + 𝑉𝑁𝑁[𝜌] + ∫ 𝑉𝑒𝑥𝑡(𝒓) 𝜌(𝒓)𝑑3𝒓 ,                        (1.10) 

and the ground-state energy of the system is derived by minimizing Eq. (1.10) with respect to 

𝜌(𝒓). 

 If we attempt to write the functional described by the HK theorem in terms of single-

particle wavefunctions, 𝜓𝑖(𝒓), and bearing in mind that Eq. (1.7) defines the electron density, then, 

the energy functional can be written as 

𝐸[{𝜓𝑖}] = 𝐸𝑎𝑛𝑎𝑙𝑦𝑡𝑖𝑐[{𝜓𝑖}] + 𝐸𝑋𝐶[{𝜓𝑖}],                                                  (1.11) 

where 𝐸𝑎𝑛𝑎𝑙𝑦𝑡𝑖𝑐 is a collection of terms whose analytical form is completely known and every 

other terms including all the quantum mechanical effects not described by the analytical form are 

represented as 𝐸𝑋𝐶. The analytic term in terms of contribution can be explicitly defined as 
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𝐸𝑎𝑛𝑎𝑙𝑦𝑡𝑖𝑐[{𝜓𝑖}]

= −
1

2
∑ ∫ 𝜓𝑖

∗𝛁2𝜓𝑖𝑑3𝑟

𝑖

+ ∫ 𝑉(𝒓)𝜌(𝒓)𝑑3𝑟 +
1

2
∬

𝜌(𝒓)𝜌(𝒓′)

|𝒓 − 𝒓′|
𝑑3𝑟𝑑3𝑟′

+ 𝐸𝑖𝑜𝑛 .                                                                                                      (1.12)  

𝐸𝑖𝑜𝑛  in Eq. (1.12) is the Coulomb interactions between pair of nuclei, the first, second and third 

terms are the electron kinetic energies, Coulomb interactions between the electrons and the nuclei 

and the Coulomb interactions between pair of electrons, respectively. Kohn and Sham went further 

to show that finding the right electron density can be done by solving a set of equations in which 

each equation only involves single electron. Thus, they put forward the KS equation that has the 

form 

[−
1

2
𝛁2 + 𝑉(𝒓) + 𝑉𝐻(𝒓) + 𝑉𝑋𝐶(𝒓)] 𝜓𝑖(𝒓) = 𝜀𝑖𝜓𝑖(𝒓) .                   (1.13) 

The solutions to equation (1.13) are single-particle wavefunctions that are dependent on three 

spatial variables only. 𝑉(𝒓) defines the interactions between an electron and the collection of 

atomic nuclei. The Hartree potential, 𝑉𝐻(𝒓) , is the Coulomb repulsion between the effective 

electron density of all electrons and the i-th electron being considered in the KS equation. In a 

manner of speaking, the 𝑉𝐻(𝒓) already factor in the self-interaction contribution, since the i-th 

electron as well contribute to the effective electron density. Mathematically, 

𝑉𝐻(𝒓) = ∫
𝜌(𝒓′)

|𝒓 − 𝒓′|
𝑑3𝑟′ .                                                (1.14) 
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The exchange-correlation term, 𝑉𝑋𝐶(𝒓), yield an exchange-correlation energy functional 

𝐸𝑋𝐶[𝜌(𝒓)] which can be separated into the exchange part 𝐸𝑋[𝜌(𝒓)] as well as the correlation part 

𝐸𝐶[𝜌(𝒓)]. The analytical definition of 𝑉𝑋𝐶(𝒓) is thus 

𝑉𝑋𝐶(𝒓) =
𝛿𝐸𝑋𝐶[𝜌(𝒓)]

𝛿𝜌(𝒓)
 .                                                     (1.15) 

Putting Eqs. (1.14) and (1.15) into Eq. (1.13) yields 

[−
1

2
𝛁2 + 𝑉(𝒓) + ∫

𝜌(𝒓′)

|𝒓 − 𝒓′|
𝑑3𝑟′ +

𝛿𝐸𝑋𝐶[𝜌(𝒓)]

𝛿𝜌(𝒓)
] 𝜓𝑖(𝒓) = 𝜀𝑖𝜓𝑖(𝒓) .                   (1.16) 

So far, we have established that the problem of a system of interacting particles can be formulated 

into and approximated by an auxiliary system of non-interacting particles, if their ground state 

energy can be mapped (HK theorems). Also, that the accuracy of predictions done using this 

auxiliary system depends on how well the map performs and that the KS equations gives the 

mechanics of the auxiliary system. Solving the KS equations requires the knowledge of the Hartree 

potential, which requires the knowledge of electron density. The knowledge of the electron density 

requires the knowledge of the single-particle wavefunctions, which requires solving the KS 

equation. Hence, constructing solutions for this type of problem requires an iterative method. 

 

1.1.2 Functionals for exchange and correlation 

 The KS DFT is continually being employed in the study of electronic and other properties 

of materials and solids because of the success of approximate functionals that were able to 

reproduce experimental observations to a significant degree of accuracy. In practice, the KS 

formalism, though beautiful and compact, yet is unsolvable because of the exchange-correlation 
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(𝐸𝑋𝐶(𝜌)) term present in Eq. (1.16). To make the construction of solutions to this equation less 

cumbersome and achievable, approximations were made for the 𝐸𝑋𝐶(𝜌) term whose exact form is 

unknown. So far, great progress has been made with the following remarkably simple 

approximations: 

 

1.1.2.1 The local spin density approximation (LSDA) 

 If we assume as Kohn and Sham [8] did, that solids are close to the limit of homogeneous 

electron gas, then we can make an approximation about the local spin density being constant over 

all space as in a homogeneous electron gas. Thus, exchange-correlation energy functional takes 

the form 

𝐸𝑋𝐶
𝐿𝑆𝐷𝐴[𝜌↑, 𝜌↓] = ∫ 𝑑3𝑟 𝜌(𝒓)𝜖𝑋𝐶

𝑢𝑛𝑖𝑓𝑜𝑟𝑚
(𝜌↑(𝒓), 𝜌↓(𝒓)).                                       (1.17)  

The exchange-correlation term can be written as a direct sum of the exchange energy per electron, 

which is known exactly in its analytic form, and the correlation term  

𝐸𝑋𝐶
𝐿𝑆𝐷𝐴[𝜌↑, 𝜌↓] = ∫ 𝑑3𝑟 𝜌(𝒓) [𝜖𝑋

𝑢𝑛𝑖𝑓𝑜𝑟𝑚
(𝜌↑(𝒓), 𝜌↓(𝒓)) + 𝜖𝐶

𝑢𝑛𝑖𝑓𝑜𝑟𝑚
(𝜌↑(𝒓), 𝜌↓(𝒓))].  (1.18) 

The problem of double-counting of interaction is taken into account in the construction of the 

exchange contribution to average energy per electron by multiplying the contribution to energy 

eigenvalue by a factor of 
1

2
.  Thus yielding  

𝜖𝑋 = −
1

2

3

2𝜋
𝑘𝐹

𝜎 = −
3

4
(

6

𝜋
𝜌𝜎)

1 3⁄

 ,                                     (1.19) 
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where 𝑘𝐹
𝜎 is the spin-polarized Fermi wave number as a function of spin-polarized electron density 

𝜌𝜎. The correlation energy to a great accuracy have been calculated using Monte Carlo methods 

for homogeneous electron gas with different kind of electron densities [12-13]. The LSDA is 

expected to be best for such systems that mimic the behaviour of a homogeneous gas, such as a 

nearly-free-electron metal. However, this approximation performs poorly for such systems of 

atoms where the density must go continuously to zero outside the atom. This down side of LSDA 

has stimulated ideas for constructing functionals that are expected to perform better for such 

systems for which the LSDA failed.  

 

1.1.2.2 The generalized-gradient approximations (GGA) 

Another form of approximation to the KS functional expected to achieve better (though not 

in all cases) results than the LSDA is the generalized-gradient approximation. The premise upon 

which the approximation is based is the fact that real materials do not have a uniform electron 

density, rather a slowly varying one. Thus, GGA functional is expressed using both the local 

electron density and the spatial variation in the electron density captured through the density 

gradient. The generalized form of the GGA functional is  

𝐸𝑋𝐶
𝐺𝐺𝐴[𝜌↑, 𝜌↓] = ∫ 𝑑3𝑟 𝜌(𝒓)𝜖𝑋𝐶(𝜌↑, 𝜌↓, |𝛁𝜌↑| , |𝛁𝜌↓|, … )

≡ ∫ 𝑑3𝑟 𝜌(𝒓)𝜖𝑋
𝑢𝑛𝑖𝑓𝑜𝑟𝑚

(𝜌)𝐹𝑋𝐶(𝜌↑, 𝜌↓, |𝛁𝜌↑| , |𝛁𝜌↓|, … ) ,                         (1.20) 

Where 𝜖𝑋
𝑢𝑛𝑖𝑓𝑜𝑟𝑚

(𝜌) is the exchange energy of the unpolarised gas and 𝐹𝑋𝐶 is the exchange 

enhancement factor. The 𝐹𝑋𝐶 can be written in term of the of the dimensionless reduced density 

gradients of 𝑚𝑡ℎ order and can be defined by 
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𝑆𝑚(𝒓) =
|𝛁𝑚𝜌(𝒓)|

(2𝑘𝐹)𝑚𝜌(𝒓)
=

|𝛁𝑚𝜌(𝒓)|

2𝑚(3𝜋2)𝑚 3⁄ (𝜌(𝒓))(1+𝑚 3⁄ )
 .                                         (1.21) 

The value of 𝐹𝑋𝐶 varies with different types of approximation in use. Available approximations 

include but not limited to the Becke (B88) [14-15], Perdew and Wang (PW91) [16], and Perdew, 

Burke and Enzerhof (PBE) [17]. However, the most widely used approximation is the PBE. The 

improvements of PBE over PW91 include an accurate description of the linear response of the 

uniform electron gas, correct behaviour under uniform scaling and a smoother potential. The 

formalism of PBE was started with the GGA for correlation in the form 

𝐸𝐶
𝑃𝐵𝐸[𝜌↑, 𝜌↓] = 𝐸𝐶

𝐺𝐺𝐴[𝜌↑, 𝜌↓] = ∫ 𝑑3𝑟 𝜌[𝜖𝐶
𝑢𝑛𝑖𝑓𝑜𝑟𝑚

(𝑟𝑠 , 𝜁) + 𝐻(𝑟𝑠, 𝜁, 𝑡)] ,         (1.22) 

Where 𝑟𝑠 is the local Seitz radius, 𝜌 = 3 (4𝜋𝑟𝑠
3)⁄ = 𝑘𝐹

3 3𝜋2⁄ , 𝜁 = (𝜌↑ − 𝜌↓) 𝜌⁄  is the relative spin 

polarization, and 𝑡(𝒓) = |𝛁𝜌(𝒓)| 2𝜙⁄ 𝑘𝑠𝜌(𝒓) is a dimensionless density gradient [14-15, 17-19]. 

𝜙(𝜁) = [(1 + 𝜁)2 3⁄ + (1 − 𝜁)2 3⁄ ] 2⁄  is a spin scaling factor and 𝑘𝑠 = 2√𝑘𝐹 𝜋⁄  is the Thomas-

Fermi screening wave number. The gradient contribution 𝐻(𝑡, 𝑟𝑠, 𝜁) was constructed from three 

conditions: 

(a) In the slowly varying limit (𝑡 → 0), 𝐻(𝑡, 𝑟𝑠, 𝜁) is given by its second-order gradient expansion 

[13-15] 

 𝐻(𝑡, 𝑟𝑠, 𝜁) → 𝛽𝜙3𝑡2 ,                                                               (1.23) 

where 𝛽 ≅ 0.066725. 

(b) In the rapidly varying limit 𝑡 → ∞ , 𝐻(𝑡, 𝑟𝑠, 𝜁) → −𝜖𝐶
𝑢𝑛𝑖𝑓𝑜𝑟𝑚

, this makes correlation to vanish. 

(c) Under uniform scaling to the high density limit, the correlation energy must scale to a constant 

[13]. Thus, 𝐻(𝑡, 𝑟𝑠, 𝜁) → 𝛾𝜙3 ln 𝑡2, where 𝛾 = (1 − ln 2) 𝜋2⁄ ≅ 0.031091. 



13 
 

Hence, conditions (a) – (c) are satisfied by  

𝐻(𝑡, 𝑟𝑠, 𝜁) = 𝛾𝜙3 ln {1 +
𝛽

𝛾
𝑡2 [

1+𝐴𝑡2

1+𝐴𝑡2+𝐴2𝑡4]} ,                                         (1.24)  

where 

𝐴 =
𝛽

𝛾
[exp {

−𝜖𝐶
𝑢𝑛𝑖𝑓𝑜𝑟𝑚

𝛾𝜙3
} − 1]

−1

 .                                                (1.25) 

The GGA for the exchange energy was also constructed [17] and the expression, for 𝜁 = 0 

everywhere, was derived to be 

𝐸𝑋
𝑃𝐵𝐸 = 𝐸𝑋

𝐺𝐺𝐴 = ∫ 𝑑3𝑟 𝜌𝜖𝑋
𝑢𝑛𝑖𝑓𝑜𝑟𝑚(𝜌)𝐹𝑋

𝑃𝐵𝐸(𝑠) ,                                           (1.26) 

where 𝜖𝑋
𝑢𝑛𝑖𝑓𝑜𝑟𝑚

= −3𝑘𝐹 4𝜋⁄  and 𝐹𝑋
𝑃𝐵𝐸(𝑠) = 1 + 𝜅 −

𝜅

(1+𝜇𝑠2 𝜅⁄ )
 , with 𝜅 = 0.804 , 𝜇 = 0.235. 

 The PBE (GGA) approximation of the exchange-correlation energy functional have 

recorded much success in the study of structural geometry, atomic total energy and vibrational 

properties of systems whose electron density varies slowly in space [20].  This success can be 

attributed, in part, to the inclusion of more physical ingredient than the LSDA. The efficacy of 

PBE functional in structural parameters prediction is demonstrated in the study of systems of C, 

O, Si [21], where such predictions were shown to agree very well with experimental observations. 

 

1.1.3 The periodic boundary condition 

 Completion of the formalism of the KS DFT and various approximations to the exchange-

correlation functional was a breakthrough. However, applying it to a real solid system or other 

condensed matter poses another dimension of challenge due to the very large number of non-
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interacting electrons (on the order of Avogadro’s number) involved. It is quite interesting that 

crystalline solids are composed of spatially repeating units. Thus, solving the Schrödinger equation 

in a unit cell suffices for the whole crystalline solid by taking advantage of the periodicity of the 

crystal. This leads to the use of periodic boundary condition (PBC) via the Bloch theorem. The 

Bloch theorem states that the wavefunctions of the crystal Hamiltonian can be written as 

𝜓𝑖(𝒌, 𝒓) = 𝑒𝑖𝒌⋅𝒓𝑢𝑖(𝒌, 𝒓),                                                      (1.27) 

 where 𝑢𝑖(𝒌, 𝒓) denote the periodic functions also known as the Bloch wavefunctions for which 

𝑢𝑖(𝒌, 𝒓) = 𝑢𝑖(𝒌, 𝒓 + 𝑹) for all lattice vector 𝑹. The Bloch wavefunctions extend on the whole 

crystals and thus have a delocalized nature [22]. This theorem is a direct consequence of 

translational symmetry of the crystal which satisfies 

𝜓𝑖(𝒌, 𝒓 + 𝑹) = 𝑒𝑖𝒌⋅𝑹𝜓𝑖(𝒌, 𝒓) .                                                                 (1.28) 

 

1.1.4 k-point sampling 

Substituting Eq. (1.28) into Eq. (1.16) does not necessarily make solving the resulting 

equation any simpler, rather, it opens up a problem of integrating periodic functions of Bloch wave 

vector over either the entire Brillouin zone (BZ) or over specified portions. Therefore, the system 

of eigen-equations grow infinitely because each eigen-equation is evaluated at each 𝑘-point with 

the BZ containing infinite number of 𝑘-points. To optimize the calculations, it is necessary to 

compute these functions only at a carefully selected set of points in the BZ. If we assume that 

electronic wavefunctions with close enough proximity to each other will be almost identical, then, 

an electronic wavefunction at a carefully chosen single 𝑘-point in the reciprocal space suffices to 

represent groups of   electronic wavefunctions whose  𝑘-points satisfy the proximity criteria. This 
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task obviously begs for an efficiently optimized numerical integration and interpolation scheme. 

The most widely used scheme for the 𝑘-point sampling was developed by Monkhorst and Pack 

[23] in 1976. Monkhorst and Pack developed the so called MP mesh. The mathematical formalism 

of the MP mesh is set out to integrate a function 𝑓(𝒌) that is totally symmetric and periodic in 𝒌-

space. Thus, 𝑓(𝒌) can be expanded in 𝐵𝑖(𝒌) , 

𝑓(𝒌) = ∑ 𝑓𝑖𝐵𝑖(𝒌)

∞

𝑖=1

 ,                                                         (1.29) 

where, due to orthogonality of 𝐵𝑖(𝒌) on the BZ, 

𝑓𝑖 =
𝑣

8𝜋3
∫ 𝑑𝒌 𝐵𝑖

∗(𝒌)𝑓(𝒌)

𝐵𝑍

 .                                                         (1.30) 

Therefore, the integral of 𝑓(𝒌) over the entire BZ leads to 

∫ 𝑑𝒌 𝑓(𝒌) =
𝑣

8𝜋3

𝐵𝑍

𝑓1 .                                                            (1.31) 

An approximation to Eq. (1.30) can be obtained over the set of 𝒌𝑗 points as  

𝑓𝑖 =
1

𝑞3
∑ 𝑤𝑗𝑓(𝒌𝑗)𝐵𝑖(𝒌𝑗) ,                                                (1.32)

𝑃(𝑞)

𝑗=1

 

and 

𝑓(𝒌) = ∑ 𝑓𝒊𝐵𝑖(𝒌)

𝒊

 ,                                                        (1.33) 
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where 𝑃(𝑞) is the symmetry-dependent number of points 𝒌𝑗 in the irreducible wedge of the BZ 

and 𝑤𝑗 is the weight associated with the point 𝒌𝑗.   The associated error for the approximation of 

equation (1.31) using Eq. (1.33) is  

𝜖𝐵𝑍 = ∫ 𝑑3𝑟 [𝑓(𝒌) − 𝑓(𝒌)]

𝐵𝑧

.                                                (1.34) 

For the case where the integration is over a portion of the BZ, enclosing a volume 𝑉, then the 

integral can be represented by 

∫ 𝑑𝒌 𝑓(𝒌) ≈ ∑ 𝑓𝑖

𝑖𝑉

∫ 𝑑𝒌 𝐵𝑖

𝑉

.                                                   (1.35) 

When the 𝑘-points mesh used in sampling the BZ is dense enough, then the error in computed total 

energy, quantified by Eq. (1.34), approaches zero. When this number is small enough (within some 

confidence level) then we say that convergence has being achieved in the 𝑘-point sampling of the 

BZ. 

 

1.1.5 The planewave basis set 

In principle, an infinite number of plane wave (PW) basis set is required to fulfil the expansion 

proposed through the Bloch theorem. However, the second part of Eq. (1.28) can be expanded into 

a finite number of plane waves for which wave vectors correspond to the reciprocal lattice vectors 

of the crystal. Thus, each eigen-function of the KS (corresponding to each electronic 

wavefunction) equation is a sum of plane waves, with normalization constant ϖ : 
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𝜓𝑖(𝒌, 𝒓) =
1

√ϖ
∑ 𝑐𝑖,𝒌+𝑮 ⋅ 𝑒𝒊(𝒌+𝑮)⋅𝒓

𝑮

 .                                              (1.36) 

In practice, the coefficient, 𝐶𝒊,𝒌+𝑮 (where 𝑮 are reciprocal lattice vectors) which corresponds to 

small kinetic energies |𝒌 + 𝑮|2 are more important in the Bloch expansion than those with large 

kinetic energies. Thus, the PW basis set can be truncated to include only plane waves that have 

kinetic energies that are smaller than some particular cutoff energy. In a more mathematical sense, 

this criterion requires that the kinetic energies of the basis set be less than the cutoff energy, 

 𝐸𝑐𝑢𝑡 >
1

2
|𝒌 + 𝑮|2 .                                                                                  (1.37) 

The idea of choosing cutoff energy often lead to an error in the computed total energy and its 

derivatives. However, in practice, cutoff energy should be increased until the calculated total 

energy converges within the required tolerance. This ensures that the error introduced through an 

incomplete basis set as a result of plane wave energy cutoff is reduced to within some tolerance 

[24-26]. 

 

1.1.6 The Pseudopotential approximation 

 In the region near a nucleus there is a strong bonding between the nucleus and the electron 

which give rise to a localized wavefunctions in the region near the nucleus. The task of expanding 

a localized (core) wavefunction is computationally expensive; at the same time, the need to include 

relativistic and other effects in DFT calculation is on the rise, making such task more expensive. 

This peculiar situation calls for an approximation that can improve DFT calculations, reduce the 

basis set size while conserving computer time and resources. It is well known that physical 

properties of most matter depends more on the bonding system between atoms that make up the 
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matter and in turn, the bonding depends on the valence (not the core) electrons. Hence, an 

approximation that consider only the wavefunctions of valence electrons outside the core during 

PW expansion is not unphysical. Furthermore, nearest neighbour atoms do not have their cores 

interact significantly and for this reason, the electronic structure is gently influenced. The 

advantage of these assumptions and approximation is that the very high energy cutoff 𝐸𝑐𝑢𝑡 required 

for the PW expansion in the localized region can be avoided without giving up the physical details 

of the system under study. The approximations were implemented [27-30] by replacing the core 

electrons and the ionic potentials by pseudopotential which acts on set of pseudo wavefunctions 

instead of the true valence wavefunctions. Orthogonality of the pseudo wavefunctions with the 

core wavefunctions is not necessarily required which leads to the possibility of representing the 

core wavefunction by a nodeless function. Consequently, very few PWs are required in the pseudo 

wavefunction’s expansion. 

 

 

 

 

 

 

 

 

Figure 1.1. An all-electron valence wavefunction and electronic potential (dotted-blue curves) of 

the nucleus plotted against distance, r, from the atomic nucleus. Beyond the cutoff radius 𝑟𝑐, the 
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pseudo wavefunction and pseudo potential are identical to the all-electron valence wavefunction 

and potential, respectively. Ref. [31]. 

There are basically two forms of pseudopotentials, namely the norm conserving (NCPP) 

and the ultra soft (USPP). NCPP are constructed to fulfil two conditions which are 

1. Inside the cutoff radius 𝑟𝑐, the norm of each pseudo wavefunction must be identical to the 

its corresponding all-electron wavefunction.  

∫ 𝑑3𝑟 𝜓𝑅,𝑖(𝒓)

𝑟<𝑟𝑐

𝜓𝑅,𝑗(𝒓) = ∫ 𝑑3𝑟 𝜓𝑝𝑠𝑒𝑢𝑑𝑜𝑅,𝑖
(𝒓)𝜓𝑝𝑠𝑒𝑢𝑑𝑜𝑅,𝑗

(𝒓)

𝑟<𝑟𝑐

                 (1.38) 

where 𝜓𝑅,𝑖 and 𝜓𝑝𝑠𝑒𝑢𝑑𝑜𝑅,𝑗
 are the all-electron and pseudo reference states, respectively, for the 

pseudopotential on atom R. 

2. All-electron and pseudo wavefunctions are identical outside the cutoff radius, 𝑟𝑐. 

The USPP is able to achieve a reduced basis set size by introducing a generalized eigenvalue 

problem with a non-zero difference in norms, so that a normalized eigenstate of the pseudo 

Hamiltonian obeys the generalized equation 

𝐻̂|𝜓𝑖(𝒓)⟩ = 𝜀𝑖𝑆̂|𝜓𝑖(𝒓)⟩,                                                      (1.39) 

where 

𝑆̂ = 1 + ∑ |𝑃𝑅,𝑖⟩𝑞𝑅,𝑖𝑗⟨𝑃𝑅,𝑗|𝑅,𝑖,𝑗  , 𝑞𝑅,𝑖𝑗 = ⟨𝜓𝑅,𝑖(𝒓)|𝜓𝑅,𝑗(𝒓)⟩ − ⟨𝜓𝑝𝑠𝑒𝑢𝑑𝑜𝑅,𝑖
(𝒓)|𝜓𝑝𝑠𝑒𝑢𝑑𝑜𝑅,𝑗

(𝒓)⟩ 

and 𝑃𝑅,𝑖 are projectors that form a dual basis with the pseudo reference states within the cutoff 

radius and zero outside, such that   
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⟨𝑃𝑅,𝑖|𝜓𝑝𝑠𝑒𝑢𝑑𝑜𝑅,𝑗
(𝒓)⟩

𝑟<𝑟𝑐

= 𝛿𝑖𝑗  .                                           (1.40) 

Consequently, USPP are usually characterized by longer cutoff radius than the NCPP. 

1.1.7 The PAW method 

 Blöchl, in 1994 [43] developed the Projector Augmented Waves (PAW) which is an all-

electron scheme. The main idea carried by this method is that all-electron wave function can be 

constructed as a sum of the pseudo-wave function outside the core region and that of the partial 

wave function inside the core region less by the corresponding pseudo partial wavefunction in the 

core region. Thus, if we define the all-electron partial waves as ∑ 𝜓𝑛
𝜎(𝒓)𝜎  and the pseudo waves 

as ∑ 𝜓̃𝑛
𝜎(𝒓)𝜎 , then the reconstructed KS wave function can be written as 

𝜓𝑛(𝒓) = 𝜓̃𝑛(𝒓) − ∑ 𝜓̃𝑛
𝜎(𝒓)

𝜎

+ ∑ 𝜓𝑛
𝜎(𝒓)

𝜎

                                             (1.41) 

In general, the PAW method is used in this thesis for various electronic structure 

calculations, unless otherwise stated in the methodology. A pictorial illustration of this 

construction process is shown in Fig. 1.2. 

 

 

 

 

Figure 1.2. A simplified schematics of the procedures involved in the construction of PAW wave 

function with on-site and out-of-site contributions from all-electron and pseudo wavefunctions. 

Ref. [31].   
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1.1.8 Self-consistency and ground-state total energy 

 Finding the solutions to the KS equations for many-particle system requires the knowledge 

of other parameters (electron density, ground-state total energy) that depends on the solution (KS 

wavefunctions) itself. Thus, we can solve the KS equations iteratively using the self-consistent 

pseudopotential planewave method. The procedure used throughout this thesis for the calculation 

of electronic structure of various materials studied is described schematically in figure 1.3. The 

self-consistent field (SCF) calculation begins with an educated initial guess of the electron density 

𝜌(𝒓). This guess is informed, in part, by the atomic density of chemical species that make up the 

system. The KS equations are then constructed using the guessed density and effective potential. 

The KS equation is solved numerically at each k-point throughout the BZ yielding a set of pseudo-

wavefunctions. The pseudo-wavefunctions, which correspond to the KS orbitals, are used to 

calculate a new electron density 𝜌𝑁(𝒓) = ∑ |𝜓𝑖(𝒓)|2
𝑖 . The newly calculated electron density 𝜌𝑁(𝒓) 

is compared with the initially guessed density, 𝜌(𝒓), for convergence. Convergence is achieved if 

the difference |𝜌(𝒓) − 𝜌𝑁(𝒓)|  is less than some set tolerance, Ξ. If the tolerance criterion is not 

satisfied, the whole procedure is repeated again. This loop goes on and on with new density and 

reconstructed potential until convergence is achieved.  Once convergence is achieved, the resulting 

electron density is used to calculate the ground-state total energy, which in turn is used to calculate 

the pseudo-wavefunction, energies (atomic energy levels / bands) as well as the force on each atom 

[32]. It is important to state that the pseudo-wavefunction contains information about other 

physical properties of the system being studied in the ground state. Hence, other physical 

properties of the system can be extracted from the pseudo-wavefunction. 
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Figure 1.3. A flowchart illustrating how the self-consistent calculation proceeds step by step using 

DFT with PW basis set. 

 

Initial Guess 𝜌(𝒓) 

Calculate Effective potential 

 𝑣𝑒𝑓𝑓(𝒓) = 𝑉(𝒓) + ∫
𝜌(𝒓′)

|𝒓−𝒓′|
𝑑3𝑟′ + 𝑉𝑋𝐶[𝜌(𝒓)] 

Solve KS equations 

 [−
𝛁𝑖

2

2
+ 𝑣𝑒𝑓𝑓] 𝜓𝑖(𝒓) = 𝜖𝑖𝜓𝑖(𝒓) 

Evaluate the electron density  and total energy 

𝜌𝑁(𝒓) = ∑ |𝜓𝑖(𝒓)|2 ⟶ 𝐸𝑡𝑜𝑡[𝜌𝑁(𝒓)] = ⋯𝑖  

Output quantities  

𝜌0(𝒓), 𝐸𝑖[𝜌0(𝒓)] ⟶ 𝐹𝑜𝑟𝑐𝑒𝑠, 𝐸𝑖𝑔𝑒𝑛𝑣𝑎𝑙𝑢𝑒𝑠, … 

Converged? 

|𝜌(𝒓) − 𝜌𝑁(𝒓)| < Ξ 

 

Yes 

No 
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1.1.9 Particle swarm-intelligence optimization  

 A significant percentage of problems in condensed matter physics can be treated as an 

optimization problem. For example, when experimentalists measure various observables for their 

investigated system, theoretical understanding of the system always require solving its crystal 

structure. This particularly involves scanning the potential energy landscape of the chemical 

system, and finding a geometrical configuration of the system that minimizes its potential energy. 

Depending on the landscape of the potential, two types of optimal could exist: global or local. In 

most cases, the global as well as the local minimum potential energy is always degenerate over the 

surface. The particle swarm-intelligence optimization (PSO) algorithm is a stochastic, simulating 

and a modified form of random search algorithm. As a matter of fact, PSO and random search 

algorithm are both evolutionary in nature. In general, the PSO method, in addition to the 

contribution of the present motion, observe the close similarity between a swarm of particles, 

communicating with each other through individual and social knowledge, making it particularly 

suited for global exploration of the energy landscape. Furthermore, the collection of particles is 

assumed to be interacting through a classic Newtonian field [33]. PSO was developed under the 

assumption that optimization problems can be modelled as point flying as in a bird. The flight is 

made over mostly non linear and multidimensional space. The particle, through this algorithm is 

able to adjust its position in search space according to its own previous experience and that of its 

neighbouring particles. Generally, the point being considered is massless but considered a particle 

because of the presence of velocity vector. The velocity parameter is tuned in the clockwise 

(positive) or anticlockwise (negative) direction depending on how far away (and in what direction) 

from the best position the current value is. This powerful feature (which is lacking in random 
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search) makes PSO algorithm very intelligent and improve the convergence rate significantly. The 

general flow of process in the PSO method is shown in figure 1.4. 

 

 

 

 

 

 

 

Figure 1.4. A flowchart illustrating how the particle swarm-intelligence optimization proceeds 

step by step [33]. 

 

1.2 Description of Physics at high pressure using DFT 

Many laws of physics hold at extreme thermodynamic conditions, while some others are 

not effectively binding. This phenomenon is due to structural instability caused by increase in 

density, experienced by most ambient-stable structures at high temperature and pressure. Many 

DFT calculations are done at zero temperature and finite pressure. Thus, DFT (and its extended 

form, DFPT [32]) can be used in extensive exploration of properties of solids at high pressure.   

Few of the ways DFT and DFPT are employed for investigative study of solids at high pressure 

include the comparative stability measurement of different structures of the same material using 
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equations of state. Furthermore, the mechanical and dynamical stabilities of a phase can be 

investigated using phonon dispersion.  

 

1.2.1. High-pressure equations of state 

The equations of state (EOS) also known colloquially as phase diagram provides a 

framework to effectively compare the energies of structures with pressure. The Gibbs free energy 

provides a mathematical formulation that efficiently capture the effect of pressure-volume change, 

entropy and temperature change on the total energy of a system. Thus, mathematically, the Gibbs 

free energy 𝐺 = 𝐸 − 𝑇𝑆 + 𝑝𝑉. Since we perform DFT calculations in this study at zero 

temperature, then entropy-temperature contribution vanishes. Therefore, the Gibbs energy of the 

system can be evaluated using the enthalpy (𝐺 = 𝐸 + 𝑝𝑉 = 𝐻) without any loss of thermodynamic 

information. The EOS is derived by subjecting a crystal system (taken as a candidate structure) to 

an external pressure, which generates internal stress to the system. The compression (or 

decompression) is followed by minimization of the total energy through slightly constrained 

optimization of the crystal lattice, cell shape and atomic coordinates. At a finite pressure, the total 

energy corresponds to the enthalpy of the system at that pressure. An example EOS for candidate 

structures of BaCl at high pressure is shown in Fig. 1.5. We give the following interpretation to 

Fig. 1.5. The figure shows that the solid mixture Ba + BaCl2 is stable up to 9 GPa, beyond which 

it adopts the R-3m structure between 9 GPa and 16 GPa. It then transforms to the B2 structure [34]. 
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Figure 1.5. Equations of state phase diagram of barium chloride, with the B1 structure as the zero 

reference point [34]. 

 

In principle, calculation of structural changes depicted by EOS phase diagram generally require 

the knowledge of the forces  

𝑭𝐼 = −
𝜕𝐸(𝑹)

𝜕𝑹𝐼
 ,                                                                          (1.42) 

and the stress tensor acting on each atom that makes up the chemical system. The equilibrium 

geometry of the system requires that equation (1.42) vanish. For this purpose, the Hellmann-

Feynman theorem [35-36] is very useful. The Hellmann-Feynman theorem states that the first 

derivative of the eigenvalues of a Hamiltonian, 𝐻𝜆, that depends on a parameter 𝜆 is given by the 

expectation value of the derivative of the Hamiltonian: 
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𝜕𝐸𝜆

𝜕𝜆
= ⟨𝜓𝜆|

𝜕𝐻𝜆

𝜕𝜆
|𝜓𝜆⟩ ,                                                     (1.43) 

where 𝜓𝜆 is the eigenfunction of 𝐻𝜆 corresponding to the 𝐸𝜆 eigenvalue. Thus, from the Born-

Oppenheimer approximation, we say that nuclear coordinates are the parameters of the electronic 

Hamiltonian, 𝐻𝐵𝑂. We can therefore derive the force acting on the 𝐼𝑡ℎ nucleus in the electronic 

ground state as: 

𝑭𝐼 = −
𝜕𝐸(𝑹)

𝜕𝑹𝐼
= − ⟨𝜓(𝑹)|

𝜕𝐻𝐵𝑂(𝑹)
𝜕𝑹𝐼

|𝜓(𝑹)⟩ ,                              (1.43) 

where 𝜓(𝑹) is the electronic ground state wave function of the Born-Oppenheimer Hamiltonian. 

In practice, we iteratively evaluate the ground-state energy, using DFT formalism and subject it to 

the Hellmann-Feynman theorem, evaluate the Hellmann-Feynman forces and examine if the 

difference between the calculated force in the previous and the present iteration is close to zero 

within a set tolerance (convergence criteria for the forces on atoms). 

1.2.2. Structural stability 

 For the argument of stability of a material at high pressure to be thorough, it must 

simultaneously satisfy the condition of being energetically favourable and being mechanically and 

dynamically stable. Mechanical and dynamical stability are thus a measure of structural stability 

of the system. There are many established ways of investigating structural stability of a system 

which include, convex hull diagram [37-38] and phonon band structure [39]. In principle, a 

structure is said to be mechanically and dynamically stable at a given P-T condition if all 

frequencies at all k-points are greater than zero. In practice, frequencies are calculated at various 

high symmetry k-points chosen based on symmetry of the crystal structure being studied. Phonon 

dispersion band structure is then calculated by interpolating frequencies between two high 
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symmetry k-points through out the BZ. The presence of imaginary frequencies (usually represented 

as negative frequencies on the phonon band structure plot) can be interpreted as instability of a 

crystal structure at that P-T condition. 

 

 

 

 

 

 

Figure 1.6. Phonon dispersions for(a) TaRu in the 𝛽′′ structure (b) TaRu in the 𝛽′structure at 

ambient condition [40]. 

 

In the Fig. 1.6 above, vertical axes correspond to the phonon frequencies. It is observed in Fig. 

1.6(a) that 𝛽′′ structure of TaRu is mechanically and dynamically stable owing to the absence of 

negative frequencies. However, Fig 1.6(b) is characterized with negative frequencies, between k-

points A and Z which implies that the 𝛽′structure of TaRu is mechanically and dynamically 

unstable. The horizontal axes represent the momentum axes marked at various high symmetry 

points in the BZ. 

 

1.3 Description of this thesis 

The objective of this thesis is to investigate novel solid materials that can be used in 

applications ranging from high energy density materials to semiconductor materials that can find 
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application in spintronic, thermoelectric, optoelectric and optoelectronic devices. Thus, our 

discussion will cover aspects of materials ranging from the theoretical crystal structure prediction 

to their characterization. The characterization will cover aspects such as the phase transition, lattice 

dynamics and electronic structure of these materials. First principles calculations involving DFT 

and DFPT were implemented using the VASP [41] code, interpolation of phonon frequencies 

throughout BZ were performed using the PHONOPY [42] code. Structural predictions are 

implemented through metadynamics and particle swarm-intelligence optimization method as 

implemented in the CALYPSO code. 

 

1.3.1 VASP 

 VASP stands for Vienna Ab-initio Simulation Package. It is a first principles simulation 

package suitable for electronic structure calculation. The KS ground state is calculated in VASP 

using an iterative matrix diagonalization scheme and a self-consistency cycle with a Pulay mixer. 

Iterations run over electronic step and ionic step, thereby enabling two tiers of optimization – 

electronic optimization and ionic optimization. VASP employ planewave basis set in the 

determination of various properties of the system under study. Furthermore, the Blöchl’s projector 

augmented-wave (PAW) electronic method is implemented within VASP [41]. The PAW method, 

which is another frozen-core electronic method, was originally introduced by Blöchl and was later 

adapted for plane wave calculations by Kressee and Joubert [43]. This method unlike the ultra soft 

pseudopotential method does not require specifying empirical parameters for each atom before 

being used. 
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1.3.2 PHONOPY 

 PHONOPY [42] is a phonon dispersion calculation program developed by Atsushi Togo. 

The PHONOPY code is interfaced with VASP for most of the calculations done with it, since it 

requires forces on atoms in a crystal which is evaluated using VASP. PHONOPY calculates 

phonon frequencies at various high-symmetry k-points within the BZ by constructing the 

interatomic force constant (IFC) matrix from forces on atoms using displacement method or force 

constant (FC) matrix using DFPT. The IFC or FC are then used to construct the dynamical matrix 

whose eigenvalues correspond to the phonon frequencies at a wave vector 𝒌. The construction and 

symmetrization of FCs are implemented using singular-value decomposition. All phonon-related 

calculations implemented in PHONOPY are calculated using a supercell. Interfacing PHONOPY 

with VASP allows for the calculation of the gamma-point phonon frequencies for the supercell 

using finite difference method when displacement method is implemented in PHONOPY or the 

DFPT method when DFPT is implemented in PHONOPY. The dispersion is then calculated by 

interpolating the gamma-point frequencies through the various high-symmetry k-points.  

 

1.3.3 CALYPSO 

 CALYPSO [44] is a global (exploration) optimization code which is interfaced with 

various local optimization codes such as VASP [41], SIESTA [45], QUANTUM ESSPRESSO 

[46] and ABINIT [47] to achieve best possible performance. The CALYPSO simulation scans the 

potential energy surface of a given chemical species for the global minimum potential energy using 

the particle swarm-intelligence algorithm (PSO). The CALYPSO code through the PSO algorithm 

makes few or no assumptions about the solutions of the given potential function. Furthermore, it 

can search very large space for candidate solutions by moving them in the search space over the 
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particles’ positions and velocities with fast convergence. In addition to symmetry constraints 

(which significantly reduce the search space by utilizing structure diversity) and bond 

characterization matrix implemented in the code, it is also implemented to introduce random 

structures in each generation during structural evolution. The elimination of similar structures in 

CALYPSO has greatly reduced the number of local optimizations, speeding up the global 

minimization convergence. The simulation is stopped when the halting criterion is reached.  

 

1.4 Scope of the study 

This study is focused on the prediction of new, stable structures and properties of functional 

solid crystals. These were carried out with Dr. Yansun Yao and members of Dr. M. Zhang’s 

research group from the Department of Physics at the East China University of Science and 

Technology, Shanghai, China, and Dr. Huiyang Gou’s group from the Centre for high pressure 

science and technology advance research, Beijing, China.  

 

Chapter 2 focuses on the prediction of novel forms of single bonded nitrogen at high 

pressures. These predictions are performed using the metadynamics simulation [48] and the 

CALYPSO program [44] interfaced with the VASP code for structural optimization. Mechanical 

and dynamical stability was investigated at the DFPT level of theory as implemented in the 

PHONOPY program. In this study, we predict theoretically, and carefully characterize the newly 

found phase for single-bounded structure of nitrogen under extreme conditions. I, along with my 

supervisor, Dr. Yansun Yao and collaborators, predicted a new metastable structure and did 

relevant material properties calculations. I made key contributions by calculating the equations of 

state of the newly predicted and existing structures, investigated the dynamical stability (phonon 



32 
 

calculation) of the structures of interest and perform calculations to elucidate how the free energy 

as well as entropy of these structures changes with temperature. 

 

Chapter 3 focuses on the prediction of the growth pattern of AlAu nanoclusters at ambient 

conditions. These predictions are performed using the CALYPSO program interfaced with the 

VASP code for structural optimization. Mechanical and dynamical stability was investigated using 

the displacement method as implemented in the PHONOPY program. In this study, to explore the 

growth pattern of AunAln (n=1-10) and carefully characterize the various stages of the growth 

process, I, along with my supervisor and collaborators, predicted the various structures with the 

lowest energy and did relevant material properties calculations. I contributed by calculating the 

energy dispersion (band structure), investigated the dynamical stability (phonon calculation) and 

performed calculation to elucidate the charge transfer mechanism in the stoichiometry (Bader 

charge analysis [49]) of the bulk phase of the cluster. 

 

  



33 
 

CHAPTER 2 

A NEW SINGLE-BONDED HIGH-PRESSURE ALLOTROPE OF 

NITROGEN  

 

2.1 Introduction 

Nitrogen, under ambient condition is commonly found to be inert owing to the stable N≡N 

triple bond. Elemental nitrogen has been extensively investigated as a possible high-energy-

density material (HEDM) under extreme conditions. Single bonded nitrogen network forms 

HEDMs in a metastable state due to the large energy difference between the single bonded network 

and a third of the triple bond. At low pressures and temperatures, nitrogen forms chemically inert 

and weakly interacting van der Waals solids consisting of triple-bonded N2 molecules with great 

binding energy. This account for the stable nature of its crystal phases with characteristically large 

band gaps. It is not unexpected that the physical laws guiding this material may change at high 

pressures and temperatures because of the possibility of forming a more closely-packed phases at 

such extreme conditions. At extremely high pressures and temperatures, nitrogen can transform to 

single-bonded extended structures. This corresponds to molecular-to-nonmolecular solid 

transition. Due to a large amount of energy stored in the single bonds, the latter are efficient energy 

carriers, both in pure forms and compounds [50-53]. Allotropes formed solely by N−N single 

bonds could potentially be used as HEDMs, which are not only energy efficient but also 

environmentally friendly, producing only non-toxic N2 during energy release. The single-bonded 

nitrogen was initially perceived to have the same crystal structures as isovalent black phosphorus 

(BP) or α-arsenic (A7), but in 1992, Mailhiot et. al. predicted a unique structure composed of fused 
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N10 rings connected in a way that all dihedral angles between N−N single bonds are in energetically 

favorable gauche helicity [54]. This ‘cubic gauche (cg)’ structure was later confirmed to be a 

thermodynamic ground state of nitrogen at high pressures [52]. In the last two decades, high-

pressure structures of nitrogen have been extensively searched using various theoretical methods, 

which unveiled many interesting structures consisting of zero-, one-, two- and three-dimensional 

motifs, including larger molecules (0D) [55, 56], chains (1D) [57, 58], chaired webs (1D-2D) [59], 

layers (2D) [60], layered boats (2D-3D), and cages (3D) [61]. A theoretical high-pressure zero-

temperature phase transition sequences appear to be acceptable, that is, from the molecular phase 

→ cg → layered structure → cagelike structure in the gigapascal pressure region, and to a metallic 

salt structure at terapascal pressures. For example, Alemany et al. did an extensive theoretical 

study of nitrogen up to 500 GPa and found a phase transition of metallic form of nitrogen (0-20 

GPa) to molecular diatomic nitrogen (20-27 GPa), then to the stable crystalline cubic gauche phase 

(27-205 GPa) and to the black phosphorous (BP) phase at pressures above 205 GPa [62-64]. 

Experimentally, a great amount of effort has been devoted to the synthesis of single-bonded 

nitrogen under extreme conditions. Early evidences of non-molecular nitrogen at high pressure 

were reported by several groups, while the realized structures were likely amorphous [65-67]. In 

2004, the first crystalline form, the long-sought cg phase, at high pressure (>120 GPa) and high-

temperatures (>2500 K), was successfully synthesized by Eremets et. al. [52]. Later, the cg phase 

was synthesized again at different pressure-temperature conditions [68-70]. In 2014, a new 

crystalline phase was synthesized above 120 GPa by Tomasino et. al. [53] which was thought to 

have a single-bonded structure as well. However, this new phase was found to mix with other 

phases (likely, amorphous and cg), making the structure identification challenging. The difficulties 

prevent a full-pattern Rietveld refinement of the experimental x-ray diffraction (XRD) data, but 
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the Le Bail profiling [53] suggests the structure is similar to a Pba2 structure predicted by Ma et. 

al.[63]. As such, the exact structure of this new phase is yet to be identified, which motivates the 

present study.  

In this study, we determined the structures of this new phase through the application of 

first-principles metadynamics method. The Pba2 structure was found to be consistent with, but not 

sufficient to reproduce, the XRD pattern reported by Tomasino et. al. [53]. We proposed a new 

orthorhombic structure with the Pccn space group, which is energetically competitive with the 

Pba2 structure in the same P-T region of the synthesis. We also found that the simulated XRD 

pattern for the 1:2 mixture of the Pccn and Pba2 structures matches very well with the 

experimental data. In particular, several small 2θ angle peaks in the experimental XRD pattern are 

systematic absences in the Pba2 structure but can be satisfactorily explained by the Pccn structure. 

The Pccn structure is entirely single-bonded consisting of fused N8, N10, and N12 rings, as opposed 

to the Pba2 structure which has fused N7 rings. The Pccn structure was found to be dynamically 

stable in the P-T region of the synthesis by phonon and vibrational free energy calculations. 

 

2.2 Methods 

 The structures of the newly synthesized phase was predicted through the application of 

first-principles metadynamics method [48]. The Pba2 structure was deficient in reproducing the 

XRD pattern for the synthesized phase, most especially at small 2θ angles. Therefore, a new 

orthorhombic structure with the Pccn space group is predicted in this study, which is energetically 

competitive with the Pba2 structure in the stability pressure region of the synthesized phase. The 

internal and vibrational free energy for the Pccn structure was estimated at 140 GPa using the 

harmonic approximation in which all vibrational modes are treated as normal modes with the 
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frequency distribution described by phonon density of states. Phonons were calculated with a 

density functional perturbation theory (DFPT) method as implemented in VASP package [41,43], 

and using a 2×3×3 supercell as implemented in the PHONOPY [42] program for post processing.  

The Hellmann-Feynman forces and linear responses were calculated from the optimized supercell 

through the VASP package with a kinetic energy cutoff of 900 eV, and a 7×7×7 k-point mesh.  A 

projector augmented wave (PAW) potential [17] with the PBE functional [71-72] were used.  

Convergence was achieved when the energy difference between two successive iterations was less 

than 10-6 eV per nitrogen atom. Metadynamics simulation was carried out in various simulation 

cells consisting of 32 to 96 nitrogen atoms with in the pressure range of 100 – 300 GPa, and in the 

temperature range of 1000-2500 K. The Gaussian width (𝑊) and height (𝛿𝑠), related by 𝑊 ≈

𝛿𝑠2were chosen to be 15 (kbar Å 3)1/2 and 225 kbar Å 3, respectively. A step length of 0.03 Å was 

employed for h-space sampling. The potential energy surface of N was searched up to 2000 

metasteps. A finer k-spacing of 2π × 0.03 Å-1was used in structural optimization and enthalpy 

calculations. First principles molecular dynamics (MD) simulations were performed at high 

temperatures for candidate structures using the VASP program, employing an isothermal-isobaric 

(NPT) ensemble with Langevin dynamics. Anharmonic vibrational density of states (vDOS) was 

obtained from the 20 ps MD trajectory (sampled with a 2 fs time interval) after 3 ps equilibrium 

time. To study the effects of changing temperature, the Helmholtz free energy at temperature T (0 

- 2500 K) and volume V was calculated. The thermal electronic contribution to free energy 

[𝐹𝑒𝑙(𝑉, 𝑇)] is generally considered to be negligible away from melting point of the material hence 

vanishes. Thus numerical integration which is the sum over all phonon branches 𝜔𝜆 in the first 

Brillion zone was carried. 𝜔𝜆(𝑣) is the normal mode frequency of the phonon with polarization 𝜆, 

evaluated at constant volume V, obtained from standard DFT calculation. Therefore, 
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𝐹(𝑉, 𝑇) = 𝐸0(𝑉) + 𝐹𝑒𝑙(𝑉, 𝑇) + 𝐹𝑣𝑖𝑏(𝑉, 𝑇)      ,                                            (2.1) 

where 𝐸0(𝑉) is the static contribution to the internal energy at volume V (also known as static 

crystal energy), which we also obtain from standard DFT (energy without entropy) calculation. 

Also, 

𝐹𝑣𝑖𝑏(𝑉, 𝑇) = 𝑘𝐵𝑇 ∫ 𝑔(𝜔𝜆)𝑙𝑛 {2𝑠𝑖𝑛ℎ (
ℏ𝜔𝜆(𝑉)

2𝑘𝐵𝑇
)} 𝑑𝜔𝜆

𝜔𝜆

     .                                         (2.2) 

Putting 𝐹𝑒𝑙(𝑉, 𝑇) = 0 and Eq. (2.2) into Eq. (2.1) yield: 

𝐹(𝑉, 𝑇) = 𝐸0(𝑉) + 𝑘𝐵𝑇 ∫ 𝑔(𝜔𝜆)𝑙𝑛 {2𝑠𝑖𝑛ℎ (
ℏ𝜔𝜆(𝑉)

2𝑘𝐵𝑇
)} 𝑑𝜔𝜆

𝜔𝜆

       ,                            (2.3) 

where 𝑔(𝜔𝜆)  is the density of states of each  vibrational phonon frequency. Within the 

quasiharmonic approximation and for discrete phonon frequency, the vibrational free energy of a 

crystal can be approximated by 

𝐹𝑣𝑖𝑏(𝑉, 𝑇) =
1

2
∑ 𝑔(𝜔𝜆)ℏ𝜔𝜆(𝑉)

𝜔𝜆

+ 𝑘𝐵𝑇 ∑ 𝑔(𝜔𝜆)𝑙𝑛 [1 − 𝑒𝑥𝑝 (−
ℏ𝜔𝜆(𝑉)

𝑘𝐵𝑇
)]

𝜔𝜆

  ,        (2.4) 

and by extension, the free energy of a crystal is given by: 

𝐹(𝑉, 𝑇) = 𝐸0(𝑉) +
1

2
∑ 𝑔(𝜔𝜆)ℏ𝜔𝜆(𝑉)

𝜔𝜆

+ 𝑘𝐵𝑇 ∑ 𝑔(𝜔𝜆)𝑙𝑛 [1 − 𝑒𝑥𝑝 (−
ℏ𝜔𝜆(𝑉)

𝑘𝐵𝑇
)]

𝜔𝜆

   .                                         (2.5) 

At 𝑇 = 0 𝐾, the free energy reduces to the static contribution to the internal energy at volume V, 

colloquially known as the zero point energy (ZPE). The numerical integration shown (see later in 
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the discussion) in Fig. (2.11b) was normalized over the total DOS, 𝑔(𝜔𝜆) according to 

∫ 𝜔𝜆 𝑔(𝜔𝜆)𝑑𝜔𝜆

∫ 𝑔(𝜔𝜆)𝑑𝜔𝜆
. To further understand the relationship between disorderliness, energy partitioning 

of fermions and temperature chages in the Pccn structure, we evaluate the entropy of the system 

according to 

𝑆(𝑉, 𝑇) =
(𝐸0(𝑉) − 𝐹𝑣𝑖𝑏(𝑉, 𝑇))

𝑇
    ,                                             (2.6) 

where each symbol has conventional meaning. 

The crystal-orbital Hamilton-population (COHP) and integrated crystal-orbital Hamilton 

population (ICOHP) analyses were performed using the LOBSTER program [73-75], taking into 

account all valence orbitals. Similar to the Crystal Orbital Overlap Population (COOP), the COHP 

analysis provides a quantitative measure of the bond strengths in crystals (-COHP values), where 

the positive and negative signs represent bonding and antibonding states, respectively.  

 

2.3 Results and Discussion 

2.3.1 Crystal structure and bonding of new and competitive N  

The cg structure of nitrogen was adopted as the starting structure for the metadynamics 

simulation since the new phase reported by Tomasino et. al. [53] was synthesized at pressures 

above the stability field of the cg phase. The simulation searches for the low-energy transition 

pathways leading from the initial energy well (cg) to neighboring minima (new phases) in the 

potential energy surface, which enables the reconstruction of phase transitions. The present 

simulation revealed several high-pressure structures of nitrogen, including the previously proposed 
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BP, C2/c, [76] and Pba2 [63] structures, at different P-T conditions. The most interesting finding, 

however, is an orthorhombic Pccn structure discovered at 2500 K at pressures between 100 and 

150 GPa. The transition mechanism between the cg and Pccn structures is illustrated in Figs. 2.1 

(a) to 2.1(b).  

 

 

 

 

 

Figure 2.1. (a) The cg and (b) the Pccn structures. A N8 ring is highlighted in red (shade) in each 

structure. 

The Pccn is a purely single-bonded structure, in which each atom bonds to three neighbors 

and carries one lone-pair (lp) [Fig. 2.1(b)]. This structure is characterised by three types of ring 

structures, N8, N10, and N12, fused together in a distorted tetrahedral sp3 network as shown in Fig. 

2.2.  

 

 

 

 

Figure 2.2. Construction of the Pccn structure by fused N8, N10 and N12 rings. 
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Similarly, the cg structure is also single-bonded, but it contains only the N10 rings as shown 

in Fig. 2.3. The cg → Pccn transition is depicted in Fig. 2.4 (a) and (b). This implies that every 

second vertical array of the N10 rings in the cg structure breaks the bonds between the rings and 

creates new bonds to form a new array of alternating N8 and N12 rings, while the other N10 rings 

keep the integrity but distort notably to accommodate the bonding changes. 

 

 

 

 

 

 

Figure 2.3. Construction of the cg structure by fused N10 rings. 

The resulted Pccn structure loses ‘all guache helicity’ but it is still an energetically 

favorable configuration. In the Pccn unit cell, 8 out of the total 48 dihedral angles (of lp-N-N-lp) 

have the trans conformation (see Fig. 2.5 b) where the lp repulsions are minimized [59, 77]. The 

rest 40 dihedral angles are all in the gauche conformation (see Fig. 2.5 a), and, of which, 20 are 

between 103.5 and 106.5, similar to the gauche angles in the cg structure (~104.8) [54], and 16 

are at 90.6, close to the gauche angle in H2N-NH2 (~91) [78]. 
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Figure 2.4. (a) and (b) Transition mechanism between an array of fused N10 rings to an array of 

alternating N8 and N12 rings. Arrows in (a) indicate the bond breaking/forming directions. 

The right-angle conformer (new allotrope gotten from right-angle rotation of the gauche 

angle about the single bond) is an energy minimum since it minimizes two-orbital/four-electron 

destabilizing interaction between the adjacent lone pairs. The other angles in the Pccn structure 

are 121.1 in nearly ideal staggered conformation. There are no energy maximum cis conformation 

in the Pccn structure. This configuration results in a distribution of the single bond lengths in the 

Pccn structure between 1.329 Å to 1.635 Å, as opposite to the unique bondlength (1.421 Å) in the 

cg structure. 

 

 

 

 

 

Figure 2.5. (a) and (b) Newman projections of gauche and trans conformers in solid nitrogen. 
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The strength of the single bonds in the Pccn structure was evaluated using the -COHP and 

-ICOHP analysis, and the results are compared with that of the cg structure as shown in Fig. 2.6. 

Clearly, a ‘shorter bond = stronger bond’ paradigm is revealed in the nearly linear relation between 

the integrated COHP values and the bondlengths, which seems to be independent of crystal 

structure (inset).  

 

 

 

 

 

 

 

 

Figure 2.6. Calculated -COHP values for bonded N-N pairs in cg and Pccn structures. The shortest 

(1.329 Å) and longest (1.635Å) bonds in the Pccn structure were selected for presentation. Inset 

shows the ICOHP values for bonded N-N pairs in cg (1.421 Å) and Pccn (between 1.329 Å and 

1.635 Å) structures. 

The shortest bond (1.329 Å) in the Pccn structure has the largest -ICOHP value 

(14.52eV/pair), which sets up a favorable condition for mechanical stability, but the longer bonds 

go against it and compete. On average, the bond length in the Pccn structure is 1.461 Å (see Fig. 

2.7), slightly larger than that in the cg structure (1.421 Å). The overall stability of the Pccn 

structure, therefore, is less than that of the cg structure.  
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Figure 2.7. Distribution of N-N pairs in the Pccn structure, where atoms are colored in green to 

guide the eye.  

The structural parameters of the Pccn structure (optimized at 137 GPa) are 8e: 0.1638, 

0.8230, 0.5504; 8e: 0.6592, 0.6684, 0.5378; 8e: 0.4026, 0.4077, 0.2727; 8e: 0.9074, 0.2019, 

0.2573, with a = 6.96 Å, b = 3.45 Å, and c = 6.84 Å. The experimental XRD pattern reported at 

the same pressure [53] was used to examine the structures. We found that none of the known 

theoretical structures alone is able to sufficiently reproduce the experimental XRD pattern, but the 

combination of the Pccn structure and the Pba2 structure predicted by Ma et. al. [63] (in 1:2 ratio) 

appears to be an excellent match as shown in figure 2.8.  

 

 

 

 



44 
 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.8 Calculated XRD patterns for the Pccn structure, the Pba2 structure, and the 1:2 

mixtures of the two structures at 137 GPa, compared with the experimental XRD pattern at the 

same pressure. The experimental XRD pattern was adapted from Ref. 53. Copyrighted by the 

American Physical Society. 

 

This confirms that the synthesized phase is a multi-phase mixture. The simulated XRD 

pattern reveals that the majority of the observed Bragg peaks belongs to the Pba2 structure. The 

two peaks at 10.9 and 11.3 can be uniquely indexed to the Pba2 structure, while the two at 9.5, 

and 12.2 appear to be overlapping with the peaks from the Pccn structure. The two peaks at 8.3 

and 14.3 are signature peaks of the Pccn structure, which are indexed to (111) and (121), 
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respectively. The weak peaks below 8 and those between 19 and 20 can also be uniquely 

indexed to the Pccn structure. Essentially, most of the 2θ positions of the Bragg peaks can be 

successfully matched to the experimental XRD. The relative intensities of the peaks however have 

a various degree of deviation, in particular for the peak at 20.2 ((213) of the Pba2 structure). This 

could be due to a slight modification of the structure and the preferred orientation of the crystal. It 

should also be noted that due to the experimental difficulties, such as weak x-ray scattering of 

nitrogen and the uncertainties in the background subtraction, the present experiment-theory 

comparison shows a consistency that supports the presence of the Pccn and Pba2 structures but 

this does not rule out the possibility that other structures, such as the C2/c [76] and cg [54] 

structures, may co-exist in this P-T region. 

 

2.3.2 Equations of state and dynamical stability  

The enthalpies of the candidate structures of nitrogen (H = E + pV) are compared in Fig. 

2.9 over the pressure range 100-300 GPa. This comparison includes the Pccn structure and several 

previously predicted structures (cg, BP, Pba2, P21212, P-421/m [14], and C2/c). The cg and Pba2 

structures were found to be the lowest enthalpy structure below and above 190 GPa, respectively, 

which agrees well with previous calculations [61, 63-64]. In the 100-140 GPa range, both the Pccn 

and Pba2 structures have higher enthalpies than the cg structure. This indicates that they are not 

thermodynamic ground state at 0 K but could be metastable at high temperatures as we will find 

out later in this discussion. The experimental observation of the new phase at high temperatures, 

i.e., above 2500 K, appears to support this conjecture. At 120 GPa, the enthalpy differences 

between these two structures and the cg structure are about 0.07 and 0.1 eV/atom, respectively, 

which, in term of equivalent temperature, are 812 K and 1160 K. In this pressure range the 
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previously predicted C2/c structure [76] is also energetically competitive, and therefore could also 

be a candidate structure. For other structures, since their simulated XRD patterns do not correspond 

to the experimental observations, they are not considered further. The dynamical stability of the 

Pccn structure is established by the phonon calculations as shown in Fig. 2.10. The absence of 

imaginary frequency in the phonon dispersion relations confirms the stability of the Pccn structure. 

Notably, the optical branches are nearly flat revealing non-dispersive N-N vibrons in the ring 

structures. Due to the particular vibrational modes, one expects that the Pccn and cg structures 

have different vibrational internal energy Uvib and free energy Fvib that could compensate for the 

enthalpy difference. 

 

 

 

 

 

 

 

 

Figure 2.9. Enthalpies as functions of pressure for candidate structures of high-pressure nitrogen. 

The enthalpy of the BP structure is used as the zero-energy reference level. 

To this end, we estimated the Uvib (−∂ln(Z)/∂β) and Fvib (−ln(Z)/β) for the Pccn, Pba2 and 

cg structures at 140 GPa using the harmonic approximation [72] in which all vibrational modes 
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are treated as normal modes with the frequency distribution described by actual vibrational density 

of states (vDOS). The vDOS was calculated at five different temperatures between 500 and 2500 

K using single-particle velocity autocorrelation function obtained from the thermal trajectory of a 

20 ps NPT molecular dynamics simulation, which captures both harmonic and anharmonic 

vibrations [79]. Fig. 2.11(a) exemplifies the vDOS of the Pccn structure at three temperatures, 

compared with the phonon DOS at 0 K. Clearly, the overall profile of the vDOS is retained at high 

temperatures even up to 2000 K.  

 

 

 

 

 

 

 

Figure 2.10. Phonon dispersion relations for the Pccn structure at 140 GPa. 

 

Compared with phonon DOS, the vDOS at finite temperatures have broadened peaks due 

to greater degrees of freedom, and slightly lowered frequencies due to the unit cell expansion. The 

calculated energy sum H + Uvib and H + Fvib for the Pccn, Pba2 and cg structures at 140 GPa are 

illustrated in Fig. 2.11(b) as functions of temperature. Here the enthalpy values (H) are taken from 

the static calculation (Fig. 2.9). Taking into account, the zero-point contributions, at T = 0 K the 
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cg structure is more stable than the Pccn and Pba2 structures by -0.052 and -0.053 eV/atom, 

respectively [Fig. 2.11(b)]. When raising the temperature, the internal energies Uvib of all structures 

increase, but the differences of Uvib between the structures are nearly constant, signifying the 

energy equipartition in this temperature regime. The relative stability of the structures is therefore 

determined by the entropic contributions to the Fvib, or −TSvib. The Fvib are notably lower in the 

Pccn and Pba2 structures than in the cg structure, suggesting that a phase transition might occur 

as a consequence of the increased entropies at sufficiently high temperatures (but below the 

melting point). 

 

 

 

 

 

 

 

 

Figure 2.11. (a) Phonon DOS and temperature-dependent vDOS for the Pccn structure at 140 GPa. 

(b) The temperature-dependent H + Uvib (open symbols) and H + Fvib (solid symbols) for the Pccn, 

Pba2 and cg structures at 140 GPa (see text). The energy of the cg structure at 0 K was used as the 

zero-energy origin. 
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As shown in figure 2.11(b), the H + Fvib curves bend down, and their differences decrease 

at high temperatures, suggesting the Pccn and Pba2 structures to become more stable with 

increasing temperature. With the Fvib accounted, the Pccn and Pba2 structures are only higher in 

energy than the cg structure by -0.019 and -0.032 eV /atom, respectively, at 2500 K. Given a small 

energy deficiency, the Pccn and Pba2 structures may therefore be stabilized by kinetics at high 

temperatures, utilizing the high mechanical stability of the sp3 covalent networks. 

 

2.4 CONCLUSION 

In conclusion, we report a new single-bonded structure of nitrogen at 2500 K at pressures 

between 100 and 150 GPa which is likely to be a part of the newly synthesized polymeric nitrogen 

phase in the same P-T region. The predicted Pccn structure is composed of fused N8, N10, and N12 

rings connected in a way that all lp-N-N-lp dihedral angles are in low-energy gauche or trans 

conformations. The simulated XRD pattern of a mixture of the Pccn structure and a previously 

proposed Pba2 structure matches the experimental data very well. Dynamical stability of the Pccn 

structure is established by phonon calculations which reveals no imaginary frequencies in the 

entire Brillouin zone. Vibrational free energy calculation utilizing the temperature-dependent 

vDOS obtained from molecular dynamics simulations shows that the Pccn structure is marginally 

higher in energy than the cg structure (~ 0.02 eV/atom) at 140 GPa and 2500 K, indicating that the 

structure is stabilized by kinetics. The present study establishes another single-bonded nitrogen 

phase after the lab-synthesized cg phase and advances the understanding of the phase diagram of 

nitrogen under extreme conditions, which will stimulate the study of metastable phases of nitrogen 

for energy storage applications.  
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FUTURE WORK 

In the future, I will like to push this project little further by exploring the experimental 

confirmation of some existing and newly predicted phases of nitrogen. This work is already in 

progress. This is anticipated to further establish reliability of various theoretical models and 

methods employed in this thesis and push the frontier of research on HEDMs.  
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CHAPTER 3 

GROWTH MECHANISM OF BIMETALLIC NANOALLOY CLUSTERS: 

AlnAun (n=1-10) 

 

3.1 Introduction 

Clusters often exhibit unique properties different from those of individual atoms and bulk 

materials.  The discovery of fullerene C60 and its variations [80] represents the first appearance of 

functional clusters in materials research, which, has since that time stimulated great enthusiasm. 

In recent years, scientists have shifted the direction of their research to understand the growth 

mechanism of systems from cluster to their solid-state forms. This is expected to open an avenue 

for property tweaking and manipulation for technological applications. The solid-state 

manifestation of fullerenes, fullerites, for example, can be processed to a nanocrystalline ultrahard 

form which has growing applications in armor.  

Lowest-energy structures for Aun species or alternative configurations has been intensely 

searched and studied partly due to the phenomenological D3h isomer stabilization which has been 

linked to the spin-orbit coupling effects. Gold nanoclusters spikes the interests of present-day 

research due to their applications in optoelectronics and catalysis. As opposed to the inert bulk 

form, gold clusters (or nanoparticles) have enhanced catalytic activity which was found to be 

strongly correlated with the structures. Over the years, structures of small gold clusters (< ~32 

atoms) have been well established [81-97]. Previous studies have unveiled different structural 

configurations preferred by Gold nanoclusters in their stable forms. They were found to range from 

2-D planar to 3-D cage- and tube-like structures [98-102]. Hinged on strong relativistic effects 
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which leads to metal–metal interactions, [103] gold clusters can be doped with other metals, 

forming bimetallic clusters, where aluminum is considered as a prominent dopant, partly due to its 

abundance, characteristic electronic shell closing and simultaneous occurrence of several 

geometries.  Although being a nearly free electron metal, aluminum has particularly different 

behaviors in low dimensions which lead to its use as a dopant element. Some particular aluminum 

clusters, colloquially known as ‘superatoms’ have been found to behave similar to the halogen, 

alkaline earth, and other multivalent species [104-108].  

As such, the structures and properties of bimetallic Al-Au cluster have been actively 

investigated. While emphasis of past studies has been primarily focused on the Au-rich side [109-

116], the Al-Au equal or Al-rich clusters in this group have been relatively less explored. Just 

recently, the neutral and anionic Al2Au2 clusters were discovered, by a combined photoelectron 

spectroscopy (PES), high-resolution photoelectron imaging, and first principles study [117]. This 

can be considered a bold step in the direction of extending the Al-Au clusters toward the Al-rich 

side. Shortly after, a series of Al-rich Al-Au clusters has been found, with the composition AuxAly− 

(x+y = 7,8; x = 1–3; y = 4−7) [118]. Motivated by these new findings, theoretical study and 

exploration of the possibility of expanding the new Al2Au2 cluster, where the Al and Au have 

equal composition, to a larger cluster size, and to an extended crystalline phase was investigated 

in this study.  The goal is to rationalize the growth mechanism from the cluster to crystalline phase 

in this new family which hopefully can lead to new discovery in nanomaterials design and 

fabrication.  To this end, prediction of thermodynamic ground geometries of the AlnAun clusters 

up to 20 atoms, as well as the solid state structure of crystalline AlAu, using an ex nihilo structure 

search methodology based on particle swarm optimization (PSO) algorithm was carried out.  The 

size-dependent structural characteristics from clusters to crystal were rationalized, coupled with a 
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discussion of the various structural motifs believed to have originated from different bonding 

strategies. Finally, a proposal of a new building block for nanomaterials composed of Al and Au, 

and analysis of the convergence of cluster properties toward the corresponding bulk values are 

presented.  

 

3.2 Methods 

The potential energy surface of AuAl non-periodic system was extensively searched for 

candidate structures of AlnAun clusters using the CALYPSO method, which has been proved to be 

an efficient method for cluster structure prediction [44, 119-120]. The CALYPSO method 

implements particle swarm-intelligence optimization (PSO) algorithm during potential energy 

surface exploration for non-periodic systems [120], combined with structure optimization using 

Gaussian package with PBEPBE/LANL2DZ basis set. More than 3000 distinct isomers (local 

energy minima) were selected from the energy surface for finer optimization using all-electron 

spin-unrestricted calculation with the DMOL3 program, [121-122] and the Perdue-Burke-

Ernzerhof (PBE) functional. Relativistic calculations were carried out with scalar relativistic 

corrections to valence orbitals, i.e., orbitals that participate in bonding, via a local pseudopotential 

(VPSR) employing double numerical plus polarization with addition of diffuse functions (DNP+).  

Convergence of self-consistent field (SCF) was set with a criterion of 1×10-5 Hartree on total 

energy and electron density, 2×10-3 Hartree/Å on the gradient, and 5×10-3Å on the displacement.  

Harmonic vibrational analysis was carried out at the same level of theory to examine the stability 

of low-energy isomers and estimate zero-point energy (ZPE) corrections.  



54 
 

Crystalline AlAu structures were also obtained using the CALYPSO method and fully 

optimized using CASTEP package [123] and PBE functional, with the van der Waals corrections 

[124-125] included for treating the dispersion interactions. Brillouin zone integration was carried 

out on a 10×10×1 Monkhorst−Pack k-points mesh in geometry optimizations along with a kinetic 

energy cutoff of 600 eV.  Phonons were calculated with a displacement method using a 2×3×3 

supercell as implemented in the PHONOPY program.  The Hellmann-Feynman forces were 

calculated from the optimized supercell through the VASP package [41] with a kinetic energy 

cutoff of 500 eV, and a 7×7×7 k-point mesh.  A projector augmented wave (PAW) potential with 

the PBE functional were used.  Convergence was achieved when the energy difference between 

two successive iterations was less than 10-6 eV. 

 

3.3 Results and Discussion 

3.3.1. Structures of AlnAun Clusters and Crystalline AlAu   

The AlnAun clusters with equal Au and Al compositions have more diversity in structures than 

singly doped AlAu2n-1 or Al2n-1Au clusters which can analogously be compared to the task of 

choosing equal number of heads and tails from a group of coins. Apparently, the task is more 

complex than choosing only one.  Prediction of the ground-state and metastable structures of 

AlnAun isomers up to n = 10 using the swarm-intelligence structure search have been done.  The 

representative results are presented in Fig. 3.1, with the structures ordered according to the number 

of Au and Al atoms forming the cluster.  

 

 



55 
 

 

 

 

 

 

 

Figure 3.1. Crystal structures of representative cluster for n=1-10. Each figure represents the 

lowest enthalpy structure for the given stoichiometry [126].  

 

An interesting feature of the ground state geometries of neutral AlnAun clusters is that all 

clusters prefer three dimensional structures (see Fig. 3.1).  Such preference can be traced to the 

strong and favorable Al-Au interactions developed within the cluster.  In the cluster environment, 

electrons tend to transform from Al to Au due to a greater electronegativity of the Au, forming 

nominal Alδ+ and Auδ-.  Thus, the Al-Au interactions are energetically favorable, stabilizing the 

clusters by strong electrostatic attractions, and thereby facilitating the growth of the clusters.  It is 

not surprising that all the ground-state AlnAun clusters have closed structures with alternating 

arrangement of Al and Au atoms which maximize the Al-Au interactions. In addition, this bonding 

strategy also minimizes unfavorable Al-Al repulsions as Al has high metallicity.  In contrast, pure 

Aun clusters were predicted to have two dimensional, close-packed, planner structures until n 

reaches 13, which is primarily due to strong relativistic effects as shown in Fig. 3.2. 
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Figure 3.2. The lowest-energy structures of the corresponding bare Al2n and Au2n (n=1-10) 

clusters. Pink and yellow circles represent gold and aluminum atoms, respectively [126]. 

 

The two dimensional Au clusters have previously been synthesized, for example, on insulating 

self-assembled monolayers (SAM’s).  Pure Aln clulsters, on the other hand, favors three 

dimensional networks. The predicted ground-state geometries of Aln and Aun clusters are in good 

agreement with the previous studies [82-84,98,127-129].  

 In detail, the diatomic AlAu has a C∞v symmetry with the calculated average vibrational 

frequency of 9.97 THz, which is in excellent agreement with the experimental results of 9.99 THz 
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[114]. The ground-state geometry of the Al2Au2 cluster has a four-member ring structure with the 

C2v symmetry, which is identical to the experimentally identified structure by high-resolution PES 

[117].  Another way of looking at the C2v structure is a closed ring of alternating Au and Al. It can 

be explained that a ‘closed’ structure is likely more stable than an ‘open’ structure due to favorable 

Al-Au interactions that the closed configuration tends to maximize.  The argument goes back to 

the simplest ring structure, H3
+, which clearly prefers equilateral triangle geometry to an open 

chain.  In fact, as it is shown in figure 3.1, all the predicted AlnAun clusters in this work prefer 

closed structures.  

The predicted ground-state geometry of Al3Au3 has a book structure (see Fig. 3.1). Like with 

the diatomic cluster, this geometry is suited to maximize the Al-Au interactions.  Other isomers, 

such as rectangle (C1), benzene analogue (C3v) structure, or distorted triangular structures, either 

have less Al-Au interactions or have unfavorable Al-Al interactions, leading to higher energies.  

From n = 4 to 9, the AlnAun clusters adopt closed, cage-like structures.  The predicted ground-state 

Al4Au4 cluster has a square antiprism with D2d symmetry.  Such a structure yields maximum twelve 

Al-Au bonds, forming a closed cage.  Similar cage structure has previously found in VCs8, VNa8, 

and VLi8 clusters, where the alkali metal form cages (so called ‘superatoms’) with dopant V atom 

situated in the center [130-132]. The hollow cage structures from Al4Au4 to Al8Au8 are facilitated 

by the same bonding strategy, but the Al9Au9 has a filled cage structure with one Au atom in the 

center in order to maximize its Al-Au interactions with successive gold atoms surrounding the 

central aluminum site (the bond of ambient Au and the center Al are depicted with thin stick radius 

in Fig.3.1). This situation is similar to the high stable W@Au12 cluster, which has a highly 

symmetric icosahedral structure with the 5d tradition metal atom W encapsulated in the Au12 cage 

having particularly efficient radial bonding [133-134]. At n = 10, the cluster adopts a three 
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dimensional network, showing the onset of periodicity and the characteristics of an extended 

crystalline structure.  

The AlnAun becomes a crystalline phase when n approaches infinity.  To this end, we also 

searched for the stable crystalline AlAu structures with the swarm-intelligence structure search 

method.  The predicted ground-state crystalline phase has a monoclinic unit cell with the P21/m 

space group (Fig. 3.3), which is very close to the experimentally known geometry of this structure 

within the accuracy of the DFT method (Table 3.1) [135-136].  

 

 

 

 

 

 

 

 

Figure 3.3. Optimized crystal structures of Al-Au bulk phase from the top view (left) and the 

side view (right). Crystal structure data for these structures are listed in Table 3.1[126]. 
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Table 3.1. The symmetry group (SG), lattice parameters of lengths (Å), angles (degrees) and the 

relative energies of ∆E per cell (in eV) with respect to the most stable structure for the Al-Au 

bulk phase depicted in Figure 3.3 [126].   

 

This structure can be viewed as a monoclinically distorted NiAs structure for AB alloys, 

with the coordination numbers for Al and Au increased to 8 and 9, respectively.  Interestingly, a 

common feature shared by the crystalline AlAu and aforementioned AlnAun clusters is the 

existence of an Al2Au2 tetrahedron (four member ring), which may be considered as the ‘building 

block’ for the structural growth as shown in Fig. 3.4.  All AlnAun clusters, from n = 1 to 10, can 

be viewed as low-energy edge-sharing arrays of the Al2Au2 units.  In the crystalline phase, the 

trace of Al2Au2 motif is also clearly visible (highlighted by dotted ecliptics, Fig. 3.4). 

 

 

 

 

 

Figure 3.4. Structural evolution from the neutral AlnAun (n=1-10) clusters towards crystal 

structure. Pink and yellow circles represent aluminum and gold atoms, respectively [126]. 

System SG a b c α β γ ΔE(eV) 

Expt. 
_ 6.399 3.333 6.325 90 93.14 90 _ 

_ 6.405 3.333 6.327 90 92.99 90 _ 

Fig. 3.2 P21/m 6.51 3.28 6.38 90 94 90 0 
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3.3.2. Electronic Structures 

Various types of standardized analysis were done to characterize the electronic structure and 

properties of various cluster sizes predicted up to the crystalline phase. To visualize the Al-Au 

interactions in AlnAun, we have demonstrated the deformation electron density (DED), defined as 

the difference between the charge density of the cluster and the charge density sum of individual 

atoms.  Using Al4Au4 and Al5Au5 as examples, the DED are analyzed in figure 3.5.  In both 

clusters, electron accumulation is clearly revealed around midway of the Al-Au contacts, showing 

covalent characteristics.  Yet, there is a substantial charge transfer from Al to Au due to the greater 

electronegativity of the Au, which facilitates polarized Al-Au interactions.   

 

 

 

 

 

 

Figure 3.5. The deformation electron density (DED) of the Al4Au4 and Al5Au5 clusters. Charge 

accumulations are obvious in blue regions. The surface isovalue for electron density is 0.03 e/Å3 

[126]. 

 

Clearly, in all clusters the Au atoms are anionized, gaining fraction of electron ranging from 

0.35 ~ 0.57 e-/atom.  It should be noted here that, although being an inert element, Au is easily 
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anionized in alloys and solid solutions. Bader Charge Analysis was done on the crystalline AlAu 

revealing that each Al atom (s2p1) transferred electron to the corresponding Au atom (s1d10) in the 

unit cell as shown in Table 3.2. Thus, in the stoichiometry of AlAu crystal, the result of the Bader 

charge analysis clearly shows that Au will be anionic while Al will be cationic in their 

configurations. Au atoms are anionized by gaining a whole and some fraction of electron ranging 

from ~0.67 to ~ 0.68 e-/atom, thereby behaving like its cluster configurations. The result of bader 

charge analysis is shown in table 3.2 

S/N Atom Bader Charge (e) 
Bader Charge 

transfer (e) 

1 Au 12.68 -1.68 

2 Au 12.67 -1.67 

3 Au 12.679 -1.68 

4 Au 12.67 -1.67 

5 Al 1.35 1.65 

6 Al 1.30 1.70 

7 Al 1.35 1.65 

8 Al 1.30 1.70 

 

Table 3.2. Bader charge analysis on each atom in the crystalline AlAu unit cell. 

 

The result of energy dispersion calculation shows that in extended AlAu structure, the 

bonding and antibonding orbitals form valence and conduction bands, respectively, which overlap 

near the Fermi level, leading to a metallic state.  The kinetic stability of AlnAun clusters is 

examined by the energy gap (Egap) between the highest occupied molecular orbital (HOMO) and 

the lowest unoccupied molecular orbital (LUMO). The calculated energy gap of AlnAun clusters 

which decreases with odd-even oscillation, as shown in Table 3.3, eventually vanishes in the 

crystalline AlAu phase (see Fig.. 3.6).  
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Table 3.3. The average binding energies per atom (Eb) and the HOMO−LUMO energy gap 

(Egap), of the AlnAun (n=1-10) clusters for the lowest-energy structures. 

 

Clearly, the odd-even oscillation of Egap is due to the unpaired electrons in these particular 

clusters which reduces the HOMO-LUMO gap. 

 

 

 

 

 

Figure 3.6. The band structure of the P21/m structure. The horizontal dash-dot lines indicate the 

Fermi level [126]. 

System Eb Egap 

Al1Au1 1.96 2.466 

Al2Au2 2.51 1.963 

Al3Au3 2.72 1.541 

Al4Au4 2.87 0.717 

Al5Au5 3.07 0.961 

Al6Au6 3.10 0.624 

Al7Au7 3.19 0.718 

Al8Au8 3.24 0.33 

Al9Au9 3.31 0.255 

Al10Au10 3.37 0.461 
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In extended AlAu structure, the bonding and antibonding orbitals form valence and 

conduction bands, respectively, which overlap near the Fermi level, leading to a metallic state as 

shown in Fig. 3.6.  The dynamic stabilities of Al4Au4 and Al5Au5 clusters and crystalline AlAu 

were tested using molecular dynamics simulation implemented in the CASTEP code at room 

temperature (T = 300 K). The NHL thermostat was used for NVT molecular dynamics.  Within 

the employed simulation time of 2 ps, no structural changes were detected in any structure.   

 

 

 

 

 

 

 

 

Figure 3.7. Relative potential energy (eV) of the Al4Au4 and Al5Au5 clusters (a), and Al-Au bulk 

for the lowest-energy structures during 2 ps of molecular dynamics simulation [126]. 

 

As seen in Fig. 3.7, the instantaneous values of the relative potential energy fluctuate due 

to thermal fluctuations but the average values stay constant.  Thus, the ground-state clusters are 

expected to be stable at room temperature.   
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Figure 3.8. The Phonon dispersion relations of the P21/m structure at ambient condition [126]. 

In addition, phonon dispersion relations of the crystalline AlAu phase were also calculated 

to investigate its dynamical stability. The result is as shown in figure 3.8.  Notably, none of the 

vibrational modes contains imaginary frequency, suggesting that this structure is dynamically 

stable at ambient conditions. 

 

3.4 CONCLUSION 

In conclusion, the size-dependent structural and electronic properties of bimetallic AlnAun 

(n=1-10) clusters have been systematically investigated by using relativistic all-electron density 

functional theory. A theoretical evidence is provided that points to the fact that Al2Au2 cluster can 

be used as the building block to construct the other AlnAun clusters with successive Al and Au 

atoms, which can be used to probe the growth mechanism for cluster-assembled nanomaterials. It 

is further shown that this trace of Al2Au2 motif is also clearly visible in the bulk state. Since 

properties of nanomaterials depend on their size and shape, this work show the bottom-up approach 
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of nanoscience and provide a new way to discover the physical and chemical properties of such 

materials that are employed in physical processes like catalysis.  

FUTURE WORK 

In the future, I will like to push this project little further by theoretically predicting other 

cluster structures that are application driven. Various theoretical tools like the genetic algorithms 

and particle swarm-intelligence optimization algorithms under different implementations would 

be employed to predicts cluster structures targeted towards catalysis and other physical processes. 

  



66 
 

CHAPTER 4 

CONCLUDING REMARKS 

 

 Interests in EMs research has experienced tremendous surge in the past years due to the 

peculiar ability of this class of materials to store relatively large amount of energy that are readily 

deliverable. Nitrogen is particularly interesting because of its abundance and ‘environment-

friendly’ nature. It has been reported that high energy is stored in the single bond of nitrogen, 

which is released during bond rearrangement. This rearrangement of bond could be triggered by 

subjecting molecular nitrogen to extreme P-T conditions. Allotropes formed solely by N-N single 

bonds could potentially be used as HEDMs.  

Furthermore, current technological innovations are driven by nanomaterials due to the need 

for miniaturization of various electronic and technological gadgets. This need has in a way caused 

rigorous investigation into the phenomenon of catalysis as it assists in efficient and cheap synthesis 

of functional materials. Clusters made of two metallic elements has been extensively studied and 

reported as a possible class of material suitable for catalysis for which AuxAly (x,y are integers) 

clusters were specifically proposed. Most of the experimental as well as theoretical research done 

on this material has always favoured the Au rich side in the AuxAly configuration. However, 

systems that are Al-rich or composed of equal proportion of both metals has been scarcely 

explored.  

Motivated by the above backgrounds, a theoretical XRD study, combined with a range of 

theoretical thermal analysis techniques has been applied to study our newly predicted single-

bonded nitrogen using PSO and metadynamics algorithm. This work has established that the newly 



67 
 

synthesised single-bonded nitrogen reported by Tomasino et al. [53], could in fact be a mixed 

phase of the previously predicted Pba2 phase by Ma et al. [63] and the newly predicted 

orthorhombic structure with the Pccn space group reported in this study. The results of dynamic 

and thermal analyses show that at a very high pressure (> 120 GPa) and high temperature (> 2500 

K), the new Pccn structure could become more stable and energetically more favourable than the 

previously reported phases, putting it in a more competitive and favourable position to be the true 

phase. This work, in a way, established how metastable phase of a material could be stabilised 

through kinetics. It also opens a new dimension to the understanding of the phase diagram of 

Nitrogen under extreme conditions. 

Finally, bimetallic AuxAly clusters in which 𝑥 = 𝑦 = 𝑛, 1 ≤ 𝑛 ≤ 10 were theoretically 

studied up to the bulk phase. The study reveals that each AunAln cluster adopt a geometric 

configuration that helps it to maximize the metal-metal interactions. It is further revealed that the 

four-member ring Au2Al2 cluster can be used as the building block to construct the other AunAln 

clusters up to the bulk (crystalline) phase. Since nanomaterial’s properties depend on their size and 

shape, this study has presented a systemic approach to designing nanomaterials with specific 

physical (such as hardness) and chemical (such as catalytic) properties. 
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APPENDIX 

PERMISSIONS 

Chapter 3 is adapted with permission from Wang, X., Adeleke, A. A., Cao, W., Luo, Y., Zhang, 

M., & Yao, Y. Structures of Nanoalloy Clusters AunAln (n= 1–10) and the Growth Patterns to the 

Bulk Phase. J. Phys. Chem. C, 2016, 120(44), 25588-25595. Copyright 2016 American Chemical 

Society (See below). 
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Figure 1.4. is reprinted with permission from Greschner, M. J., Klug, D. D., & Yao, Y., Phys. Rev. 

B 93, 094428 2016. Copyright 2016 by the American Physical Society (see below). 
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