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Summary: We used ERA-Interim reanalysis data to perform a pattern analysis of the
tropospheric mean meridional temperature flux in the Northern Hemisphere exploiting
an artificial neural network called self organizing map (SOM). The basic explanation
of the neural network will be given for a better understanding of the presented result.
The neural network provides an analyses of the given data in terms of a decomposition
into distinct patterns. The results confirms that the strongest fluxes occur over the North
Atlantic. Additionally, the SOM showed that in general fluxes over the North Atlantic are
most common over all analyzed winters.

Zusammenfassung: Wir verwendeten ERA-Interim Reanalysedaten. Dabei wurde für 
eine Analyse des über die Troposphäre gemittelten Temperaturflusses ein künstliches 
neuronales Netzwerks namens Selbstorganisierende Karte (Self Organizing Map, SOM) 
benutzt. Das neuronale Netzwerk hilft dabei den Datensatz in bestimmte Muster zu 
unterteilen. Die Ergebnisse bestätigen, dass die größten Flüsse über dem Nordatlantik 
in die Arktis vordringen. Weiterhin zeigt sich mithilfe der SOM-Methode, dass im 
Allgemeinen für den analysierten Zeitraum Flüsse über dem Nordatlantik häufiger sind 
als andere Pfade in Richtung Arktis.

1 Introduction

The Northern Hemisphere high latitudes are a very important region for the Earth’s
climate system, and acting as a net transmitter of radiation into space. Small changes in
the properties of these regions will change the energy budget of the planet by changing
the outgoing terrestrial radiation. With regard to climate change especially the Arctic
has changed dramatically. During the last decades, the Arctic temperature is increasing
approximately twice as fast as compared to the rest of the atmosphere (Stroeve et al.,
2012). This effect is called “Arctic Amplification”, and results from different feedback
mechanisms in the Arctic (Wendisch et al., 2017), which enhance warming. The main
positive feedback mechanisms are the surface albedo feedback, water vapor feedback,
cloud feedback, and lapse-rate feedback, while the Planck feedback is negative (e.g.
Colman, 2003; Klocke et al., 2013)
Another important aspect of Arctic Amplification is the decline of the meridional temper-
ature gradient between the Tropics and the Arctic (Cohen et al., 2014), so that the general
circulation is changing. Strong westerlies that are usual for the winter months are getting
weaker and are resulting in more meandering winds. This itself results in more meridional
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transport, where warmer air masses from lower latitudes are transported into the Arctic.
This in turn leads leads to an increase of the temperature in Arctic regions and is further
decreasing the meridional temperature gradient. To analyse Arctic Amplification, it is
therefore necessary to quantify the meridional heat transport, and to elucidate its regional
and temporal distribution.
To find distinct circulation patterns and to analyze the time variation of those patterns
the artificial neural network Self Organizing Map (SOM) (Kohonen, 1998) can been
used. SOMs are useful to find patterns within a given dataset, for example to find distinct
pressure patterns. SOMs are becoming more and more used in the field of meteorology
(Hewitson and Crane, 2002; Cassano et al., 2006; Lynch et al., 2016; McDonald et al.,
2016; Ford and Schoof, 2017). The basic advantage of SOMs compared to other pattern
analysis techniques (e.g. Principle Component Analysis (PCA), or empirical orthogonal
Eigenfunction analysis, EOF) is that SOMs are not constraint to linear assumptions
through the orthogonal decomposition of PCA/EOF. SOMs provides a decomposition that
is closer to the data and sometimes easier to interpret physically, whereas PCA provides
a mathematical orthogonal decomposition, which may sometimes be difficult to explain
in physical terms.
The SOM method has been used to discover patterns of moisture transport over Greenland
(Mattingly et al., 2016), which showed that from 2010-2015 compared to 1979-1994
intense water vapour transport to Greenland was more common. Furthermore, it was
found that intense Greenland ice sheet melt seasons where preceded by moist winter
conditions or occurred at summer times with record frequency of moist days. Cassano
et al. (2016) analysed extreme temperature winter events for cold and warm days in
Alaska. The synoptic conditions were extracted using the SOM method. They found that
for either case temperature advection and anomaly in terrestrial downwelling radiation
are the main contributors to the temperature extremes.
In the following we will analyse the large-scale meridional temperature flux in the high-
latitude troposphere using the SOM-method. In section 2 the basic algorithm of the SOM
neural network will be explained; in section 3 information about the used data will be
provided. The results are presented in section 4 and discussed in section 5.

2 Self Organizing Map (SOM)

SOM is a neural network introduced by Kohonen (1998).This unsupervised learning
method is able to reduce a high-dimensional input space into a two-dimensional map of
nodes, which shows specific features of the given input vector x(t). The created SOM
consists of a two-dimensional array of patterns which are arranged in columns and rows.
This neural network is based on an iterative process to train the map on a given input
vector, which can be based on the formula

mi(t + 1) = mi(t) + α(t) hci(t) [x(t) − mi(t)]. (1)

Here mi is the current weight vector of node i, α(t) is the learning factor, and hci(t) is a
neighbourhood function, described by a Gaussian neighbourhood function,

hci = exp
(
−
‖ rc − ri‖

2

2 σ2(t)

)
(2)
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where rc, ri are the location vectors of node c and i. σ defines the width of the function
and decreases over time.
At each iteration step each input vector is analysed by its Euclidean distance to each node
and is then selected to the node according to the smallest distance. These closest input
vectors are collected and are called best matching units (BMUs). Furthermore, each node
is compared to their neighbours following hci, which describes the maximum radius of
nodes c around node i to compare against. Then, according to α(t) the node changes to
a new states. After these steps are performed for each node, the procedure is repeated
until a predefined number of iterations has been performed. As a rule of thumb a SOM
converges after a number of iterations that equals 50 times the number of nodes. Through
the comparison of the node with its neighbours the map organizes itself in such a way
that nodes that are close to each other are more similar compared to nodes that are father
apart from each other. The amount of nodes within the map can be arbitrarily chosen.
Choosing more nodes will provide more detailed patterns of the input data, whereas the
training for only few notes is suitable to get a more generalized view of the input field.
In general, SOM are an alternative for a PCA or EOF analysis, but with the major
advantage of a non-linear approach. Without linear assumptions SOMs can reproduce any
pattern from a given dataset, which are dependant on non-linear interactions. Furthermore,
the SOM method shows substantial advantages over PCA and (rotated) EOF analysis to
find patterns in given data (Reusch et al., 2005; Liu and Weisberg, 2011).Reusch et al.
(2005) found that SOMs, which are large enough, are more capable of extracting key
features of a artificial generated dataset of pressure fields. Whereas PCA is less suitable
to extract the predefined patterns, the SOM was able to reliably reproduce the predefined
patterns in the artificial time series with correct attribution of variance. But it was also
shown that the size of the SOM has to be big enough to extract the given patterns, and
too small choices of SOM were not able to reproduce all patterns.
To create the SOMs, the python package “somoclu” was used (Wittek, 2013).The package
is also available for R, MATLAB and for usage within the UNIX command line. Somoclu
is computationally highly optimized to enable training of large maps and large datasets.
As settings of the somoclu package we used 10000 iterations, α(t) = 0.5 decreasing
exponentially while iterating to 0.001. A SOM with 20 nodes was created with 4 rows
and 5 columns. This means that 20 distinct patterns were produced which are aligned in a
2 dimensional grid of 5 patterns per row and 4 rows in total. The neighbouring maps/nodes
starts to compare against a radius of 4 and the comparison was reduced exponentially
during the iteration steps to just the closest neighbours. So the map learns/changes much
during the very first iterations and then goes into the state of learning more specific from
the given vectors.
It is important to look at the whole map and not just single nodes. This is necessary to
get a view on how the algorithm has decomposed the field.

3 Data

For this study, synoptic (00, 06, 12, 18 UTC) ERA-Interim (Dee et al., 2011) winds and
temperatures during the 1979 through 2016 winter seasons were used. The ERA-Interim
data are available at a horizontal resolution of approximately 0.7 degrees, with 37 pressure
levels from 1000 hPa up to 1 hPa. For the performed analysis the synoptic values were
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daily averaged. For faster computation, the analysis was limited to regions north of 50◦N.
Daily data of Temperature T and meridional wind v where at first multiplied to obtained
the meridional temperature flux in the unit of K m/s at each grid point. Afterwards the
tropospheric mean from 1000 hPa to 200 hPa was calculated for each horizontal grid
point:

F =
1
N

p1∑
i=p0

(vi(t, x, y) Ti(t, x, y)). (3)

Here F is the final mean height, daily meridional temperature flux, p0 is the lower pressure
(200 hPa), p1 is the higher pressure (1000 hPa), N is the number of pressure levels between
p0 and p1, vi and Ti are the meridional wind and temperature at a given pressure level
i, and t, x, y represents time, meridional anad longitudinal dependcy. The unit of F is
K m s−1, so large values for F represent a higher temperatures that are moved within a
strong meridional wind. Lower values correspond to a weaker meridional transport or a
lower temperature to begin with. The 2D-field of the mean height, mean daily meridional
temperature flux F is then fed into the SOM algorithm.

4 Results

Figure 1 shows a 4x5 SOM after 10000 iterations as explained before. For easier compari-
son we denote each pattern corresponding to its position within the map with “node (j,k)”.
Here j denotes the row and k denotes the column according to the nomenclature for matrix
indices. The contours show the tropospheric mean meridional temperature flux with the
occurrence frequency during the analysed time period shown on the upper left corner.
In general, there are three patterns which can be distinguished: one where the flux is
strongest mostly over the Denmark Strait, one where flux is directed via the west coast
of Greenland and another one where the flux is focused over the Bering Strait. Patterns
that look similar to wedges of a pie near the pole are a result from the definition of the
meridional wind which is only positive for northward wind. This results to such wedge
shaped contours in polar projection maps.
Additionally, there are some patterns with an increased flux over the Laptev Sea (8 out of
20), or over the Kara Sea (3 out of 20). The strongest meridional temperature fluxes of
3600 K m s−1 occur only at about 5.5 % of the time (node (0,2)). The most frequent pattern
occurs during 9.7 % of the analysed winters and favours fluxes over a North Atlantic
pathway into the Arctic. The second most frequent pattern occurs during 9.4 % of the
time and is mainly dominated by fluxes over the Bering Strait. Those major pathways
were also found for moist static energy flux based on an analysis of 25 years of the
Geophysical Fluid Dynamics Laboratory (GFDL) dataset (Overland et al., 1996). Other
patterns are less frequent and only occur at about 2.4 % up to 3.1 % of the analysed time
period. This may be a hint that the chosen size of the whole SOM is already too large
to get a generalized view on the data, and might already show very specific patterns.
Nevertheless, it can be seen that patterns that are close to each other are more similar
compared to patterns that are farther apart. But it can also be seen that the difference
between neighbouring patterns are not the same. For example, looking at the pattern in
node (2,3), the right neighbour is closer to this node compared to the left neighbour. In
further analysis these different distances have to be visualized in a way that one can easily
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Fig. 1: 4x5 SOM of mean tropospheric (1000 hPa - 200 hPa) meridional temperature flux
(vT), of ERA-Interim daily mean data for the winters from 1979/80 to 2015/16; contours
show vT in K m s−1, numbers in upper right show occurrence frequency in percent. The
numbers in the upper left show the number of the node.

Wiss. Mitteil. Inst. f. Meteorol. Univ. Leipzig Band 55 (2017)

55



distinguish clusters of pattern within the SOM, which can help to find an appropriate size
for the SOM. An appropriate size would consists of enough nodes to find patterns that
differ substantially enough without showing too many detailed patterns. Of course, it is
dependent on the purpose the SOM has to fulfill: for a very rough generalisation a small
SOM is sufficient, for a detailed view on the data a very large SOM is necessary. This is
one of the drawbacks of using SOM, the decomposition depends on the chosen size of
the map.
Figure 2 shows for each pattern (corresponding to the position within the map) the yearly
frequency of occurrence together with a 5 year moving average. For the two patterns
of node (0,0), and node (0,4) the time series show the strongest variability. In the year
1990 the conditions similar to the pattern shown in node (0,0) occurs at about 30 % of
the winter days, while the pattern of node (0,4) is only present during 2 % of the days in
this winter. Looking further into the time series of node (0,0) it can be seen that in 2004
the flux over Iceland has almost never occurred, while the temperature flux through the
Bering Strait and the East Siberian Sea is most frequent with 15 %.
The frequency of occurrence of the patterns within the center of the map (nodes (1-2,1-3))
rarely exceeds 10 % and they are present mostly during less 5 % of the days of a year.
The correlation of the time series of the patterns among themselves does not show
any specific features (not shown). Only the trends of node (2,0) and node (0,3) show
significance with p-values smaller than 0.05. The positive trend of node (2,0) corresponds
to relatively low fluxes (about 2000 K m s−1) through the west coast of Greenland and
south of Alaska. Node (0,3) shows a negative trend for slightly higher fluxes (about 2800
K m s−1) south of Iceland and relatively lower fluxes (about 1600 K m s−1) through the
Bering Strait. Just looking at this node might suggest that states will be less common and
other states will increase, but no distinct correlation between the nodes was found.
It has to be noted, that the meridional temperature flux itself could be seen as a represen-
tation for the meridional heat flux. No direct influence of this flux on the surface can be
derived, for that the divergence of the fluxes have to be analyzed. However, the flux itself
is useful to find pathways of transport into the desired regions.

5 Summary and Discussion

An analysis of the patterns of tropospheric mean meridional temperature flux from ERA-
Interim reanalysis was performed using an artificial neural network called SOM. With
this method it is possible to distinguish key patterns of a given dataset, without the
limitation of linear assumptions like in an EOF analysis. Moreover, the SOM can be
be analyzed more easily, because the method recreates states that are already present
the input data, compared to an EOF were the input data is split up into mathematical
orthogonal components. The drawback of this method is that one has to find a reasonable
size for the SOM to represent key features without showing to many detailed patterns
and thereby loosing generalization.
From the results of our analysis of meridional temperature fluxes it can be suggested that
most of the time the meridional heat flux takes place over the North Atlantic between
Greenland and Iceland, offshore west Greenland, and through the Bering Strait. These
regions are resulting from the geographic features of the northern hemisphere, where the
Arctic region is enclosed by land masses and most of the fluxes are channeled over the
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Fig. 2: Time series of the days in each year mapping to the specific state (upper left shows
corresponding node/state). Blue lines show percentage of annual days mapping to the
specific node, red lines show 5 year moving averages. Black lines show linear fit. In the
upper right the slope of the linear fit is shown (in % per year), r2, the + and − signs at the
top of the plots show if the calculated positiv/negative lienar trend is significant or not .
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oceans. The time series of the specific patterns show that there are patterns with a large
variability and patterns with small variability in the occurrence frequency. The patterns
that showed a low frequency of occurrence, which are mostly found in the middle of the
map, suggest that the chosen size of the SOM might already be too large to find a more
generalized view. Nevertheless, the most frequent pathways that were already found
here are consistent with those in the literature (Overland et al., 1996; Adams et al., 2000;
Vinogradova, 2007). The strongest fluxes occur over the Denmark Strait and Bering
Strait.
Also the pattern looking like wedges of a pie offshore north Siberia might be caused by
the choice of daily data. Using daily mean data, synoptic features have to be considered
which show these large wedges of temperature flux into the Arctic via Siberia. Those
patterns might result from synoptic pressure systems that transport air from northern
Siberia into the high-latitude Arctic.
Looking at the frequency of occurrence through time two significant trends were found
(see Figure 2). This can be seen by looking at the given p-value which indicates signifi-
cance above the 95% level for testing the null hypothesis. When this p-value is smaller
than 0.05 the trend is considered as significant. In Figure 2 significant trends are indicated
by + and − signs depending on the sign of the trend.
Only node (2,0) and node (0,3) contains respectively trend but analysis for different
time scales are necessary for further results. This is opposite to the suggestions from
Vinogradova (2007), where a negative trend of annual mean meridional heat flux was
concluded for January 70◦N latitude, which cannot be seen in the trends for the circulation
patterns.
For future studies we plan to analyse not only ERA-Interim data but also results from
the Coupled Model Intercomparison Project 5 (CMIP5, Taylor et al. (2012)) to see how
the models differ from each other and from reanalysis. Further, we will investigate
other meteorological variables/fields such as, for example the eddy heat transports and
at different time scales, for instance using the method with monthly or yearly mean
data. It will also be interesting to look at different patterns of the divergence of heat
fluxes. Another possible analysis will be to use the SOM method on 4-dimensional fields
(time, level, latitude, longitude) instead of only 3-dimensional fields (time, latitude and
longitude) to find patterns/structures that persist within the whole troposphere.
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