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Abstract

This thesis collects the published papers of ours on the subject of classical nonequi-
librium statistical mechanics. Mainly stochastic systems are considered, with special
regard to applications in soft matter physics.

First, we study Brownian motion in a bath driven far from equilibrium by a ther-
mal gradient, for which we derive the appropriate generalized Langevin description and
extended fluctuation-dissipation relation. We then move to Markovian systems driven
by non-conservative forces and simultaneously in contact with multiple heat baths.
Their steady states are found to be characterized by virial relations and generalized
equations of state that feature dissipative currents on the same footing with thermo-
dynamic variables. Then, the dynamical properties of such systems are addressed. We
extend nonequilibrium linear response theory to thermal perturbations, which allows
to extract thermal susceptibilities—key quantities in the construction of a general ther-
modynamic theory—from unperturbed fluctuations. Finally, we turn to the fluctuation
theorems, i.e., symmetries that hold for the statistics of typical nonequilibrium quan-
tities, such as entropy production and currents. We show that they are in practice
valid beyond their expected range of application and extend them to other meaningful
observables.

Each of the four chapters includes a short informal introduction to the matter. It
provides the specific background—which a nonspecialist might be unfamiliar with—
needed in reading the associated papers. What they lack in rigor is (hopefully) made
up in simplicity, leaving us free to focus on concepts.
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Chapter 1

Introduction

Systems composed of many interacting degrees of freedom are typically intractable in
full detail. An explicit solution of their dynamical equations of motion is not only
unattainable but, if miraculously found, it would hardly reveal anything of the inter-
esting physics [1, 2]. The reason being that the higher-level qualities of any physical
system are collective, emerging phenomena, that in general cannot be deduced from
the microscopic laws [3, 4]. Luckily, the existence of inherent (time and length) scale
separations selects, among the multitude of degrees of freedom, the few relevant ones
we (as macroscopic systems) eventually couple with. This very point opens the way
for describing physical systems in terms of a handful of coarse-grained variables, which
turn out to follow the universal laws of Thermodynamics. Statistical Mechanics then
bridges the gap between micro- and macroscale: it explains how these typical laws
emerge from the microscopic chaotic behavior when the microstates are justly regarded
as random variables.

For systems in thermodynamic equilibrium, i.e. without any macroscopic current
(of mass, energy etc.), statistical mechanics provides a probabilistic descriptions recur-
ring to minimal assumptions, namely, the microstates of constant energy are equally
probable. When the relevant external constraints and physical invariants (e.g. volume,
particle number) are considered, the framework yields the probability distribution of
the system states [5, 6]. The equilibrium statistical theory may be depicted as the
slide-down from this summit1 [8]. Ensemble distributions allow for calculating the
probability of macroscopic fluctuations and, additionally, determine the symmetries
their time evolution satisfies [9]—such as the fluctuation-dissipation theorem that will
be discussed in Chapter 2. Its practical implementation is strewed with technical dif-
ficulties, but its core principles are justified by a century-long history of experimental
evidences [10].

On the contrary, for nonequilibrium systems, i.e. those run through by macroscopic
currents2, a route to the summit is still to be set. More precisely, there is no general
principles to calculate the probability of the system states, and thus of the physical ob-
servables from the sole knowledge of the system constraints or invariants3 [12]. Finding
such overarching principles is likely to have far reaching impacts, as nonequilibrium
conditions are ubiquitous in Nature. They encompass a myriad of phenomena from

1The climb-up, i.e. the foundational aspects of the theory, are yet under debate [7].
2This might happen because some external constraint either is removed (leading the system to relax

to a new equilibrium) or causes sustained dissipation.
3Exceptions are, e.g., integrable systems. They are describable by generalized Gibbs ensembles

which include the local conserved quantities as additional constraints [11].
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the subnuclear to the cosmological scale4, passing through the “middle world” [14], i.e.
the mesoscale in which units are too large to experience quantum effects but too small
to be described in a purely deterministic fashion. Among its many inhabitants, there
appear the basic constituents of life (from biological macromolecules to cells), arguably
the most striking examples of the complexity nonequilibrium can bring about.

Although a unifying theoretical framework is still missing, a number of general re-
sults is now starting to shed light on the richness of nonequilibrium physics. Progress
has been achieved in the last decades on different subjects5: the study of fluctuations
and their symmetry properties [15, 16], e.g. expressed by the so-called fluctuation
theorems [17, 18]—which lend themselves naturally to be described by the theory of
large deviations [19]; the thermodynamics of small systems and chemical reactions
[18, 20, 21], where fluctuations of heat, work and entropy are considered and the ther-
modynamic role of information (acquired and consumed by measurements, feedback
and erasure procedures) is explicated [22]; the physical aging of systems with com-
plex energy landscape [23] and the approach to (effective emergence of) equilibrium in
systems initially prepared in non-thermal states [24–27].

Alongside these elemental topics, the understanding of paradigmatic complex phe-
nomena represents an equally fundamental line of research. Among them we may
cite nonequilibrium phase transitions and the existence of universality classes [28, 29];
the hydrodynamic properties, self-organization and pattern formation of active (i.e.
energy-consuming) matter [30]; the anomalous transport in low dimensional systems
[31], and crowded, random or fractal environments [32–36]; (the longstanding problem
of) turbulence in fluids [37].

Advances in many areas have been made through the study of specific model sys-
tems [38, 39] which are believed to capture the dominant mechanisms at play out of
equilibrium. The emerging picture reveals the role of irreversibility in generating effec-
tive long-range interactions, spontaneous symmetry breaking and universal power-law
distributions for macroscopic observables, just to cite a few instances.

Some putative criteria (e.g. maximum entropy production [40], superstatistics [41])
and mechanisms (e.g. self-organized criticality [42] and bistability [43]) have been
proposed, which partly comply with these evidences. It is fair to say, though, that
the lack of a solid theoretical basis6 for their (limited) empirical effectiveness relegates
them to the status of conjectures.

The contributions of this thesis find their place in this broad scenario. We begin
in Chapter 2 with Brownian motion in a nonisothemal fluid to address the problem of
deriving an appropriate description of nonequilibrium fluctuations when no equilibrium
thermal bath exists. Starting from the fluctuating hydrodynamics of the solvent coupled
to a suspended particle, we derive the generalized Langevin equation and noise statistics
for the particle alone [46]. Integrating out the solvent’s superfluous degrees of freedom
yields a remarkable generalization of the fluctuation-dissipation theorem featuring a

4Even the cosmic microwave background, often presented as the most iconic example of black body
radiation in the Universe, possesses some unexplained nonequilibrium features represented by an excess
temperature of its low frequencies [13]

5This partial, randomly ordered list is unintentionally biased by the limited knowledge of the author
and the current fashionability of the topics.

6Sometimes there appear inconsistencies between detached research lines. Consider, e.g., the max-
imum entropy production principle, which is a proposed algorithm for constructing a probability dis-
tribution from available information by maximizing the Gibbs-Shannon entropy subject to various
constraints. By construction, it neglects non-dissipative dynamical aspects (unless they are introduced
via the constraints, which then makes the theory of very limited utility [44]), in plain contradiction
with fluctuation theory, which predicts them to be of crucial importance far from equilibrium [45].
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frequency-dependent noise temperature, which was previously postulated to govern the
linear response away from equilibrium [47]. It turns out to be a spatial overage of
the fluid temperature field T (r) weighted by the local energy dissipation φ(ω, r) due
to the particle motion [48]. The energy spectrum of the thermal noise thus becomes
colored due to the long-range (hydro)dynamical interactions between the particle and
the fluid volumes kept at different temperatures. In practice, this means that the
particle velocity and position appear to thermalize at different effective temperatures

1
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〈
V 2
〉

=
1

2
kBT
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〈
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〉
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2
kBT

X , (1.1)

which are selected from the spectrum T (ω) by the respective relaxation rates. The
resulting theory thus appears as a promising paradigm for non-Markovian fluctuations
caused by a nonequilibrium environment, such as glassy and living matter. The re-
sulting theory thus appears as a promising paradigm for non-Markovian fluctuations
caused by a nonequilibrium environment, such as glassy and living matter.

Then, rather than being after new principles, we content ourself with surveying
cornerstone results of equilibrium statistical mechanics, i.e. the energy equipartition,
virial theorem and the mechanical equation of state. In Chapter 3, we find useful
generalizations for stationary Markovian systems driven by non-conservative forces fi
and simultaneously in contact with multiple heat reservoirs at temperature Ti, which
feature the heat flux Q̇i into the baths over the damping time 1/γi on the same footing
with thermodynamic variables [49],

〈
p2
i

mi

〉
=

〈
qi

(
∂H
∂qi
− fi

)〉
= kBTi +

Q̇i
γi
. (1.2)

These novel relations are applied to some prototypical model systems [50, 51]: namely,
heat conducting lattices, whose inhomogeneous energy distribution between the normal
modes is characterized in terms of the driving and boundary conditions; suspensions of
self-propelled particles [30], for which we confirm the pressure equation to be in general
dependent on the confining forces—and not just on bulk properties.

In Chapter 4, we move into linear response theory of nonequilibrium states. We
adopt a path integral approach, in which perturbations are viewed in the functional
space of trajectories [52]. We extend the method to stochastic perturbations corre-
sponding to temperature variations of the system’s heat baths [49, 53]. In analogy to
deterministic perturbations, we find that the thermal response of a generic observable
O,

RO(t, t′) =
1

2

〈
O(t)Ṡ(t′)

〉
−
〈
O(t)K̇(t′)

〉
, (1.3)

involves unperturbed correlations not solely determined by the entropy flux Ṡ produced
by the perturbation (as it is in equilibrium), but also by dynamical aspects K̇ that
are non-dissipative, i.e. symmetric under time inversion. The utility of the theory is
twofold. On the one hand, it allows one to extract thermal susceptibilities, such as
heat capacity and thermal expansivity—key quantities in the construction of a general
thermodynamic theory—from unperturbed correlation function. This is shown through
simple numerical examples of heat conducting lattices, and experiments involving an RC
circuit with components maintained at different temperatures and hydrodynamically
interacting colloids under random driving [54, 55]. On the other hand, the theory can
be used to consistently coarse-grain weakly-coupled systems when interactions between
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them can be viewed as small mutual perturbations. By means of this approach we
derive the generalized Langevin equation for a system of probe particles in contact
with a driven environment, such as a suspension of self-propelled or sheared particle,
whose dynamics is subsumed into dissipative and noisy forces breaking the fluctuation-
dissipation theorem, and effective interactions not satisfying the action-reaction law
[56].

Finally, in Chapter 4 we make an excursion into the topic of fluctuation theorems
[12, 18], which are symmetry relations holding in irreversible processes for the statistics
of thermodynamic quantities, such as entropy production and currents. Studying two
different realizations (in computer simulations and experiments) of a laser-heated self-
thermophoretic Brownian particle, we give empirical evidences of their applicability
even though their validity is not a priori guaranteed [57]—as the solvent itself is out of
equilibirium and the driving is inherently random. Moreover, we look for possible gen-
eralization to observables that are symmetric under time reversal—thus unconventional
ones, in this context. For diffusion, processes we find that the phase space contraction
rate (i.e. the sum of the Lyapunov exponents, giving the system’s sensitivity to pertur-
bations) satisfies an integral fluctuation theorem [58] which parallels an earlier version
for deterministic systems [59]. Also, we propose to extend such concepts to jump pro-
cesses as well. Hence, we unravel formal and conceptual similarities between stochastic
and deterministic systems, and highlight the possibility to obtain fluctuation relations
for physical quantities not necessarily related to irreversibility.
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Chapter 2

Brownian motion in a
temperature gradient

Starting from the seminal work of Einstein [60], Brownian motion has become a mile-
stone in the statistical theory of equilibrium fluctuations. It has never since ceased to
attract attention and its laws have been recognized to pertain not exclusively to the
realm of physics, but also to chemistry, biology, and even economics [61]. These laws,
nowadays grounded in the theory of stochastic processes [62], have become a universal
toolbox to describe randomness in science. Hence, Brownian motion, which originally
referred to the thermal fluctuations of some mesoscopic particles in contact with a
bath of smaller particles, generalizes to any slow degrees of freedom in contact with
very many fast ones—the so-called “gross variables”, first appearing in [63]. The scale
separation is the essential feature that allows for some coarse-graining of (otherwise
intractable) many-body systems. A convenient approach to formalize this notion is via
the generalized Langevin equation (GLE), that casts the effect of the dismissed degrees
of freedom in the form of systematic dissipation and random fluctuations [64]:

mV̇ (t) = −
∫ t

−∞
dt′ζ(t− t′)V (t′)− ∂xH(X,V ) + ξ(t). (2.1)

Here V denotes the mesoscopic degree of freedom undergoing Brownian motion, such as
the velocity of a suspended colloid acted on by the solvent friction −

∫ t
−∞ dt

′ζ(t−t′)V (t′)
and the thermal noise ξ. If the bath is in thermal equilibrium, the process generated by
(2.1) should reach equilibrium for long times, too. This is realized assigning the noise
ξ a Gaussian weight that satisfies a fluctuation-dissipation theorem1 (FDT)

〈
ξ(t)ξ(t′)

〉
= kBTζ(t− t′), (2.2)

which equates the spontaneous correlations and the response2 of the bath solely via its
thermal energy kBT [65]. Equation (2.2)—an example of Kubo formula discussed in
Chapter 4—is a formal statement of the Onsager regression hypothesis that “the average
regression of fluctuations will obey the same laws as the corresponding macroscopic
irreversible process” [66]. If only (conservative) forces deriving from a Hamiltonian

1Of the second kind. One should be aware of its distinction from the FDT of the first kind, which
involves the correlation 〈V (t)V (0)〉 and the (symmetrized) response RV (t) of the Brownian degree of
freedom V , namely, 〈V (t)V (0)〉 = kBTRV (t) (t > 0). The former implies the latter if only conservative
forces are added in (2.1). In practice, the degrees of freedom which satisfy an FDT act as a good
thermal bath when coupled to other ones.

2To be precise, ζ(t) = ζ(|t|) is the time-symmetric part of the response function.
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2 CHAPTER 2. BROWNIAN MOTION IN A TEMPERATURE GRADIENT

H(X,V ) are present in (2.1), the FDT (2.2) suffices to ensure that both V ≡ Ẋ and
the conjugated position X relax to the equilibrium probability distribution

ρ(X,V ) ∝ e−H(X,V )/kBT . (2.3)

Also, as a consequence of (2.2) the static correlations induced by the GLE conform to
the equipartition theorem [65]. For the emblematic case of a quadratic energy function
H = 1

2mV
2 + 1

2ω
2
0mX

2, it reads [67]

1

2
m
〈
V 2
〉

=
1

2
ω2

0m
〈
X2
〉

=
1

2
kBT, (2.4)

and thus indicates a “fair” distribution of thermal energy between all degrees of free-
dom. At the level of trajectories, thermal equilibrium, i.e. the absence of probability
currents, is manifest in the form of detailed balance [62]. This—made possible by
(2.2) and the presence of conservative forces only—corresponds to the equality of for-
ward and backward transition probabilities3 between two states with energy difference
∆H = H(Xt, Vt)−H(X0, V0),

P [Xt, Vt|X0, V0] = P [X0,−V0|Xt,−Vt]e−∆H/(kBT ). (2.5)

Because the two states may be seen as the initial and final points of a trajectory and its
time-inverse, detailed balance corresponds to time reversibility of the stochastic process
generated by (2.1).

Statistical arguments are not enough to yield a close form for (2.1), though. The
friction ζ(t), being dynamical in nature, cannot be fixed by equilibrium statistical
mechanics and its functional form needs to be worked out within an explicit coarse-
graining procedure [68–70]. Typically, one resorts to (fluctuating) hydrodynamics the-
ories [71, 72] that separate the wildly chaotic motion of the very many microscopic
degrees of freedom from the more tractable dynamics of a few slow conserved fields,
which contribute the memory effects contained in ζ(t). The latter are negligible only if
there exists an additional strong timescale separation between the hydrodynamic fields
and the Brownian variables, in which case ζ(t) ∼ δ(t), so that (2.1) boils down to a
Markovian (i.e. memoryless) Langevin equation [73].

The Langevin theory remains valid even when the Brownian degrees of freedom are
externally driven out of equilibrium as long as the source of nonequilibrium does not
appreciably affect the bath: namely, when some non-potential force f is included in
(2.1), or the Hamiltonian is endowed with a time-dependent parameter λ(t), but (2.2)
persists as is. The FDT then implies that (2.5) is replaced by local (or generalized)
detailed balance [74–77],

P [Xt, Vt|X0, V0] = P [X0,−V0|Xt,−Vt]eQ/(kBT ), (2.6)

which quantifies the irreversibility of transitions between two states in terms of the
corresponding heat flux into the thermal bath Q, over the bath temperature, i.e. the
entropy flow S = Q/(kBT ). It is the concept of a Brownian scale separation, as embod-
ied in the GLE, that allows to univocally define thermodynamic quantities, like heat
and entropy, at the mesoscopic scale. Indeed, the heat rate Q̇ into the bath is read off
from the GLE as minus the rate of work done on the system by the bath forces [78],

Q̇ = −
(
ξ(t)−

∫ t

−∞
dt′ζ(t− t′)V (t′)

)
V (t) = −Ḣ+ Ẇ , (2.7)

3The probability to move from, say, state x to state y is the product of the conditional probability
P [x|y] times the probability distribution ρ(y).
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and thus splits into the internal energy variation and the work rate4 on the system
Ẇ ≡ fV + ∂λHλ̇. Staring from these definitions, one can develop a framework of
stochastic thermodynamics that plays a central role in describing conditions far from
equilibrium, even when measurement and feedback are included [79], and in studying
nonequilibrium fluctuation relations [18].

In contrast, none of the above symmetry properties generally survives on the Brow-
nian scale if the bath itself is driven out of equilibrium. In soft matter physics one
may think of granular, glassy, or active-particle suspensions, sheared and nonisother-
mal fluids, as typical nonequilibrium baths where one (ore more) Brownain particles
are suspended [80–85]. It is certainly of great interest to establish a self-contained
coarse-grained description for the colloid(s) in such situations. Yet, the equilibrium
arguments invoked above in the construction of the GLE, are not any more applicable.
So the reduced stochastic description must be found by other means, integrating out
the dynamics of the nonequilibrium bath.

In our work [46, 48] we focus on the Brownian motion of a single colloid in a simple
fluid subjected to a temperature gradient. The latter can be imposed by thermostats
maintaing different temperatures at the boundaries or generated by the particle itself
as a consequence of direct heating. This is indeed a very common situations in op-
tical (tracking and trapping) techniques, which intentionally exploit heating or cause
it as a side effect [86]. The resulting hot Brownian motion serves as a prototypical
example to understand the main implications of a nonequilibrium bath. Building on
the fluctuating hydrodynamics of the solvent [87], and its coupling to the hot particle,
we derived the GLE (2.1) for the motion of the hot particle alone. In order to obtain
a mesoscopic model essentially independent of molecular details we cannot renounce
completely to take advantage of equilibrium concepts. We assume that the fluid, de-
spite being globally far from equilibrium, is agitated by fluctuations satisfying a local
FDT in which the inhomogeneous temperature field T (r) enters. Hence, in contrast to
standard Brownian dynamics, we do not require a direct buffering of the colloidal par-
ticle by some equilibrium thermal reservoir but only an indirect one, mediated by the
nonequilibrium hydrodynamic fields. In [46] we demonstrate that typical experimen-
tal conditions comply with this assumption and derive the fluctuating hydrodynamics
adequate for a Brownian particle suspended in solvents with moderate temperature gra-
dients. Integrating out the solvent’s superfluous degrees of freedom yields a remarkable
generalization of the FDT (2.2) which was previously suggested to govern the linear
response of glasses and slowly driven systems [47]. Its Fourier representation,

〈
ξ(ω)ξ(ω′)

〉
= kBT (ω)ζ(ω)δ(ω + ω′), (2.8)

is most convenient to show that a frequency-dependent noise temperature T (ω) replaces
the constant temperature of the equilibrium FDT (2.2). It turns out to be a spatial
overage of the fluid temperature field T (r) weighted by the local energy dissipation
φ(ω, r) due to the particle motion,

T (ω) =

∫
drT (r)φ(r, ω)∫
drφ(r, ω)

. (2.9)

The energy spectrum of the thermal noise thus becomes colored5 due to the long-range
(hydro)dynamical interactions between the particle and the fluid volumes kept at dif-
ferent temperatures. Since φ is the fluid response upon particle displacements, the

4Comparing (2.5) with (2.6), the work W is seen to express the breaking of time reversibility.
5In a way reminiscent of the equilibrium quantum FDT [88].
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noise temperature is not a property of the solvent or the particle, alone, but character-
izes their mutual coupling. For arbitrary temperature gradients and particle shapes,
T is a tensor (since φ is), which reflects that hydrodynamic modes may carry different
amounts of thermal energy along different spatial directions. Loosely speaking, this
defies Maxwell’s colloquial description of the zeroth law of thermodynamics, namely,
all heat is of the same kind [89].

As a result, if we think of the Brownian particle as a thermometer operating far from
equilibrium, its reading will depend on its orientation, shape, surface properties, as well
as the variables being observed. In practice, this means that velocity and position (of a
harmonically trapped particle) appear to thermalize at different effective temperatures
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m
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V 2
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2
kBT

V ,
1

2
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0m
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=
1

2
kBT

X , (2.10)

which are selected from the spectrum T (ω) by the respective relaxation rates. One can
turn this property to good account. A dense Brownian particle (is only weakly damped
by the solvent and thus) can be endowed with a frequency filter peaked at ω0. Thereby,
by varying the trap stiffness mω2

0 it is turned into a genuine thermo(spectro)meter that
measures only the resonant mode T (ω0) [90],

1

2
m
〈
V 2
〉

=
1

2
ω2

0m
〈
X2
〉

=
1

2
kBT (ω0). (2.11)

Differently from many previous approaches [91], these results are not postulated, but
analytically derived. Therefore, they provide an independent testbed for rigorously
analyzing the scope of the notion of effective temperatures, far from equilibrium.
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The classical theory of Brownian dynamics follows from coarse graining the underlying linearized fluctuating
hydrodynamics of the solvent. We extend this procedure to globally nonisothermal conditions, requiring only
a local thermal equilibration of the solvent. Starting from the conservation laws, we establish the stochastic
equations of motion for the fluid momentum fluctuations in the presence of a suspended Brownian particle. These
are then contracted to the nonisothermal generalized Langevin description of the suspended particle alone, for
which the coupling to stochastic temperature fluctuations is found to be negligible under typical experimental
conditions.

DOI: 10.1103/PhysRevE.93.032150

I. INTRODUCTION

The microscopic equations of motion for strongly inter-
acting many-body systems are, in general, intractable. A
notable exception is provided by systems exhibiting a scale
separation that allows for major simplifications of these
equations, making them practically (and not only formally)
useful in a wide range of experimental and technological
applications. Of particular relevance is the so-called Brownian
motion of a reduced number of slow degrees of freedom,
for which the many fast degrees of freedom provide an
effective background noise. As Einstein realized early on [1],
the crucial simplification arises from the assumption that the
microscopic and Brownian degrees of freedom are in thermal
equilibrium, which allows for a universal characterization of
the noise dynamics without explicit microscopic calculations.
The corresponding theory of isothermal Brownian motion is
by now firmly established and usually additionally exploits
the fact that the mesoscopic degrees of freedom mediating
between the Brownian scale and the microscopic noise degrees
of freedom admit a coarse-grained hydrodynamic description,
without loss of generality. In particular, starting with early
work by Zwanzig [2], several papers have explicitly derived
(generalized) Langevin equations describing Brownian motion
as a contraction of the more detailed description of a fluid
governed by linear fluctuating hydrodynamics [3–5]. Among
the major outcomes of this inquiry there is the explanation of
the long-time tails in the Brownian velocity autocorrelation
function [6,7] and the robustness of the fluctuation-dissipation
theorem against variations of microscopic details and even
hydrodynamic specifications, such as the (in)compressibility
of the solvent [8,9] or its (no-)slip boundary condition at the
Brownian particle surface [10]. The necessary nanotechnolog-
ical tools to conduct quantitative experimental tests of these
ground-breaking theoretical developments have only become
available very recently [11–13] and vindicated the central
theoretical premise, i.e., the assumption of an underlying
isothermal fluctuating solvent hydrodynamics, with impres-
sive precision.

*gianmaria.falasco@itp.uni-leipzig.de
†klaus.kroy@uni-leipzig.de

Conversely, very little is known about Brownian motion
in nonequilibrium solvents where the validity of a Langevin
description is not a priori ensured and standard recipes
to leapfrog the microscopic dynamics using results from
equilibrium statistical mechanics, such as energy equipartition,
are not available. Yet microscale and nanoscale motion under
nonequilibrium (and in particular nonisothermal) conditions
are becoming increasingly relevant for innovative experimen-
tal and nanotechnological applications [14–16].

Linear fluctuating hydrodynamics, originally introduced
by Landau and Lifshitz to describe density, momentum, and
energy fluctuations of a fluid in a global equilibrium state
[17], was later extended to nonequilibrium conditions, e.g.,
when a temperature gradient is present [18–21]. The efficacy
of this nonequilibrium theory in describing fluid fluctuations
is testified by the equivalence of its predictions to those of
kinetic theory [22]—within its range of validity, i.e., for dilute
gases—and mode-coupling theory [22–24] and by the good
agreement with light-scattering experiments; see Ref. [25] for a
review. In view of this success, one may expect the theory to be
as effective in deriving reduced descriptions of the Brownian
dynamics in nonisothermal solvents as in the equilibrium case.

The aim of the present work is twofold: first, to establish
the fluctuating hydrodynamic equations of motion for a non-
isothermal solvent, and second, to derive the coarse-grained
description pertaining to a Brownian particle suspended
therein. Section II develops the fluctuating hydrodynamic
equations suitable for addressing the Brownian motion of
a submicron-sized particle in a simple nonisothermal fluid.
More precisely, the analysis of Sec. II shows that the coupling
between momentum, temperature, and density gives rise to
contributions that are at most proportional to ε1 ≡ �T αp,
where �T is the characteristic temperature variation in the
system and αp is the isobaric thermal expansion coefficient
of the solvent. To get a feeling for the numbers involved,
consider the paradigmatic example of a hot nanoparticle of
radius R � 100 nm in water [26]. The temperature variations
will usually be bounded by �T � 102 K, so αp � 10−3 K−1

and it is safe to assume that ε1 � 1. To leading order, one
can thus consider momentum and temperature fluctuations to
be independent and the fluid density to be constant. Based
on these findings, we construct the reduced description for
the nonequilibrium dynamics of the immersed Brownian

2470-0045/2016/93(3)/032150(10) 032150-1 ©2016 American Physical Society
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particle by eliminating the dynamical equations for the
solvent fields, in Sec. III. The particle position R turns
out to evolve according to a generalized Langevin equation
with long-term memory, whose zero-mean Gaussian noise
satisfies a generalized fluctuation-dissipation theorem with a
tensorial frequency-dependent energy spectrum kBTij (R,ω)
that implicitly reflects the lack of homogeneity and isotropy
in the fluid. In Sec. IV we apply our theory to a simple yet
paradigmatic example, namely, a spherical particle in a linear
temperature field. Neglecting the temperature dependence
of the fluid viscosity, we obtain the appropriate Langevin
equation, showing that the noise temperature Tij reduces to the
local fluid temperature, as usually postulated [27,28]. We also
recall how such inhomogeneous noise translates into a ther-
modiffusion flux in the long-time limit and point out its relation
to the thermophoresis observed in experiments with colloidal
suspensions. Finally, in Sec. V, we summarize our results,
leaving a more thorough discussion of the consequences on the
level of the coarse-grained Langevin dynamics to Ref. [29].

II. FLUCTUATING HYDRODYNAMICS

The starting point for the following discussion is the deter-
ministic hydrodynamic equations describing the conservation
of mass, momentum, and energy in a compressible Newtonian
fluid in local thermal equilibrium, which occupies the volume
V around a suspended Brownian particle of arbitrary shape.
Expressing energy in terms of the fields T (local temperature)
and p (local pressure) by means of the local-equilibrium
version of the first law, we have [25,30]

d�

dt
= −�∇ · v, (1a)

�
dv

dt
= −∇p + ∇ · � − �g ẑ, (1b)

�cp

dT

dt
= −∇ · Q −

(
∂�

∂T

)
p

T

�

dp

dt
, (1c)

where � is the mass density, v the velocity, � the deviatoric
stress tensor, Q the heat flux, and cp the specific heat capacity
at constant pressure. The gravity force �g is directed along
the negative z axis. We defined the total derivative d

dt
≡ ∂t +

v · ∇ to simplify the notation and note that, in Eq. (1c), the
temperature variations caused by the viscous heating arising
from the fluid motion have been discarded as second order in
the fluxes and therefore are negligible in comparison with Q.
The constitutive relations for the deviatoric stress tensor and
the heat flux read

� = η[∇v + (∇v)T] + ηb(∇ · v)1, (2)

Q = −κ∇T , (3)

where η, ηb, and κ are the dynamical shear and bulk viscosities
and the heat conductivity, respectively. We also introduce the
kinematic viscosity ν = η/� and the heat diffusivity aT =
κ/�cp (the diffusion coefficients of momentum and heat), for
later convenience. We note that, at this stage, all transport
coefficients can be thought of as spatially varying functions
that would have to be specified, together with a material

law �(p,T ), to close the system of equations. Having highly
incompressible solvents such as water in mind, we simplify the
following discussion by demanding perfect incompressibility,
from the outset. Thereby, we forgo the opportunity to faithfully
discuss very fast processes (faster than the time a sound wave
needs to travel across a distance of about the particle size). By
moreover neglecting a possible temperature dependence of the
expansion coefficient αp, which is again justifiable for water,
the deterministic equations of motion for the solvent are closed
by the simple material relation

�(r,t) = �0[1 − αp(T (r,t) − T0)], (4)

where �0 ≡ �(T0) is the density corresponding to the reference
ambient temperature T0 and terms of O(ε2

1 ) are neglected.
The boundary condition associated with Eq. (1b), which

accounts for the momentum exchange with the suspended
Brownian particle, is the no-slip condition at the particle
surface S, i.e.,

v(r,t) = 〈V (t)〉 + 〈�(t)〉 × r on S, (5)

where 〈V 〉 and 〈�〉 are the deterministic translational and
angular velocities of the particle, respectively.1 The boundary
conditions for Eq. (1c), which describe the heat sources main-
taining the inhomogeneous temperature field, as well as the
particle’s equations of motion, are for the moment irrelevant.

Equations (1) provide the basis for describing the deter-
ministic evolution of the coarse-grained nonequilibrium state
of the fluid. Fluctuations about this average state can be
incorporated by adding stochastic terms to the stress tensor and
the heat flux by substituting � → δ� + τ and Q → δ Q + J ,
in order to represent the random exchange of momentum
and energy between the hydrodynamic and the omitted
microscopic degrees of freedom [17,25]. As a consequence,
the hydrodynamic fields also acquire stochastic contributions
according to v → v + δv, p → p + δp, and T → T + δT .
Consistency with the local-equilibrium hypothesis sets two
constraints. First, the probability densities of τ and J must be
Gaussian with mean zero and their variance obeying the local
fluctuation-dissipation theorem governed by the deterministic
local values of the temperature field. Second, the stochastic
equations obeyed by the fluctuating fields should be linearized,
since nonlinear contributions to the random fluxes are small by
construction. Namely, we wish to remain within the domain
of validity of nonequilibrium thermodynamics, in which the
dissipative fluxes are linear functions of the gradients of the
hydrodynamic fields. Thus, nonlinearities may only arise due
to the functional dependences of the transport coefficients
[31,32]. In typical colloidal experiments, only the viscosity
presents a meaningful temperature dependence, which we
retain a priori, and eventually is shown to be negligible.

We proceed as follows. First, we identify further
subleading-order terms in the deterministic hydrodynamic
equations, which we simplify accordingly. We then insert the
random contributions to the stress tensor and the heat flux to

1The time dependence of S will always be neglected in the
following. This amounts to moving to the particle frame and dropping
the advection terms.
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obtain the corresponding stochastic equations of motion. Our
analysis closely follows the one used in the Rayleigh-Bénard
problem leading to the linearized fluctuating Boussinesq
equations [25]. However, an important difference concerns the
characteristic length scale R in the two problems. Namely, in
our system the relevant length scale is set by the particle size,
which we assume to be at least several nanometers and less than
a micron, typically on the order of R � 10−7 m. On this scale,
advection is much less effective than diffusion in spreading
momentum and heat in the fluid. The relative magnitude of ad-
vection and diffusion terms in Eqs. (1b) and (1c) is estimated as

O

( |v · ∇v|
|ν∇2v|

)
� Re, O

( |v · ∇T |
|aT ∇2T |

)
� Pe, (6)

where Re ≡ vR/ν and Pe ≡ Reν/aT are the Reynolds and
Péclet numbers associated with the particle’s motion, respec-
tively. To remain consistent with the local equilibrium assump-
tion, the characteristic deterministic particle velocity (that sets
the order of magnitude of the fluid velocity v) must remain
bounded by the thermal velocity Vth ∼ √

kBT/�pR3, where R

and �p denote the radius and mass density of the particle, re-
spectively. In practice, deterministic particle velocities are usu-
ally much smaller. With �p � �0 this translates to Re � 10−3

and Pe � 10−2, which implies that advection can be neglected,
so the total derivative d/dt can be replaced by the partial
derivative ∂t when acting on v and T , in the above equations.

Under these conditions, after substituting Eq. (4) into the
balance equations (1a)–(1c) the deterministic equations of
motion for the solvent degrees of freedom become

αp∂tT = [1 − αp(T − T0)]∇ · v, (7a)

�0[1 − αp(T − T0)]∂tv = −∇p + ∇ · �

− �0[1 − αp(T − T0)]g ẑ, (7b)

�0cp[1 − αp(T − T0)]∂tT = −∇ · Q + αpT

1 − αp(T − T0)

dp

dt
.

(7c)

Notice that, in general, momentum and temperature do
not evolve independently. In order to understand the relative
importance of the different terms determining such coupling
we switch to dimensionless variables

r̃R ≡ r, t̃
R2

aT

≡ t, ṽ
aT

R
≡ v, (8)

T̃ �T ≡ T , �̃
�0a

2
T

R2
≡ �, Q̃

�0cpaT �T

R
≡ Q. (9)

For simplicity we have taken aT and cp constant here.
Equations (7) in dimensionless form are

ε1∂t̃ T̃ = [1 − ε1(T̃ − T̃0)]∇̃ · ṽ, (10a)

[1 − ε1(T̃ − T̃0)]∂t̃ ṽ = −∇̃(p̃ + ε2z̃) + ∇̃ · �̃ + ε1ε2 ẑ,

(10b)

[1 − ε1(T̃ − T̃0)]∂t̃ T̃ = −∇̃ · Q̃ + ε3T̃

1 − ε1(T̃ − T̃0)

dp̃

dt̃
.

(10c)

The magnitude of the various terms can be estimated
by checking the physical values of the dimensionless pa-
rameters ε1 ≡ αp�T , ε2 ≡ R3g/a2

T , and ε3 ≡ αpa2
T /cpR2,

which control the relative magnitude of temperature-induced
inhomogeneities in density, buoyancy, and pressure-driven
heat fluxes, respectively. Taking R and �T as above, we obtain
for water around standard conditions ε1 � 10−2, ε2 � 10−6,
and ε3 � 10−7. This implies that the limit ε1,ε2,ε3 → 0
reproduces the leading behavior of Eq. (10), while perturbative
corrections should follow by expanding the hydrodynamic
fields in series of these small parameters. To leading order,
Eq. (10) then read

∇̃ · ṽ = 0, (11a)

∂t̃ ṽ = −∇̃p̃ + ∇̃ · �̃, (11b)

∂t̃ T̃ = −∇̃ · Q̃. (11c)

The condition (11a) of a divergence-free velocity field
means that the fluid density can be treated as a constant.
Restoring the physical dimensions, we obtain our final set
of deterministic equations

∇ · v(r,t) = 0, (12a)

�0∂tv(r,t) = −∇ · [p(r,t)1 − �(r,t)], (12b)

∂tT (r,t) = −aT ∇2T (r,t), (12c)

where the temperature dependence of the viscosity η[T (r,t)]
in the deviatoric stress tensor �(r,t) is retained.

Now we turn to fluctuations and introduce the random stress
and heat flux into Eqs. (12b)–(12c). The resulting fluctuating
fields obey the equations

∇ · δv(r,t) = 0, (13a)

�0∂tδv(r,t) = −∇ · {δp(r,t)1 − η[T (r,t)][∇δv(r,t)

+∇δv(r,t)T]} + ∇ · τ (r,t), (13b)

∂t δT (r,t) = −aT ∇2δT (r,t) − ∇ · J(r,t). (13c)

Clearly, the boundary condition (5) becomes

δv(r,t) = δV (t) + δ�(t) × r on S, (14)

where δV and δ� are the stochastic components of the particle
velocities. The correlations of τ and J are prescribed by the
local-equilibrium fluctuation-dissipation relations

〈τij (r,t)τkl(r ′,t ′)〉 = 2η[T (r,t)]kBT (r,t)δ(r − r ′)

× δ(t − t ′)(δikδjl + δilδjk), (15a)

〈Ji(r,t)Jj (r ′,t ′)〉 = 2aT kBT (r,t)2δ(r − r ′)δ(t − t ′)δij ,

(15b)

〈τij (r,t)Jk(r ′,t ′)〉 = 0, (15c)
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containing only the deterministic part of the temperature field
[25]. Consistency with the no-slip boundary condition requires
that τ = 0 on S [4,10].2

Notice that in going from Eq. (12b) to Eq. (13b), we
have linearized the viscous stress. Indeed, direct insertion of
fluctuations in Eq. (12b) would produce

η[T + δT ]{∇(v + δv) + [∇(v + δv)]T}

�
(

η[T ] + ∂η

∂T
[T ]δT

)
[∇v + (∇v)T]

+ η[T ][∇δv + (∇δv)T]. (16)

Here we have expanded the viscosity up to first order in
δT and dropped the manifestly nonlinear fluctuation term
proportional to δT ∇δv. Equation (13b) follows by neglecting
the contribution due to temperature variations in the viscosity,
which is justified by the observation

O

( |(∂η/∂T )δT ∇v|
|η∇δv|

)
∼ �η

η

√
〈δT 2〉
�T

Vex

Vth
� 1. (17)

While the typical relative viscosity variation �η/η is of
the same order as the characteristic relative temperature
variation �T/T0, in any coarse-graining volume consisting of
N solvent molecules, the spontaneous nonequilibrium local
temperature fluctuations

√
〈δT 2〉 are small compared to T

and can be estimated to be of O(1/N1/6) [33]. Moreover,
the boundary conditions with the Brownian particle (5) and
(14) fix the order of magnitude of the deterministic and
fluctuating velocity fields to the typical particle velocity Vex

imposed by external forces and the particle thermal velocity
Vth, respectively. As noted above, Vex � Vth is required to
conform with the underlying local equilibrium assumption. In
typical applications Vex � 10−6 m s−1 is indeed substantially
smaller than the thermal velocity Vth � 10−2 m s−1.

We thus arrive at the important conclusion that momentum
and temperature are decoupled up to corrections of O(ε1) or
smaller. The reason is that only the deterministic temperature
T (r,t) appears in Eq. (13b), which is fully determined by
Eq. (12c).

It is interesting now to go back to the starting point of
the present analysis, i.e., the assumption of vanishing solvent
compressibility 
T = 0, which permits us to assume density
variations to arise from temperature heterogeneities alone.
A rough estimation of the relative density variation due to
pressure variations can be obtained as follows. According
to Eqs. (12a)–(12c), the fluid is divergence-free to leading
order. The typical magnitude of (stationary) velocity and
pressure variations can thus be approximated, employing the
fundamental solution of the stationary Stokes equation, by
Vth ∼ F/ηR and pth ∼ F/R2. Eliminating the thermal force
F exerted by the fluid, we arrive at pth ∼ ηVth/R � 1 N m−2.
Thus for water we get

O

(
d�

�

∣∣∣∣
T

)
� O(
T pth) ∼ 10−9, (18)

2Alternatively, one can drop the condition τ = 0 on S and include
the random stress in the definition of the random force δF and torque
δT on the particle. The two choices are mathematically equivalent.

which demonstrates the reliability of the assumption 
T = 0
on time scales much longer than R

√

T ρ0 � 10−10 s.

On the basis of Eqs. (12) and (13), in the next section we
derive the generalized Langevin equation for the suspended
Brownian particle and its associated noise spectrum.

III. DERIVATION OF THE PARTICLE’S GENERALIZED
LANGEVIN EQUATION

We now focus on the nonequilibrium Brownian particle
dynamics. The full state of the fluid-particle system is given in
terms of the hydrodynamic fields and the particle coordinates,
namely, the center-of-mass position R(t) = (X(t),Y (t),Z(t))
and the translational and rotational velocity V (t) = 〈V (t)〉 +
δV (t) and �(t) = 〈�(t)〉 + δ�(t), respectively. The latter
evolve by Newton’s equations of motion

mV̇ = F + δF + Fext, (19a)

I · �̇ = T + δT + T ext, (19b)

where m is the mass of the particle and I its tensor of inertia.
The deterministic force and torque exerted by the fluid are,
respectively,

F(t) = −
∫

S
σ (r,t) · n(r)d2r, (20a)

T (t) = −
∫

S
r × [σ (r,t) · n(r)]d2r, (20b)

where n(r) is the inner normal vector field of the particle
surface S and

σ = −p1 + � (21)

is the total stress tensor. Analogous definitions hold for the
random force δF and torque δT , replacing σ by δσ . External
forces Fext(t) and torques T ext(t) may also be present. The
system of equations (12), (13), (19), and (20) entirely describes
the evolution of the fluid and the Brownian particle. Our aim
is to eliminate the equations for the hydrodynamic fields and
reduce Eqs. (19) and (20) to a generalized Langevin equation
for the particle variables only. Therefore, we rewrite Eq. (19)
in the form

L · ḃ = h + δh + f ext, (22)

where we combine the translational and rotational velocities
into the 6-vector b ≡ (V ,�) and we define the generalized
tensor of inertia

L ≡
(

m1 0
0 I

)

and the generalized forces

h ≡
(

F
T

)
, δh ≡

(
δF
δT

)
, f ext ≡

(
Fext

T ext

)
. (23)

By Eqs. (12b), (12a), (5), and (14), v(r,t)
and p(r,t) are linear functionals of b(t ′) with
−∞ < t ′ < t . Thus, in view of Eq. (20), the hydrodynamic
forces necessarily contain a contribution that is a linear
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functional of b(t ′) with −∞ < t ′ < t , i.e., we can write

h(t) = −
∫ ∞

−∞
Z+(R,t − t ′) · 〈b(t ′)〉dt ′. (24)

Here Z+(R,t) is a 6 × 6 time-dependent causal friction
tensor, which depends on the particle position owing to the
nonconstant fluid viscosity. We omit this dependence in the
following. The very same reasoning applies to δh, but in
addition, since (13b) is a nonhomogeneous equation due to
the presence of the random stress τ , a term ξ (t) has to be
included in order to account for contributions independent of
the particle velocity. Hence δh consists of a friction term and
a Langevin noise

δh(t) = −
∫ ∞

−∞
Z+(R,t − t ′) · δb(t ′)dt ′ + ξ (t). (25)

In the subsequent derivation we will establish the statistics
of the Langevin noise ξ (t) and relate it to the dissipative term
h(t). The linearity of the problem suggests that one operate
in frequency space. Given a generic function of time g(t), we
denote its Fourier transform by g(ω) = ∫ ∞

−∞ g(t)e−iωtdt . The
complex conjugate of g(ω) will be denoted by g∗(ω).

In Fourier space Newton’s equation (22) reads

−iωL · b(ω) = −Z+(ω) · b(ω) + ξ (ω) + f ext(ω), (26)

where we used the Fourier-transformed equations (24) and
(25),

h(ω) = −Z+(ω) · 〈b(ω)〉, (27a)

δh(ω) = −Z+(ω) · δb(ω) + ξ (ω). (27b)

Note that the deterministic part of the velocity vector 〈b(ω)〉
is set by the external force and thus can be chosen arbitrarily.

We are now in the position to evaluate the statistics of the
Langevin noise ξ (ω). We proceed in three steps. First, we
derive an expression for (twice) the real part of the friction
tensor defined by

Zij (ω) ≡ Z+
ij (ω) + Z+

ij

∗
(ω). (28)

To evaluate the components of the friction tensor we make
use of the property Z+

ij = Z+
ji , hinging only on the symmetry

of the stress tensor σij = σji [4]. We exploit the freedom of
choosing the boundary condition (5) to select velocity vectors
whose αth entry is the only nonzero one and denote them
by αbi(ω) (the superscript α will also be appended to the
corresponding hydrodynamic fields). Second, we show that
ξ (ω) is a Gaussian variable with zero mean. Finally, we
link the noise correlation tensor 〈ξi(ω)ξ ∗

j (ω)〉 to the friction
tensor (28).

We wish to find an expression in terms of the solution to
Eq. (12b)—without formally solving the much more involved
problem represented by the stochastic equations (13b)—for
the quantity

Zij (ω)〈αbi(ω)〉〈βb∗
j (ω)〉 = Zαβ(ω)〈bα(ω)〉〈b∗

β(ω)〉, (29)

where the equality holds by virtue of the choice of b(ω). In
Eq. (29) and in the following we apply the Einstein summation
convention to latin indices only. Also, we suppress the function
arguments where there is no risk of confusion. Equation (29)
reads

Zij 〈αbi〉〈βb∗
j 〉 (28)= (Z+

ij + Z+
ij

∗
)〈αbi〉〈βb∗

j 〉 (27a)= −(αhi〈βb∗
i 〉 + 〈αbi〉βh∗

i )

(20),(23)= 〈βV ∗
i 〉

∫
S

ασijnjd
2r + 〈β�∗

i 〉
∫

S
[r × (ασ · n)]id

2r + 〈αVi〉
∫

S
βσ ∗

ij njd
2r + 〈α�i〉

∫
S

[r × (βσ ∗ · n)]id
2r

=
∫

S
(〈β V ∗〉 + 〈β�∗〉 × r)i

ασijnjd
2r +

∫
S

(〈αV 〉 + 〈α�〉 × r)i
βσ ∗

ij njd
2r

(5)=
∫

S
βv∗

i
ασijnjd

2r +
∫

S
αvi

βσ ∗
ij njd

2r

=
∫

V
∂j (βv∗

i
ασij )d3r +

∫
V

∂j (αvi
βσ ∗

ij )d3r (30)

(12b)=
∫

V
(ασij ∂j

βv∗
i + βσ ∗

ij ∂j
αvi) + i�ω

∫
V

(αv∗
i

βvi − βv∗
i

αvi)d
3r

(12a)=
∫

V
(α�ij ∂j

βv∗
i + β�∗

ij ∂j
αvi)d

3r + i�ω

∫
V

(αv∗
i

βvi − βv∗
i

αvi)d
3r

= 2
∫

V
φαβd3r − 2�ω Im

∫
V

αv∗
i

βvid
3r, (31)

where in (30) we used the divergence theorem and in (31) we defined the generalized dissipation tensor

φαβ(R,r,ω) ≡ η(r)[∂i
αvj (r,ω)∂i

βv∗
j (r,ω) + ∂i

βvj (r,ω)∂j
αv∗

i (r,ω)] = φ∗
βα(R,r,ω), (32)

where the R dependence of the hydrodynamic fields is not explicitly displayed. For general particle shapes and boundary
conditions, it is obtained by solving the time-dependent deterministic Stokes equation (12b). For constant viscosity, the dynamical
Oseen tensor [34], which is the Green’s function of Eq. (12b), allows one to find the required solution. Equation (31) is valid
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whatever the magnitude of αbi and βb∗
j , in particular when they are unit vectors. With this choice we have

Zαβ(R,ω) = 2
∫

V
φαβd3r − 2�ω Im

∫
V

αv∗
i

βvid
3r. (33)

Since Zαβ is real by definition, Eqs. (33) and (32) imply that φαβ = φβα . Besides, Eq. (33) has to be invariant under exchange of
α and β owing to the symmetry Zαβ = Zβα . Therefore, one can eliminate the second term in Eq. (33) and obtain

Zαβ(R,ω) = 2
∫

V
φαβ(R,r,ω)d3r. (34)

Then we turn to the random force ξ (ω):

ξi〈αbi〉 (27b)= (δhi + Z+
ij δbj )〈αbi〉 (27a)= δhi〈αbi〉 − αhj δbj

(20)= −〈αVi〉
∫

S
δσijnjd

2r − 〈α�i〉
∫

S
[r × (δσ · n)]id

2r + δVi

∫
S

ασijnjd
2r + δ�i

∫
S

[r × (ασ · n)]id
2r

= −
∫

S
(〈αV 〉 + 〈α�〉 × r)iδσijnjd

2r +
∫

S
(δV + δ� × r)i

ασijnjd
2r

(5),(14)= −
∫

S
αviδσijnjd

2r +
∫

S
δvi

ασijnjd
2r

= −
∫

V
∂j (αviδσij )d3r +

∫
V

∂j (δvi
ασij )d3r (35)

(12b),(13b)= −
∫

V
δσij ∂j

αvid
3r +

∫
V

ασij ∂j δvid
3r −

∫
V

αvi∂j τij d
3r

(12a),(13a)= −
∫

V
αvi∂j τij d

3r =
∫

V
τij ∂j

αvid
3r. (36)

In (35) we made use of the divergence theorem and in (36) of the property δσij ∂j
αvi = ασij ∂j δvi , which is a direct consequence

of the symmetry of σ . We thus have

ξi〈αbi〉 = ξα〈bα〉 =
∫

V
τij ∂j

αvid
3r, (37)

which shows that ξ is Gaussian with vanishing mean, being the integral of the deterministic quantity ∂j
αvi times the zero-mean

Gaussian field τ . Hence, its correlation matrix suffices to specify the statistics completely. Using (37), we determine the noise
correlation

〈ξi(ω)ξ ∗
j (ω′)〉〈αbi(ω)〉〈βb∗

j (ω′)〉 = 〈ξα(ω)ξ ∗
β (ω′)〉〈bα(ω)〉〈b∗

β(ω′)〉

=
∫

V
d3r ′

∫
V

d3r ∂j
αvi(r,ω)〈τij (r,ω)τ ∗

kl(r ′,ω′)〉∂l
βv∗

k (r ′,ω′) (38)

= 2kBδ(ω − ω′)
∫

V
η(r)T (r)[∂i

αvj (r,ω)∂i
βv∗

j (r,ω) + ∂i
αvj (r,ω)∂j

βv∗
i (r,ω)]d3r (39)

= 2kBδ(ω − ω′)
∫

V
φαβ(R,r,ω)T (r)d3r. (40)

In (39) we used the Fourier transform of (15a). Setting the
magnitude of 〈bα〉 and 〈b∗

β〉 to one, we finally obtain the noise
correlation tensor in the form

〈ξα(R,ω)ξ ∗
β (R,ω′)〉 = kBTαβ(R,ω)Zαβ(R,ω)δ(ω − ω′),

(41)

where Tαβ is the frequency-dependent noise temperature
defined by the spatial average of the temperature field T (r)
performed with the dissipation tensor φαβ ,

Tαβ(R,ω) ≡
∫
V φαβ(R,r,ω)T (r)d3r∫

V φαβ(R,r,ω)d3r
. (42)

Summing up, we have arrived at the generalized Langevin
equation for the particle (translational and angular) velocity b

L · ḃ(t) = −
∫ t

−∞
Z(R,t − t ′) · b(t ′)dt ′ + ξ (t) + f ext(t),

(43)

where the tensor L combines the particle mass and moment of
inertia, Z(t) is the time-dependent friction tensor, and ξ (t) is a
Gaussian noise having vanishing mean and correlations given
by Eqs. (15) and (42).

In order to determine Eq. (15), in principle one should
consider Eq. (12c) with the appropriate boundary conditions.
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Usually, these would consist in imposing constant
temperatures at the outer boundaries and the continuity
of the normal heat flux across the particle surface, i.e.,

κpn · ∇T |Sin + q = κn · ∇T |Sout , (44)

with q an optional heat flux released by the particle. If the heat
sources are independent of the particle (q = 0), e.g., if they
are placed at the outer boundaries of the fluid, the temperature
field will generally depend on the instantaneous particle
position. Nevertheless, in most practical cases the thermal
conductivities of particle and solvent (κp and κ , respectively)
will be such that the feedback of the particle motion onto the
temperature field (which is of the maximum relative strength
O(κp/κ − 1) close to the particle surface [see [35], Eq. (24)])
can be treated as a small correction to the overall temperature
field in the solvent. If the particle itself acts as the heat source,
so that q 
= 0 in Eq. (44), like in hot Brownian motion [26,36],
the temperature field can be calculated once and for all in
the particle frame (advection terms arising from the change
of frame can again be neglected). Therefore, Eqs. (41)–(43)
can be taken to entirely describe the particle dynamics. The
higher-order corrections should remain relatively small, if not
negligible, for all practical purposes.

IV. ANALYTIC EXAMPLE: PARTICLE IN A LINEAR
TEMPERATURE FIELD

We now consider a concrete example to illustrate the formal
results of the previous section. Namely, we seek the Langevin
equation for a spherical particle of radius a in an unbounded
fluid with a constant temperature gradient of magnitude C,
externally imposed along the z spatial direction,

T (r) = T0 + Cz. (45)

For the sake of the argument, we consider a particle whose
thermal conductivity is comparable to that of the solvent, i.e.,
κp � κ (e.g., a glass particle in water), so that its presence
does not alter (45). If η[T (r)] � η is taken constant, which
is a good approximation for water under moderate heating
conditions, Eq. (12b) is independent of T (r) and the problem
can be fully worked out analytically. Due to the spherical
symmetry enjoyed by the momentum equations (12b) and
(5), no hydrodynamic coupling exists between different space
directions and between angular and translational dynamics,
i.e., φαβ = diag(φαβ). In the following we thus focus on the
translational motion only. Moreover, the particle experiences
a homogeneous fluid friction in view of (34) and φαβ being
independent of R.

In order to calculate Tαβ = diag(Tαβ), it is convenient to
obtain the dissipation function φz′z′ for a particle moving along
a fixed ẑ′ direction, where the prime denotes the particle frame
(arbitrarily rotated with respect to the unprimed laboratory
frame), and express the fluid temperature field in primed
coordinates. Using the standard solution of the time-dependent
Stokes equation (12b) for a sphere moving with unit velocity
[17], one arrives at

φz′z′ (r ′,ω) = η[cos2 θ ′A(r ′,ω) + sin2 θ ′B(r ′,ω)], (46)

where r ′ is the distance from the particle center, θ ′ is the polar
angle measured from ẑ′, and A and B are known functions [36]

whose explicit form is not required here. Taking ẑ′ parallel to
ẑ, so that the fluid temperature reads in the particle frame

T (R + r ′) = T0 + C(Z + r ′ cos θ ′),

we find for the noise temperature in the z direction

Tzz(Z,ω) =
∫
r ′�a

φz′z′ (r ′,ω)T (R + r ′)d3r ′∫
r ′�a

φz′z′ (r ′,ω)d3r ′

= T0 + CZ = T (Z),

because the integral over the polar angle in the numerator
vanishes. The physical reason lies in the symmetry of the flow
field under reversal of the particle velocity, i.e., the transforma-
tion θ ′ → π − θ ′. By symmetry the noise temperatures in the
directions perpendicular to ẑ are identical, i.e., Txx = Tyy , and
they are found by taking ẑ′ parallel to x̂. This choice renders
the fluid temperature in the particle frame in the form

T (R + r ′) = T0 + C(Z + r ′ sin θ ′ cos φ′),

which yields

Txx(Z,ω) = T0 + CZ = T (Z),

because the integral of φz′z′T over the azimuthal angle
vanishes. This is due to the spherical symmetry of the particle
that produces a dissipation function that is (for constant η)
axially symmetric with respect to ẑ′. Summing up, Eq. (43)
for the translational motion reduces to

mV̇ (t) = −
∫ t

−∞
Z(t − t ′)V (t ′)dt ′ + ξ (Z,t) + f ext, (47)

where the noise temperature boils down to the lo-
cal fluid temperature 〈ξα(t)ξβ(0)〉 = kBT (Z)Z(t)δαβ . The
history-dependent friction is the Basset-Boussinesq force
[17]. Namely, Z(t) contains an instantaneous contribution
6πηaδ(t), corresponding to the Stokes friction, and a power-
law term ∼ t−3/2, accounting for the finite relaxation time of
fluid momentum.3

To clarify the role played by the position-dependent noise in
Eq. (47), it is useful to examine the long-time diffusive behav-
ior of the particle. It is obtained by retaining only the Stokes
term4 in Z(t) and taking the overdamped limit of the resulting
memoryless Langevin equation

mV̇ = − 1

μ
V + f ext +

√
2kBT (Z)/μξ̂ , (48)

where μ ≡ (6πηa)−1 is the particle mobility and ξ̂ is a
Gaussian white noise of unit variance. The overdamped limit,
which is valid on time scales such that dt � mμ, follows
from adiabatic elimination in Eq. (48) of the fast variable V
[37,38],5

Ṙ = μ f ext +
√

2μkBT (Z)ξ̂ . (49)

3In fact, Z(t) includes also a derivative of a δ function that produces
an effective added mass, stemming from fluid incompressibility [17].

4The memory effects in (47) can safely be dropped if �0/�p � 1,
�p being the particle density, which gives the relative magnitude of
the power-law decay compared to the Stokes term [4,36].

5The multiplicative noise has to be interpreted in the Itô sense [41].
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To see that the fluid temperature gradient appears on a par
with the external forces we translate Eq. (49) to the equation
for the density field ρ(r,t) of a dilute ensemble of Brownian
particles (or, equivalently, to the Fokker-Planck equation for
the single-particle probability density function) [39,40]

∂tρ = ∇ · (μkBT ∇ρ + μρkB∇T − μ f extρ)

≡ ∇ · (D∇ρ + DT ∇T − μ f extρ). (50)

It differs from an isothermal advection-diffusion equation by
virtue of the thermodiffusion flux DT ∇T . The thermodiffusion
coefficient DT is by definition positive and much smaller
than what is usually measured in colloidal systems [35]. The
discrepancy in the magnitude of the effect arises because
under typical experimental conditions DT depends strongly
on the surface and solvation properties of the solute (e.g.,
dispersion, depletion, and electric-double-layer forces), which
would have to be subsumed in the boundary conditions in a
systematic microscopic derivation, but cannot be found within
a hydrodynamic derivation. In fact, the value of DT here
obtained pertains to a dilute ideal solute in local equilibrium
with the fluid, as one can see by inspecting the steady-state
solution of (50) in the absence of external forces

ρ(r) ∝ 1

kBT (r)
, (51)

which indeed corresponds to the local version of the state
equation of an ideal gas in mechanical equilibrium [39,40].

In conclusion, we have shown the validity of the standard
Langevin description of Brownian motion in a linear tem-
perature field when the viscosity is assumed to be constant.
The fact that the noise temperature becomes a frequency-
independent scalar and local in space, as usually postulated
[27,28], originates from the high degree of symmetry of the
system, but will not be true for generic T (r). For example,
a radial temperature field emanating from a heated particle
suffices to produce a noise temperature with a rich frequency
spectrum [36]. Clearly, the possibility to obtain exact analytic
results hinges on the constancy of η. In general, corrections
stemming from the neglected temperature dependence can
be calculated as perturbations to the time-dependent Stokes
equation or through semianalytic methods for the case of radial
temperature fields [26].

V. DISCUSSION

We have analyzed the fluctuating hydrodynamic equations
for a Brownian particle suspended in solvents with moderate
temperature gradients. The main result obtained in Sec. II
is that, on the scale relevant for the description of Brow-
nian motion, it is sufficient to consider fluctuations of the
solvent hydrodynamic fields around their local equilibrium
state to linear order. In particular, the solvent velocity and
temperature fields are found to evolve independently. This
is traced back to two conditions. First, heat and momentum
diffusion, rather than advection, is the dominant transport
mode in the fluid, as testified by the small Reynolds and
Péclet numbers, namely, Re � 10−3 and Pe � 10−2. Second,
commonly realized temperature gradients induce negligible
relative density variations of order ε1 � 10−2. The ensuing
ineffectiveness of the momentum-temperature coupling has a

remarkable consequence on the Langevin noise ξ . Namely,
its nonequilibrium energy spectrum is only a result of the
spatial inhomogeneity of the random stress tensor τ , which
is governed by the deterministic temperature field T (r,t).
Qualitatively, this could have been anticipated by recalling that
the most important enhancement of fluctuations in nonequi-
librium fluids is due to (nonlinear) convective couplings6

that dominate on long wavelengths, beyond the Brownian
scale [43]. Yet the characteristic energy spectrum kBTij

governing the Brownian noise shares with them the distinctive
features of nonequilibrium fluctuations [44], namely, their
long-range nature and their dependence on the mechanical
transport properties of the fluid, as encoded in the dissipation
tensor φαβ . Moreover, because φαβ is sensitive to the particle
shape and size via the boundary condition (5), the noise
temperature is ultimately a joint property of solvent and solute.
This is in contrast to the results by Golestanian and Ajdari
[45] for the long-time diffusion of a Brownian particle in
temperature gradients. Assuming the (pointlike) particle to
be simply advected by the random flow field without causing
any disturbance, Golestanian and Ajdari identify the particle
velocity fluctuations with those of the fluid and thus miss
the essential near-field (finite-size) contributions that strongly
depend on the particle parameters.

We conclude that an effective theory, which is linear
in the particle-fluid momentum exchange and disregards
stochastic fluctuations in the temperature field, is suitable to
derive a contracted description for nonisothermal Brownian
suspensions. The consequences of this result are more fully
explored in Ref. [29], where the generalized Langevin equation
(43) is derived by direct application of linear-response theory
to the momentum of a Brownian particle and to (locally
equilibrated) distant coarse-grained solvent volume elements.

Another important conclusion of our above calculations is
that the Langevin noise ξ is characterized by Gaussian statis-
tics. Non-Gaussian contributions to the fluctuations (around
the vanishing mean of ξ ) are peculiar features of out-of-
equilibrium systems [46] that can appear only if nonlinear
fluctuations are retained in the hydrodynamic equations or
if the local-equilibrium assumption for the fluid is violated.
Numerical simulations [47,48] have shown that the velocity
fluctuations of a hot Brownian particle clearly exhibit Gaussian
distributed velocity and (when placed in a harmonic potential)
position fluctuations, even under extreme heating conditions
and under narrow confinement. They thus corroborate our main
result that a local-equilibrium linear fluctuating hydrodynamic
theory with Gaussian noise provides a universal basis for
deriving equations of motion for nonisothermal Brownian
dynamics.

The vanishing average of the Langevin noise appearing
in Eq. (43) implies that the important phenomenon of
thermophoresis is absent in our discussion of nonisothermal
Brownian dynamics. To be precise, the stationary distribution
for the particle position associated with Eq. (43) will in general
be nonuniform in space [as exemplified by Eq. (51) for a

6Such coupling between different hydrodynamic modes is the main
culprit of nonequilibrium Casimir-like forces in confined fluids (see,
e.g., [42]).
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free particle in a constant temperature gradient] owing to the
position-dependent noise strength. The corresponding weak
kinematic thermodiffusion however should not be confused
with what is commonly referred to as thermophoresis [49].
The notion refers to an effect that cannot be derived within any
generic hydrodynamic approach, not even if density variations
induced by temperature gradients are considered [17]. As
explained in Sec. IV, it is a result of nonequilibrium molecular
interaction forces at the particle-fluid interface and therefore
remains absent for any hydrodynamic boundary condition that
does not directly couple the velocity and temperature gradient
at the particle surface [50]. Clearly, this does not preclude
the introduction of thermophoresis into the hydrodynamic
description by hand, e.g., by imposing a hydrodynamic slip
velocity at the surface [51].

Finally, it is worth recalling the limitations incurred by
the incompressibility assumption 
T → 0 made at the outset.
While it is certainly adequate to describe the particle motion
averaged over the whole frequency spectrum, it is bound to
break down at high frequencies, comparable to the inverse
time needed by a sound wave to propagate over a distance
comparable to the particle radius. A corresponding effect that
is well known in the equilibrium theory of Brownian motion is
the failure of the incompressible theory to recover the mean-
squared velocity 〈V 2〉 = kBT0/m, as predicted by energy
equipartition. Instead, it predicts 〈V 2〉 = kBT0/M with the
renormalized mass M > m accounting for the added inertia of
the solvent backflow [4]. The discrepancy is straightforwardly
resolved by observing that the limits t → 0 and 
T → 0 do
not commute in the evaluation of the equal-time velocity
autocorrelation function [9,52]. Accordingly, we expect that
the high-frequency predictions of our theory will deviate
from measurements performed with compressible solvents,

but presumably only in a frequency range that is currently still
difficult to access experimentally [12,13].

In summary, we showed that the weakness of advection
effects implies that different hydrodynamic fields do not couple
appreciably, on the Brownian scale. After deriving the appro-
priate theory of nonequilibrium fluctuating hydrodynamics,
we identified a previously often overlooked nonlocality of
the resulting generalized Langevin equation for the Brownian
particle, originating from long-range correlations triggered by
temperature inhomogeneities. While conceptually important,
the effect was found to vanish for the practically important
special case of a perfectly linear external temperature gradient.
We further showed the Brownian noise to be Gaussian, which
explains previous observations from numerical simulations.
The thermodiffusion induced by the space dependence of the
noise was pointed out to be subdominant with respect to the
mesoscopic mechanisms of thermophoresis commonly gov-
erning experiments with colloidal suspensions. Altogether, we
could thereby systematically vindicate an analytically tractable
and practically useful theory for the Brownian motion of a
colloidal particle in a nonisothermal solvent, which resembles
very much that for the isothermal case. It only breaks down at
very high frequencies, where sound modes become relevant,
as much as the corresponding isothermal theory would.
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We derive generalized Langevin equations for the translational and rotational motion of a heated Brownian
particle from the fluctuating hydrodynamics of its nonisothermal solvent. The temperature gradient around the
particle couples to the hydrodynamic modes excited by the particle itself so that the resulting noise spectrum is
governed by a frequency-dependent temperature. We show how the effective temperatures at which the particle
coordinates and (angular) velocities appear to be thermalized emerge from this central quantity.

DOI: 10.1103/PhysRevE.90.032131 PACS number(s): 05.40.−a

I. INTRODUCTION

Hot Brownian motion [1] is the diffusive dynamics of a
colloidal particle persistently maintained at higher temperature
than the surrounding fluid, so that the fluid temperature
field T (r) = T (r) decays radially around the particle. It
is of practical relevance, e.g., for laser-heated suspended
nanoparticles involved in several experimental applications
ranging from particle trapping and tracking [2,3] to self-
thermophoretic microswimmers [4,5]. Besides, it is also of
considerable theoretical interest, since it can be thought of
as an archetypical example of a system in contact with
a nonisothermal bath, hence far from thermal equilibrium.
Nevertheless, for important conceptual and practical purposes,
the hot particle can often be treated like an equivalent Brownian
particle in equilibrium, with appropriate effective transport
coefficients.

In particular, it has been shown analytically [6,7] that
free and confined diffusion of a hot spherical particle are,
in the long-time limit, governed by effective “positional”
temperatures, denoted by T X and T � for translation in the
X direction and rotation along an angle �, respectively. The
positional temperatures enter the effective Stokes-Einstein
relations and Boltzmann factors for translation and rotation
of the particle, respectively. Additionally, extensive numerical
simulations [6,8] have shown that the Maxwellian (angular)
velocity distribution and the short-time response of the hot
Brownian particle are characterized by yet other, somewhat
higher, effective temperatures, so-called kinetic temperatures
T V and T �. None of these effective temperatures are generally
equal to the solvent temperature Ts ≡ T (r → R) at the particle
surface or to the ambient temperature T0 ≡ T (r → ∞). This
complex behavior has led to the conclusion that an effective
Langevin description of hot Brownian motion is restricted to
the Markov limit [8].

Here we show constructively how this limitation can be
overcome, starting from the fluctuating hydrodynamics of
a solvent maintained at local thermal equilibrium with a
temperature field T (r). On this basis, we derive the generalized
Langevin equation (GLE) for a heated spherical particle.
Conceptually, nonspherical particles can be treated along the

*gianmaria.falasco@itp.uni-leipzig.de

same lines, albeit with additional complications [7]. The most
conspicuous feature of the theory is a frequency-dependent
noise temperature T (ω) [9]. It arises from the hydrodynamic
coupling between the particle and distant solvent volume
elements that are locally equilibrated at different temperatures
T (r). From this central quantity analytical predictions for the
mentioned kinetic and positional effective temperatures are
derived.

The characteristic frequency scales that primarily select the
dominant modes from the “temperature spectrum” T (ω) are
(for a translating sphere of mass m, density �p, and radius R)

ωf ≡ 2ν

R2
and ωp ≡ 6πηR

m
= 9�

4�p

ωf , (1)

namely, the inverse time scale for vorticity diffusion across
the particle, and the inverse Stokes relaxation time of the
particle momentum, respectively. The former characterizes
how efficiently the particle momentum is spatially dispersed
in a solvent of kinematic viscosity ν = η/� and density �, and
the latter how, as a result, the motion of the particle adjusts to
that of the fluid. The meaning of slow and fast processes, or
low and high frequencies of the noise spectrum, is primarily
provided by these rates. It should be clear, though, that any
externally imposed additional time scale that interferes with
these rates can be expected to yield additional features.

The paper is structured as follows. In the next section
we introduce the theoretical model of a Brownian particle
in a nonisothermal solvent. We then sketch the contraction
of the coupled solvent-particle system to the GLE for the
particle motion, alone. Details of the calculation are given in
Appendix A. In Sec. III we examine the frequency-dependent
temperatures T (ω) that govern the Langevin noise for the
translational and rotational degrees of freedom of a heated
sphere and give a qualitative physical interpretation of their
functional form, while some technicalities are deferred to
Appendix B. From this central quantity, we derive the effective
rotational and translational kinetic temperatures of a free
particle in Sec. IV. We analyze their explicit dependence on
the characteristic time scales for the velocity relaxation of the
particle and the solvent by varying their density ratio. Also we
regain the known positional temperatures for translation and
rotation [6,7] as the low-frequency limits of T (ω). In Sec. V,
we consider a hot Brownian particle trapped in a harmonic
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potential. While the known effective-equilibrium description
can be retrieved in the Markov limit, we point out that the
kinetic and positional temperatures may differ from those in
the free case for very stiff traps, due to the interference of the
characteristic trap time scale with the rates defined in Eq. (1).
We conclude with a summary and short outlook.

II. FLUCTUATING HYDRODYNAMICS OF A HEATED
PARTICLE

We consider a spherical particle of radius R immersed
in an incompressible fluid of density �. The time evolution
of fluid momentum is described by the linearized fluctuating
hydrodynamic equations [10–13]

�∂tv(r,t) − ∇ · σ (r,t) = ∇ · τ (r,t), (2a)

∇ · v(r,t) = 0, (2b)

v(r,t) = V (t) + �(t) × r on S, (2c)

where the velocity field v of the fluid is defined in the volume
V outside the particle and the no-slip boundary condition on
the particle surface S is imposed by Eq. (2c). The stress tensor
σ has components

σij (r,t) = −p(r,t)δij + 2η(r,t)�ij (r,t), (3)

where p is the pressure and �ij = (∂ivj + ∂jvi)/2 the shear
rate tensor, with the dynamic viscosity η. The incompress-
ibility condition Eq. (2b) can be eliminated by expressing p

(and thus σ ) as a functional of the flow field v. Finally, the
thermal noise is represented by a zero-mean Gaussian random
stress tensor τ that vanishes on the particle surface [12] and
otherwise obeys the fluctuation-dissipation relation

〈τij (r,t)τkl(r ′,t ′)〉 = 2η(r,t)kBT (r,t)δ(r − r ′)

× δ(t − t ′)(δikδjl + δilδjk) (4)

corresponding to a local equilibrium with the prescribed
deterministic temperature field T (r,t) [14]. In general, the
dynamical viscosity η(r,t) inherits some spatiotemporal de-
pendence of T (r,t). The vectors V (t) and �(t), denoting the
translational and rotational velocity of the Brownian particle,
couple to the solvent dynamics via the boundary condition (2c)
on the particle surface S. They evolve themselves according
to Newton’s equations of motion

mV̇ (t) = F(t) + Fe(t), (5a)

I �̇(t) = T (t) + T e(t), (5b)

where m is the mass of the particle, I the moment of inertia,
Fe and T e are the external force and torque, and F and T
are the hydrodynamic force and torque exerted by the fluid,
defined by

F(t) = −
∫

S
σ (r,t) · n d2r, (6a)

T (t) = −
∫

S
r × (σ (r,t) · n) d2r, (6b)

with n the inner radial unit vector. Note that we have
suppressed the time dependence of S in Eqs. (2c) and (6) in
order to make the above set of equations linear not only in the

flow field but also in the particle velocity. See Refs. [15,16] for
a discussion of the validity of linear hydrodynamics in relation
to Brownian motion. We also suppress the corresponding time-
dependent thermal advection, by requiring the deterministic
part of the temperature field to obey the stationary heat
equation in the comoving frame,

∇2T (r) = 0, T (r) = T0 + �T on S, T (r → ∞) = T0.

(7)

This technical simplification and other implicit idealizations,
such as neglecting the viscous heating due to the particle
motion with respect to the housekeeping heat and taking
the heat conductivity of the solvent to be constant, can
be justified for common experimental conditions, such as
those realized for laser-heated nanoparticles in water [1,17].
Together with the prescription Eq. (7), the system (2)–(4)
then entirely describes the time evolution of the fluid and
the heated Brownian particle. Notice that the fluctuations
in the fluid temperature are irrelevant in our hydrodynamic
description as they do not couple with momentum fluctuations
thanks to the incompressibility assumption. Consequently,
only the deterministic fluid temperature T (r) is considered.
The solution of Eq. (7) is the radial field:

T (r) = T0 + �T R/r. (8)

While the following derivation does not strictly depend on
the specific form of T (r) (as long as it does not depend
on the particle velocity), and even an explicit externally
imposed dependence on time could be included, we restrict the
discussion in the following sections to this paradigmatic case.

We now proceed to contract the description of fluid plus
particle into an equation for the particle alone. We rewrite the
hydrodynamic forces introduced in Eq. (5) in the form

F ≡ Fd + ξT , (9a)

T ≡ T d + ξR (9b)

to account for contributions ξ independent of the particle
velocity that are expected to arise due to the inhomogeneity of
Eq. (2a). By Eq. (2), v(r,t) is a linear functional of V (t ′) and
�(t ′) with −∞ < t ′ < t , so in view of Eq. (6) this implies that
the systematic components Fd and T d are linear functionals
of V (t ′) and �(t ′), respectively, with −∞ < t ′ < t . Hence, we
can write

Fd (t) = −
∫ t

−∞
ζ (t − t ′)V (t ′) dt ′, (10)

T d (t) = −
∫ t

−∞
γ (t − t ′)�(t ′) dt ′, (11)

where ζ (t) and γ (t) are positive, time-symmetric memory
kernels accounting for the time-dependent drag on the particle
[12]. Equations (5) then take the GLE form

M V̇ (t) = −
∫ t

−∞
ζ (t − t ′)V (t ′) dt ′ + ξT (t) + Fe(t), (12)

I �̇(t) = −
∫ t

−∞
γ (t − t ′)�(t ′) dt ′ + ξR(t) + T e(t), (13)
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once we identify ξT ,R as the Langevin noise, whose statistical
properties have to be derived from those of the random stress
tensor τ .

For better readability, the actual calculation is detailed in
Appendix A, and only the main results and their physical
interpretations are given in the main text. We focus mostly
on the translational motion, but the rotational case is very
analogous. It is moreover convenient to switch to the frequency
representation defining, for a generic function g(ω), the
Fourier transform g(ω) ≡ ∫ ∞

−∞ eiωtg(t) dt and the half-Fourier
transform g+(ω) ≡ ∫ ∞

0 eiωtg(t) dt .
To complete the contraction, we compare the energy

dissipated by the fluid friction acting on the particle at a mean
velocity 〈V (ω)〉

ζ (ω)δij 〈Vi(ω)〉〈V ∗
j (ω)〉 = 2

∫
V

φT (r,ω) d3r, (14)

with the correlation function of the energy supplied by the
random force at frequencies ω and ω′:〈

ξT
i (ω)ξT ∗

j (ω′)
〉〈Vi(ω)〉〈V ∗

j (ω′)〉

= 2kBδ(ω − ω′)
∫

V
φT (r,ω)T (r) d3r . (15)

From Appendix A, we have quoted the representation in terms
of the dissipation function,

φT (r,ω) ≡ η(∂iuj ∂iu
∗
j + ∂iuj ∂ju

∗
i ), (16)

which gives the energy dissipated by the fluid at position r and
frequency ω in terms of the average flow field u(r,ω). Setting
the arbitrary average velocity of the particle to unity, Eq. (14)
allows one to calculate the memory kernel ζ (ω) in terms of the
spatial integral of the dissipation function φT (r,ω).

From Eqs. (14) and (15) we then find the relation〈
ξT
i (ω)ξT ∗

j (ω′)
〉〈Vi(ω)〉〈V ∗

j (ω′)〉
= kBT T (ω)ζ (ω)δij δ(ω − ω′)〈Vi(ω)〉〈V ∗

j (ω′)〉 (17)

with

T T (ω) ≡
∫
V φT (r,ω)T (r) d3r∫

V φT (r,ω) d3r
. (18)

Since φT (r,ω) is a quadratic function of 〈V (ω)〉 (see
Appendix B) the ratio in Eq. (18) is independent of 〈V (ω)〉.
Moreover, as the particle velocity 〈V (ω)〉 is arbitrary it can be
deleted in Eq. (17), which renders Eq. (17) in the form of a
generalized fluctuation-dissipation relation:〈

ξT
i (ω)ξT ∗

j (ω′)
〉 = kBT T (ω)ζ (ω)δij δ(ω − ω′) . (19)

According to Eq. (A9), the Langevin noise ξT is Gaussian dis-
tributed with mean zero. Therefore Eq. (19) fully characterizes
the noise statistics. Analogous results hold for the rotational
motion. They are obtained by substituting ζ → γ in Eq. (19)
and φT → φR in the definition (18).

III. THE NOISE TEMPERATURE T (ω)

Equation (18) defines the frequency-dependent noise tem-
perature that is the central quantity for the Brownian motion
under nonisothermal conditions. Its nonlocal nature manifests

10−2 10−1 100 101 102
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0.8
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ω/ωf

(T
(ω

)
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T
0
)
/
Δ

T

T T (ω)

T R(ω)

FIG. 1. (Color online) The universal frequency-dependent noise
temperatures for the motion of a Brownian particle, obtained by
the definitions (16) and (18) assuming a temperature-independent
solvent viscosity η. The rotational noise temperature (blue/top line)
is given by the exact expression Eq. (B3), while the translational one
(red/bottom line) is obtained by numerical integration of Eqs. (18)
and (B1). The vertical solid line indicates the characteristic frequency
beyond which the finite compressibility of water would matter for a
solid particle of radius R 
 100 nm.

itself in the weighted average over the temperature field
T (r), with the dissipation function determining how strongly
the diverse local temperatures in the surroundings affect the
Brownian motion of the particle at the origin.

Clearly, the noise autocorrelation can always be cast in such
a form by defining a suitable function T (ω) that measures the
violation of the equilibrium fluctuation-dissipation relation.
Here the nontrivial statement is that T (ω) is explicitly derived
from an underlying hydrodynamic description. Moreover, in
the next sections, we will show that T (ω) plays the role of a
frequency-dependent effective temperature, in the sense that
dynamical isothermal relations can directly be extended to the
nonisothermal case if the temperature T0 is replaced by T (ω).

Contenting ourselves with explicit evaluations to leading
order in the temperature heterogeneity T (r) − T0, we can in
the following neglect a possible temperature dependence of the
viscosity, which would affect our results to subleading order,
only. Figure 1 shows the frequency-dependent temperatures
T (ω) for the translational and the rotational motion of a
sphere, which are derived in Appendix B assuming constant
heat conductivity and viscosity, i.e., Eq. (7) and η(r) = η.
As a consequence, η cancels in Eq. (18), and the obtained
noise temperatures are universal functions independent of the
solvent properties. All the subsequent results are derived under
the latter approximation.

To gain a physical understanding of the functional form of
T (ω), consider its origin from the hydrodynamic coupling
between the particle and distant solvent volume elements
that are locally equilibrated at different temperatures T (r).
In our low-Reynolds number approximation, the exchange of
momentum is dominated by vorticity diffusion [18] with the
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diffusivity given by the kinematic viscosity ν ≡ η/�. This
defines the inverse characteristic time scale ωf ≡ 2ν/R2 for
fluid transport over distances on the order of the particle radius,
as introduced in Eq. (1).

Low-frequency fluctuations are those with ω � ωf , during
which the vorticity spreads out considerably from the particle.
Since the translational field is more long-range than the
rotational one (uT ∼ 1/r versus uR ∼ 1/r2), the transla-
tional noise is effectively cooler, as it involves an average
over farther, i.e., cooler, regions of fluid. Ultimately, in the
limit ω → 0, we find that the noise temperatures reduce
to the effective temperatures T X,�

HBM known to characterize
the overdamped hot Brownian motion of the positions and
angles, respectively [6,7], for which we employ the shorthand
notation

T X ≡ T T (0) = T0 + 5
12�T,

T � ≡ T R(0) = T0 + 3
4�T .

In contrast, during high-frequency fluctuations with ω 

ωf , fluid momentum cannot diffuse significantly from the
particle surface. The vorticity emanating from a particle
oscillating at frequency ω cannot penetrate the fluid be-
yond the skin depth k−1

0 ≡ (2ν/ω)1/2 � R, resulting in an
exponential decay φ(r,ω) ∝ e−k0(r−R) of the dissipation func-
tion; see Eqs. (B1) and (B2). Therefore, the average in
Eq. (18) is essentially restricted to a thin skin of solvent
around the particle surface, and the noise temperatures tend
towards the surface temperature Ts = T0 + �T for large
ω. However, note that the finite compressibility becomes
relevant at very high frequencies. As a consequence, the
noise temperature may deviate significantly from our pre-
dictions for frequencies larger than the inverse of the time
it takes a sound wave in the solvent to traverse a distance
R [15,19].

It is worth mentioning another peculiarity implied by the
incompressibility assumption. To accelerate a particle in an
incompressible fluid, the displaced fluid has to be moved from
the front to the back of the particle. Therefore, the layer
of fluid that is set into motion never collapses completely
onto the particle surface, as it does for rotation at high
frequencies. While the noise temperature is not affected,
since the bulk dissipation turns out to be subdominant (see
Appendix B), incompressibility results in a renormalized
particle mass [10,12]:

M = m + m�/(2�p). (20)

The added mass in Eq. (20), owing to the inertia of the
displaced fluid, becomes relevant in the following. In the
next sections we analyze some immediate implications of
the above results for the dynamics of a hot Brownian sphere
that is either freely diffusing or trapped in a confining
potential.

IV. THE KINETIC TEMPERATURE

The GLEs (5a) and (5b) both contain a Gaussian noise
satisfying a fluctuation-dissipation relation with constant
effective temperatures in the high-frequency limit. Therefore,
one may expect to find Maxwell-Boltzmann distributions of

translational and angular velocities under stationary condi-
tions, which is corroborated by molecular dynamics simula-
tions [6,7]. We thus define the kinetic temperatures such that
the stationary averages of the velocities satisfy

3
2kBT V ≡ 1

2M〈V 2〉, 3
2kBT � ≡ 1

2I 〈�2〉, (21)

which reduce to the equipartition theorem with T � = T V =
T0 in case of a constant fluid temperature T (r) ≡ T0. For
simplicity, we concentrate on the translational motion, in the
following, but the same procedure applies also to the rotational
motion.

From the Fourier transform of Eq. (12) in the absence of an
external force,

−iωmV (ω) = −ζ+(ω)V (ω) + ξT (ω), (22)

we derive the velocity spectral density

CV (ω) ≡ 〈V (ω) · V (−ω)〉 = |RV (ω)|2CT
ξ (ω) . (23)

Here

CT
ξ (ω) = 3kBT T (ω)ζ (ω) (24)

is the noise spectral density and RV (ω) is the velocity response
defined as

RV (ω) = 1

ζ +(ω) − iωM
. (25)

The Wiener-Khinchine theorem then gives the velocity auto-
correlation function

〈V (t) · V (0)〉 = 1

2π

∫ ∞

−∞
|RV (ω)|2CT

ξ (ω)e−iωt dω, (26)

from which the translational kinetic temperature T V , defined
in Eq. (21), follows as

T V = M

π

∫ ∞

0
|RV (ω)|2T T (ω)ζ (ω) dω, (27)

since the integrand is an even function of ω.
To further evaluate this result, we introduce into the

response RV the explicit expression for the memory kernel
of a sphere translating in an incompressible fluid with no-slip
boundary conditions [12]:

ζ+(ω) = 6πηR

[
1 + (1 − i)

√
R2ω

2ν
− iR2ω/9ν

]
. (28)

The first term in the brackets is the usual Stokes friction ζ+(ω=
0) ≡ ζ , the second describes the vorticity diffusion and gives
rise to the long-time tails [20,21]. The third term accounts
for the mentioned mass renormalization [Eq. (20)]. With the
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notation x2 = ω/ωf , Eq. (27) now reads

T V = 1

π

∫ ∞

0

4αx(x + 1)T T (x)

(1 + x)2 + x2(1 + αx)2
dx, (29)

which depends on the particle-to-fluid density ratio via the parameter α ≡ 2(2�p/� + 1)/9. The same procedure gives the
rotational kinetic temperature

T � = 1

π

∫ ∞

0

12βx(1 + 2x + 2x2)(3 + 6x + 6x2 + 2x3)T R(x)

{(3 + 6x + 6x2 + 2x3)2 + x4[2(1 + x)+3β(1 + 2x + 2x2)]2} dx (30)

with β ≡ 2�p/(15�).
Equations (29) and (30) can be integrated numerically

using the translational and rotational noise temperatures T (ω)
introduced in Sec. III. The results are shown in Fig. 2. The
kinetic temperatures are seen to depend on the density ratio
�p/�. To understand this, consider a translating sphere. In
the Markov limit, its velocity relaxes within the Stokes time,
corresponding to the relaxation rate

ωp ≡ ζ

M
= 6πηR

M
= 9�

4�p

ωf , (31)

introduced in Eq. (1). The density ratio thus relates the
characteristic time for the kinematic equilibration of the
particle with the fluid, i.e., the time it takes to spread the particle
momentum to a fluid mass comparable to the particle mass,
to the time it takes to spread its momentum to a fluid volume
comparable to the particle volume. Accordingly, the kinematic
equilibration affects either a small or large fluid volume
compared to the particle size, suggesting a kinetic temperature
close to the temperature Ts at the particle surface or close to
the stationary effective temperature T X, respectively.

Indeed, if �p/� � 1, only the upper part of the spectrum
T (ω) contributes to the kinetic temperatures, as seen from
Eqs. (29) and (30), where the integrand contributes signifi-
cantly only for x 
1. Hence, the rotational kinetic temperature
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FIG. 2. (Color online) Rotational (blue/top line) and translational
(red/bottom line) kinetic temperature as function of the density ratio
�p/�.

T � approaches the surface temperature:

T � ∼ T R(∞) = T0 + �T = Ts for �p/� → 0. (32)

Due to the mass renormalization [Eq. (20)] the translational
kinetic temperature T V always remains somewhat below this
limit, though. Although the noise temperature attempts to
shake the particle with a strength proportional to the surface
temperature Ts , the particle cannot move without exciting a
long-range flow field that ultimately increases its own inertia.
This effect limits the velocity fluctuations of the particle to
a nonuniversal apparent “equipartition” temperature T V that
depends on the density ratio �p/� and attains the limit

T V 
 T0 + 0.86 �T < Ts for �p/� → 0. (33)

As a consequence, the translational particle velocity never
thermalizes to the fluid temperature at the particle surface.

In the opposite limit, �p/� 
 1, the frequency-dependent
terms in Eq. (28), which are proportional to R2ωp/ν =
2ωp/ωf � 1, become small. In this limit, the kinetic tempera-
ture approaches the stationary values of the respective effective
noise temperatures T (0), which coincide with the known
temperatures for the configurational degrees of freedom,
represented by the positional and orientational coordinates X

and � [6,7] (see Sec. III). They determine the translational and
rotational diffusion coefficient of the hot Brownian particle,
e.g., for translation,

D = lim
t→∞

1

6

d

dt
〈[X(t) − X(0)]2〉

= 1

2

∫ ∞

−∞
〈V (t) · V (0)〉 dt = 1

2
CV (ω = 0). (34)

Using Eqs. (23)–(25) and (28), we recover (to leading order
in the temperature increment �T , i.e., not accounting for the
temperature-induced spatial variations in the viscosity) the
generalized Einstein relation [6]

DHBM = kBT T (ω)

ζ+(ω)

∣∣∣∣
ω=0

= kB(T0 + 5
12�T )

6πηR
. (35)

The same reasoning applies to the orientation �. Hence, we
see that for a hot Brownian particle that is much denser than
the solvent, the kinetic temperatures reduce to the effective
configurational temperatures,

T V,� ∼ T T ,R(0) = T X,� for �p/� → ∞ . (36)

Moreover, in any case, both the translational and rotational
velocities of a hot spherical particle can be statistically
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characterized by a (nonuniversal) Maxwell-Boltzmann distri-
bution

P (V ,�) ∝ exp

(
− MV 2

2kBT V
− I�2

2kBT �

)
(37)

with effective temperatures that depend on the density ratio
�p/�, in agreement with the fact that probability distributions
of nonequilibrium ensembles explicitly depend on the dynam-
ics of the system.

V. PARTICLE IN A HARMONIC POTENTIAL

The discussion of the previous section can be repeated
for a particle trapped in a harmonic potential. While the
kinetic temperature of a free particle is determined by the
competition between the vorticity diffusion time ω−1

f and
the Stokes relaxation time ω−1

p introduced in Eq. (1), a
sufficiently narrow confining potential introduces an additional
interfering time scale. In the following, we examine more
closely the case of translational diffusion in confinement, but
qualitatively similar results can be derived for the rotational
case. The parabolic confinement potential U(X) = K X2/2
gives rise to the trap relaxation time

ω−1
t = 6πηR/K = ωp/ω2

0, (38)

where ω2
0 = K/m is the undamped oscillation frequency. With

Fe = −K X , the Fourier-transformed Eq. (12),

−mω2 X(ω) = iωζ +(ω)X(ω) − K X(ω) + ξ (ω),

yields the spectral density

CX(ω) ≡ 〈X(ω) · X(−ω)〉 = |RX(ω)|2Cξ (ω), (39)

where the positional response function is defined by

RX(ω) = 1

m
(
ω2

0 − ω2
) − iωζ+(ω)

. (40)

We use the relation

〈V (t) · V (0)〉 = − d2

dt2
〈X(t) · X(0)〉

between the stationary correlation functions for position and
velocity in frequency space, CV (ω) = ω2CX(ω). The kinetic
temperature, as defined in Eq. (21), follows as

T V = M

π

∫ ∞

0
ω2|RX(ω)|2T T (ω)ζ (ω) dω

= 1

π

∫ ∞

0

4αx5(x + 1)T T (x)

x4(1 + x)2 + (x3 + αx4 − ωt/ωf )2
dx. (41)

The result is again integrated numerically and depicted in
Fig. 3. Clearly, if ωt � ωf , which means that the potential
is not effective while the velocity is relaxing, we recover
the result for free diffusion [Eq. (29)]. This should be the
case for an optically trapped nanoparticle in water under
standard experimental conditions. Indeed, for a gold particle
with R 
 100 nm, assuming a trap stiffness K = 10−6 Nm−1

[22], we estimate ωt/ωf 
 10−2. The velocity relaxation time
decreases as we increase the ratio ωt/ωf , resulting in a higher
kinetic temperature. When ωt 
 ωf the narrow confinement
eventually overrides the inertia of the particle motion due
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FIG. 3. (Color online) Kinetic temperature T V of a particle in
harmonic confinement, as given by Eq. (41) for various ωt/ωf =
10−3, . . . ,102. For ωt/ωf � 10−1, T V is hardly distinguishable from
the kinetic temperature of a free particle.

to its effective mass M , so that the kinetic temperature T V

approaches the surface temperature Ts . Similarly as for the
particle velocity, we define the positional temperature of a hot
Brownian particle in a harmonic potential via the generalized
equipartition theorem,

3
2kBT X ≡ 1

2ω2
0m〈X2〉, (42)

where the average is taken with respect to the stationary
distribution. Using Eqs. (39) and (40) we straightforwardly
obtain

T X = ω2
0m

π

∫ ∞

0
|RX(ω)|2T T (ω)ζ (ω) dω

= 1

π

∫ ∞

0

4(ωt/ωf )x(x + 1)T T (x)

x4(1 + x)2 + (x3 + αx4 − ωt/ωf )2
dx. (43)

This result is integrated numerically and plotted in Fig. 4.
Again, if ωt � ωf , we recover the configurational temperature
of a free particle, since the integrand in Eq. (43) is sharply
peaked at x � 1, corresponding to ω � ωf . Physically, the
relaxation in the potential takes place quasistatically with
respect to the free hot Brownian motion, which can then be
represented in the Markov approximation, in perfect analogy
to the equilibrium case. The corresponding Langevin equation
is

ζ Ẋ =−∇U + ξ , 〈ξi(t)ξj (t ′)〉=2DHBMδ(t − t ′)δij ,

and its stationary solution is the generalized Boltzmann
distribution

P (X) ∝ exp

(
−U(X)

kBT X

)
.

with the effective temperature

T X = ζDHBM = T0 + 5
12�T (44)

of free hot Brownian motion [6] (originally denoted by THBM).
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FIG. 4. (Color online) Positional temperature T X of a particle in
harmonic confinement, as given by Eq. (43) for various ωt/ωf =
10−3, . . . ,102. At small ωt/ωf the temperature is independent of
�p/�.

In contrast, if ωt ≈ ωp the potential interferes with the
relaxation of the particle, resulting in a higher T X than in
the free case. Eventually, in the extreme limit ωt 
 ωp,
the integral peaks near ωt , and T X approaches the kinetic
temperature T V (nonuniformly in �p/�). It is moreover worth
noting that the stationary probability distribution can in any
case still be written in the form of Eq. (37), albeit with
nonuniversal temperatures T V and T X that generally depend on
the density ratio �p/� and on the stiffness K of the potential.
Analogous conclusions hold for the rotational degrees of
freedom.

VI. CONCLUSION

Starting from the fluctuating hydrodynamic description
of the solvent, which we required to be in local thermal
equilibrium with an inhomogeneous temperature field T (r),
we have derived a generalized Langevin equation for the
motion of a Brownian suspended particle. While the discussion
was limited to the important case of hot Brownian motion,
where T (r) decays radially around the particle, essentially the
same reasoning applies to more general temperature profiles
[9]. As a consequence of the nonisothermal conditions, the
noise temperature T (ω) characterizing the strength of the
stochastic Langevin forces becomes frequency dependent and
differs between different degrees of freedom, which couple to
different hydrodynamic modes. We remark that the frequency-
dependent noise temperature is not merely defined, as it is
customary, through the violation of equilibrium ensemble
properties of the particle position and velocity, e.g., the broken
proportionality between response and equilibrium correlation
functions expressed by the (first-kind) fluctuation-dissipation
theorem [23,24]. Rather, T (ω) is derived upon contraction of
the underlying stochastic description and its physical origin
is fully understood in terms of nonequilibrium hydrodynamic
fluctuations of the viscous solvent.

From the noise temperature we derived approximate expres-
sions for the effective temperatures at which the rotational and
translational degrees of freedom of a spherical particle appear
to thermalize. Explicit numerical results have been limited to
first order in the temperature increment �T , so that the tem-
perature dependence of the fluid viscosity could be neglected.
We found the (angular) velocities to be Maxwell-Boltzmann
distributed with nonuniversal, but explicitly known, effective
temperatures. The violation of the equilibrium (second-kind)
fluctuation-dissipation theorem given by Eq. (19), i.e., the
broken proportionality between noise correlation and memory
kernel, is ultimately the reason why effective temperatures
appear in the equilibrium-like distributions of the particle
position and velocity [9]. In the long-time limit we regained
previous results for the configurational temperatures governing
free and weakly confined hot Brownian motion.
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APPENDIX A: DERIVATION OF THE GLE’s NOISE
AUTOCORRELATION FUNCTION

Extending the calculation presented in Ref. [13] to a
nonisothermal solvent, we derive expressions (14) and (15)
in Sec. II for the translational motion. The same procedure
can be applied separately to rotational motion bearing in mind
that, due to linearity and spherical symmetry, the flow field
v can be divided into the two independent fields vT and vR

generated, respectively, by the particle translation and rotation,
and satisfying the boundary conditions:

vT (r,t) = V (t) on S,

vR(r,t) = �(t) × r on S.

Since we focus on the translational motion only, we omit the
superscript T. Using Eq. (10), the Fourier transform of the
generalized Langevin equation (12) reads

−iωmV (ω) = −ζ+(ω)V (ω) + ξ (ω) + Fe(ω)

and may be rewritten as

−iωmV (ω) = f (ω) + f̃ (ω) + Fe(ω), (A1)

where we have divided the force exerted by the fluid into
deterministic f (ω) and random f̃ (ω) components:

f (ω) ≡ −ζ+(ω)〈V (ω)〉, (A2a)

f̃ (ω) ≡ −ζ+(ω)Ṽ (ω) + ξ (ω) , (A2b)

with V ≡ 〈V 〉 + Ṽ . It is easy to see that f (ω) is the force
exerted by the deterministic flow field u ≡ 〈v〉, the solution
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of

iω�u(r,ω) + ∇ · σ (r,ω) = 0, (A3a)

∇ · u(r,ω) = 0, (A3b)

u(r,ω) = 〈V (ω)〉 on S, (A3c)

while f̃ (ω) is the force exerted by the stochastic flow field ũ ≡ v − 〈v〉, the solution of

iω�ũ(r,ω) + ∇ · σ̃ (r,ω) = −∇ · τ (r,ω), (A4a)

∇ · ũ(r,ω) = 0, (A4b)

ũ(r,ω) = Ṽ (ω) on S. (A4c)

This splitting of equations and boundary conditions is again allowed by the linearity of the problem. In the following calculation,
in order to ease the notation, we omit the arguments r and ω of the hydrodynamic fields where there is no possibility of confusion.

We start by calculating twice the energy dissipated by the particle moving at velocity 〈V (ω)〉:
〈Vi(ω)〉[ζ+(ω) + ζ+∗(ω)]〈V ∗

i (ω)〉 (A2a)= −[fi(ω)〈V ∗
i (ω)〉 + f ∗

i (ω)〈Vi(ω)〉]
(6)= 〈V ∗

i (ω)〉
∫

S
σijnj d2r + 〈Vi(ω)〉

∫
S

σ ∗
ij nj d2r

(A3c)=
∫

S
u∗

i σij nj d2r +
∫

S
uiσ

∗
ij nj d2r (A5)

=
∫

V
∂j (u∗

i σij ) d3r +
∫

V
∂j (uiσ

∗
ij ) d3r

(A3a)=
∫

V
(σij ∂ju

∗
i + σ ∗

ij ∂jui) d3r

(A3b)=
∫

V
2η(�ij ∂ju

∗
i + �∗

ij ∂jui) d3r

= 2
∫

V
φ(r,ω) d3r, (A6)

where in Eq. (A5) we employed the divergence theorem and in Eq. (A6) we defined the dissipation function:

φ(r,ω)≡η(r)
(
∂iuj ∂iu

∗
j + ∂iuj ∂ju

∗
i

)
(r,ω).

Since ζ (ω) = 2�eζ+(ω) = ζ+(ω) + ζ+∗(ω), being ζ (t) real and time symmetric, we can rewrite Eq. (A6) in the following form:

ζ (ω)δij 〈Vi(ω)〉〈V ∗
j (ω)〉 = 2

∫
V

φ(r,ω) d3r. (A7)

This proves Eq. (14). We proceed with the evaluation of the energy supplied by the random force ξ (ω):

ξi(ω)〈Vi(ω)〉 (A2b)= [f̃i(ω) + ζ+(ω)Ṽi(ω)]〈Vi(ω)〉
(A2a)= f̃i(ω)〈Vi(ω)〉 − fi(ω)Ṽi(ω)

(6)= −〈Vi(ω)〉
∫

S
σ̃ij nj d2r + Ṽi(ω)

∫
S

σijnj d2r

(A3c) (A4c)= −
∫

S
uiσ̃ij nj d2r +

∫
S

ũiσij nj d2r (A8)

= −
∫

V
∂j (uiσ̃ij ) d3r +

∫
V

∂j (ũiσij ) d3r

(A3a) (A4a)= −
∫

V
σ̃ij ∂jui d

3r +
∫

V
σij ∂j ũi d

3r +
∫

V
ui∂j τij d3r

(A3b) (A4b)=
∫

V
ui∂j τij d3r = −

∫
V

τij ∂jui d
3r

In Eq. (A8) we made use again of the divergence theorem. Summing up,

ξi(ω)〈Vi(ω)〉 = −
∫

V
τij (r,ω)∂jui(r,ω) d3r, (A9)

032131-8



EFFECTIVE TEMPERATURES OF HOT BROWNIAN MOTION PHYSICAL REVIEW E 90, 032131 (2014)

which asserts that ξ (ω) is Gaussian with vanishing mean, being the integral of the deterministic quantity ∂jui times the zero-mean
Gaussian field τij . Using Eq. (A9) we evaluate the noise correlation function:

〈ξi(ω)ξ ∗
j (ω′)〉〈Vi(ω)〉〈V ∗

j (ω′)〉 =
∫

V
d3r ′

∫
V

d3r∂jui(r,ω)〈τij (r,ω)τ ∗
kl(r ′,ω′)〉∂lu

∗
k(r ′,ω′)

= 2kBδ(ω − ω′)
∫

V
η

(
∂iuj ∂iu

∗
j + ∂iuj ∂ju

∗
i

)
T d3r

= 2kBδ(ω − ω′)
∫

V
φ(r,ω)T (r) d3r. (A10)

In Eq. (A10) we used the Fourier transform of Eq. (4) together with τ ∗
kl(r ′,ω′) = τkl(r ′, − ω′), since τ is real. This proves

Eq. (15).

APPENDIX B: HYDRODYNAMICS OF A TRANSLATION AND ROTATING SPHERE

1. Translational motion

The Fourier transform of the flow field generated by a sphere translating with velocity 〈V (ω)〉ez reads in polar coordinates
(r,ϕ,θ ) [11, p. 623]:

uT (r,θ,ω) = 1

r

[
sin θ

(
g + r

dg

dr

)
eθ − 2g cos θer

]
,

with

g(r,ω) = 3〈V (ω)〉R
2(kr)2

{
(ikr − 1) eik(r−R) −

[
1 + ikR − 1

3
(kR)2

]}
,

where k = (1 + i)k0, and k0 = √
ω/2ν is the inverse of the characteristic fluid diffusion length. The associated dissipation

function is

φT = η

(
12

r4
cos2 θ

∣∣∣∣g − r
dg

dr

∣∣∣∣
2

+ sin2 θ

∣∣∣∣ d2g

dr2

∣∣∣∣
2
)

,

that becomes after integration over θ :∫ π

0
φT(r,θ,ω) sin θ dθ

= 3η|〈V (ω)〉|2R2

2k4
0r

8

{
5[9 + 2k0R(9 + k0R(9 + 2k0R(3 + k0R)))]

+ e−2k0(r−R)[45 + 2k0r[45 + k0r(45 + k0r(30 + k0r(15 + 2k0r(3 + k0r))))]]

− 2e−k0(r−R)
[(

45 + 45k0R + 15k0(3 + 2k0R(3 + k0R))r + 12k3
0R(3 + 2k0R)r2 + 2k3

0(−3 + 2k2
0R

2)r3
)

cos[k0(R − r)]

− k0
( − 15R(3 + 2k0R) + 15

(
3 − 2k2

0R
2)r + 36k0(1 + k0R)r2 + 2k2

0(3 + 2k0R(3 + k0R))r3) sin[k0(R − r)]
]}

. (B1)

Notice that Eq. (B1) displays a term which does not decay with an exponential cutoff but only algebraically as 1/r8. But
its contribution to T (ω) actually diminishes at high frequencies, k0 → ∞. In order to obtain T (ω) we numerically integrate
Eq. (18) together with Eq. (B1). The result is shown in Fig. 1.

2. Rotational motion

The Fourier transform of the flow field generated by a sphere rotating with angular velocity 〈�(ω)〉ez reads [10, p. 91]

uR(r,θ,ω) = 〈�(ω)〉R3

r2
sin ϑ

1 − ikr

1 − ikR
ei[k(r−R)]eϕ ≡ f (r,ϑ,ω)eϕ.

The associated dissipation function φR(r,ω) is

φR = η

r2
(|r∂rf − f |2 + |∂ϑf − cot ϑf |2)

= η|〈�(ω)〉|2R6[9 + 18k0r + 18(k0r)2 + 12(k0r)3 + 4(k0r)4] sin2ϑe−2k0(r−R)

r6[1 + 2k0R + 2(k0R)2]
. (B2)
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Notice in Eq. (B2) the exponential cutoff where the fluid’s diffusion characteristic length k−1
0 appears. Using Eqs. (18) and (B2)

we obtain the first-order approximation in �T for the noise temperature of rotational motion:

T R(ω) − T0

�T
= 9 + 18k0R + 18(k0R)2 + 12(k0R)3 − 8(k0R)4E1(2k0R)e2k0R

4[3 + 6k0R + 6(k0R)2 + 2(k0R)3]
, (B3)

where E1(x) = ∫ ∞
1 dy e−xy/y is the exponential integral. The result is plotted in Fig. 1.
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Chapter 3

Nonequilibrium virial relations
and generalized equation of state

In the previous chapter we have seen that the usual energy equipartition between con-
jugate variables (we are accustomed to in equilibrium) is broken when the equilibrium
FDT is violated and memory effects are present. In this chapter we turn to the wide
class of systems that enjoys an infinite timescale separation with respect to their ther-
mal baths. We show that the steady states of these Markovian systems, which are
equilibrium’s closer relatives, satisfy a set of practically meaningful general relations,
so-called mesoscopic virial equations, involving conjugated pairs of microscopic or meso-
scopic (e.g. collective) variables. Summation of a mesoscopic virial equation over all
degrees of freedom generates the virial theorem. It serves as a passkey to nonequilibrium
equations of state linking conventional thermodynamic variables to steady dissipative
currents.

The relevance of such relations is twofold. On the one hand, it is of fundamental
interest to look for equilibrium-like concepts which carry over to a reasonably large
class of stationary nonequilibria, and thus may help in constructing a generalized ther-
modynamic theory that copes with dissipative effects [92–94]. On the other, various
technological applications call for the understanding of energy repartition and pressure
under inhomogeneous conditions in devices operating far from equilibrium. Exam-
ples are microcantilever-based sensors [95] and gravitational wave detectors [96], which
work subjected to thermal gradients, and mechanical micro-engines fueled by active
environments (e.g. bacterial bath) [97], respectively.

To obtain the mesoscopic virial equations we exploit the kinematic nature (inde-
pendent of statistics) of the derivation of the virial theorem, which generalizes to prop-
agators of nonequilibrium steady states. This property is in general largely overlooked,
arguably because the virial theorem is commonly viewed as a mere consequence of the
equipartition law,

〈
pi
∂H
∂pi

〉
=

〈
qi
∂H
∂qi

〉
= kBT, (3.1)

that holds for any pair of conjugated variables qi and pi of a system with Hamiltonian
H in canonical equilibrium at temperature T . In textbooks [67, 98] the virial theorem
is then derived by summing (3.1) over the N degrees of freedom of the system and
introducing the total i-th force −∂H/∂qi = Fi. For Hamiltonians quadratic in the
momenta, it establishes the equality between twice the average kinetic energy and the

25
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so-called virial1,
〈

N∑

i=1

p2
i

mi

〉
= −

〈
N∑

i=1

Fiqi

〉
, (3.2)

whose value coincides with NkBT .
However, one should not be misled into thinking that the virial theorem pertains

to equilibrium situations only. On the contrary, the fact that a purely mechanical
equivalent of (3.2) can be proved for stable bounded systems [99], should suggest that
(3.2) may hold in generic stationary states. In the mechanical virial theorem statistical
averages are replaced by time averages over the stationary system’s trajectory, irre-
spective of the nature of the forces (conservative or not) that maintain such state. It is
even tempting to accept this result as a statistical statement without further ado, only
appealing to the ergodic hypothesis, that is the equality of time and ensemble averages
[100].

Stimulated by this heuristic logics, in [51] we obtain a nonequilibrium virial theo-
rem by extending (3.1) to mesoscopic virial equations valid under generic stationary
conditions. The derivation is based on the obvious fact that the time derivative of any
averaged state observable O(q(t),p(t)) ≡ O(t) vanishes in the stationary state. The
derivative is conveniently calculated introducing the (backward) propagator, expLt,
which evolves mean observables2 from an (arbitrary) initial time 0 to the observation
time t:

0 =
d

dt
〈O(t)〉 =

d

dt

∫
dq0dp0ρ(q0,p0)eLtO(q0,p0) = 〈LO(t)〉. (3.3)

A smart choice of the observable O is then needed to generalized (3.1) to any (driven)
Markovian dynamics, whose details appear implicitly in the generator L. For example,
L coincides with the Liouville operator for Hamiltonian systems, and with the adjoint of
the Fokker-Planck operator for Langevin systems. For the latter, when non-conservative
forces fi and multiple reservoirs at different temperatures Ti are present, choosing
O = piqi and O = p2

i gives the mesoscopic virial equations,

〈
p2
i

mi

〉
=

〈
qi

(
∂H
∂qi
− fi

)〉
= kBTi +

Q̇i
γi
. (3.4)

First, an extended equipartition law still exists between conjugated variables, which
includes the Hamiltonian as well as non-conservative forces. Importantly, the effective
friction and noise that model the interaction with the thermal baths drop out in the
derivation, so that only the physical forces appear in the mesoscopic virial equation3.
Second, the kinetic energy is not just proportional to the local temperature, but it is
also increased by the heat flux Q̇i dissipated by fi into the reservoir in the damping time
1/γi. As a consequence, equipartition is in general restricted to the pair of conjugated
coordinates of a single degree of freedom.

It is remarkable that, if the system is driven away from equilibrium only by baths
at different temperatures (fi = 0), then (3.4) keeps the form of a proper energy reparti-
tion. In [50, 51] we exploit this relation to study the energy distribution in the normal

1For a homogeneous pairwise potential energy, Ui(r) ∼ ra, like gravity, the virial coincides with
a〈∑N

i=1 Ui〉. For this reason, it is often employed in astrophysics.
2This corresponds to the Heisenberg picture of quantum mechanics, where the wave function (here

the probability density) is fixed and the observable changes in time.
3This is a plus of the Langevin equations, which is not true for other thermostats, such as the

Nose-Hoover one.
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modes of (un)harmonic lattices under nonisothermal conditions. These prototypical
systems are largely employed to study (anomalous) heat conduction under determin-
istic dynamics [31], but are rarely considered within a stochastic framework [101], e.g.
to effectively model conduction in macroscopic solids. In our work we address the
influence of the temperature profile Ti, the boundary conditions and the presence of
small nonlinearities on the energy repartition between modes. For purely harmonic
interactions we can also reverse the logics and device temperature gradients suitable
for cooling or heating at will some specific set of modes.

Armed with (3.4) and the corresponding virial equation obtained by summing over
i, in [51] we follow the conventional chain of arguments to derive generalized mechan-
ical equations of states [67, 102]. For d dimensional systems with n = N/d particles
kept at fixed volume V, it amounts to separating in the virial the internal forces Fint,i

(interparticle interactions) from the external ones (e.g. confinement, gravity) and to
identify the latter with the mean pressure P̄S on the container’s surface4:

P̄SVd = nkBT +

〈∑

i

Fint,iqi

〉
+
Q̇

γ
. (3.5)

Here, the total heat flowing from the system into the bath, Q̇/γ, supplements the usual
equilibrium terms, i.e., the ideal gas and interaction contribution.

It is remarkable that a generalized state equation features thermodynamic variables
together with dissipative fluxes. A similar upgrade of fluxes to state variables can be
found in phenomenological theories aiming at describing far form equilibrium phenom-
ena, such as rational and irreversible generalized thermodynamics [103, 104]. There,
balance equations for the fluxes (derived by an extended entropy production function)
are considered, which complement the usual equations for the mass, momentum and
energy density. Even though justified by kinetic theory results5, these theories do not
rest on such a sound and simple foundation as the one presented here. Also note that,
our approach is far more conservative, since it is limited to stationary states, in which
fluxes are independent of the system’s history.

An instructive application of the equation of state (3.5) is presented in [51] for a
fluid of self-propelled particles. These units, ranging from motile bacteria to artificial
colloids, are capable of converting (stored or locally supplied) energy into directed
motion [30]. Because the energy input happens isotropically at the particle scale,
they differ fundamentally from other kinds of driven matter, such as sheared fluids, in
which space symmetry is externally broken and the energy flux proceeds from large
to small scales. When hydrodynamic interactions through the solvent are negligible,
self-propulsion can be effectively model as a one-body non-conservative force [105] and
the resulting Markovian dynamics fulfils the mesoscopic virial equation. The associated
pressure equation turns out to depend (away from the thermodynamic limit) on the
details of the confinement force [106, 107] through the heat flux Q̇—showing how static
properties of a nonequilibrium system are generally not independent of its dynamical
aspects.

4To ease comparison with equilibrium we restrict ourselves to a single homogeneous bath with
temperature T and damping rate γ. The only source of nonequilibrium is thus the driving fi.

5Namely, Grad’s 13 moment expansion of the Boltzmann equation [103].
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Abstract
Wederive a class ofmesoscopic virial equations governing energy partition between conjugate
position andmomentumvariables of individual degrees of freedom. They are shown to apply to a
wide range of nonequilibrium steady states with stochastic (Langevin) and deterministic (Nosé–
Hoover) dynamics, and to extend to collectivemodes formodels of heat-conducting lattices. A
macroscopic virial theorem ensues upon summation over all degrees of freedom. It allows for the
derivation of generalised (nonequilibrium) equations of state that involve average dissipative heat
flows besides genuine state variables, as exemplified for inertial Brownianmotionwith solid friction
and overdamped active Brownian particles subject to inhomogeneous pressure.

1. Introduction

From equilibrium statisticalmechanics we are accustomed to the idea that there is energy equipartition among
all quadratic degrees of freedomof classical systems, and that the ‘energy bit’ corresponds to k T 2B , half of the
temperature times the Boltzmann constant.Whilemomenta usually appear with the quadratic contribution of
the kinetic energy in theHamiltonian, for a position variable qi one hasmore generally that it is the average of
¶ qi qi

which equals the energy bit. The sumover all degrees of freedomyields the virial theorem [1, 2], which
connects the average total kinetic energy with the termå á ¶ ñqi i qi

named virial by Clausius.
Out of equilibrium, the equipartition of energy is not granted. Indeed, recent experiments with heat-

conductingmetals show intriguing deviations from equipartition, related to enhancements of low-frequency
vibrationalmodes thatmay become even ‘hotter’ than the highest boundary temperature [3]. Similar deviations
from equipartition are observed for strongly heated cantilevers [4] andBrownian particles [5, 6]. These are some
out ofmanymanifestations of nontrivial effects characterizing systems driven far from thermodynamic
equilibrium. They imply the need for a critical revisiting of results from equilibrium statisticalmechanics, with
the aimoffinding generalisations to nonequilibrium conditions.

In this workwe discuss a generalization of the equipartition theorem, formulated in the context ofmodern
nonequilibriumphysics. It takes the formofmesoscopic virial equations (MVEs), involving kinetic and dynamical
aspects specific to pairs ofmomentum–position conjugate variables. AMVEdetermines how thermal energy is
distributed between any such pair of variables. For Langevin dynamics, we discuss both the inertial and the
overdamped versions of the equation; the former is easily extended to coverNosé–Hoover dynamics for
thermostated simulations. Summation of aMVEover all degrees of freedom generates the virial theorem, which
we discuss also for the case of explicitly nonconservative forces. That the virial theoremholds at themicroscopic
level beyond thermal equilibrium should not come as a surprise, since it is a result derivable in classical
mechanics without appealing to statistical arguments7. Herewe show that one stillfinds significant virial
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theorems, involving quantities with a clear physicalmeaning, even ifmicroscopic degrees of freedom are coarse
grained as in themesoscopicmodels addressed below.

The simplemathematical derivationswe employ are slightly different from the conventional line of
arguments dating back toChandrasekhar’s work [2, 8]. Themain novelty of our approach is that wework
consistently in the context of nonequilibrium systems, and that our derivations easily carry over to deterministic
thermostats.Moreover, we characterise energy partition even for collectivemacroscopic variables, such as single
normalmodes, out of equilibrium.We further show that our results allow for the derivation of generalised
equations of state for nonequilibrium steady states. As an illustrative example, we provide a full derivation of the
pressure equation for awell-knownmodel of activematter [9].

2. Langevin dynamics

ConsiderN interacting particles evolving in d dimensions, with generalised coordinates { }q p,i i , with
=i Nd1 ,..., . Each degree of freedomhasmassmi and the total energy is given by theHamiltonian

å= +
=

({ }) ( )
p

m
U q

2
, 1

i

Nd
i

i
i

1

2

where ({ })U qi contains a confining potential energy that allows the system to reach a stationary state in the
absence of external, time-dependent driving. In addition, nonconservative forces fi could also be present. Each
degree of freedom is coupled to a Langevin thermostat with damping constant gi, so that the general equations of
motion read
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Here, the xi represent Gaussianwhite noise with correlation x x dá ¢ ñ = - ¢( ) ( ) ( )t t D t t2i j ij .Wefirst consider the
case of independent heat baths in local equilibrium at temperatureTi, for which the fluctuation–dissipation
theorem implies a diagonal diffusivitymatrix g d=D m k Tij i i i ijB . In section 6wewill show an example of a
nondiagonal temperaturematrix emerging for the normalmodes of coupled oscillators. Note that a space-
dependent noise is included in this formalism, sinceTimay be a continuous function of the coordinates.

We use the formula for the time derivative of the average of any state observable ( ) t ,

á ñ = á ñ ( ) 
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d
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where  is the backward generator of the dynamics. For the Langevin equation (2) it can be derivedwith Itô’s
formula [10] and is given by
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A set of relations emerges immediately from the position–momentumobservable8 = p qi i. Plugging it into
(3), we obtain
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Using then á ñ = á ñ = á ñ˙p q m q q m qi i i i i t i i
1
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2 and removing all time derivatives by the assumption of stationarity,

this is turned into aMVE for the conjugated pairs q p,i i:
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The virial theorem follows by applying å =i
Nd

1 to both sides of(6). Notice that terms depending on the Langevin
thermostat vanish and onlymechanical forces survive in(6). Remarkably,(6) retains then the structure that one
findswith the classic purelyHamiltonian derivation [1, 2]. As a counterexample, we address theNosé–Hoover
thermostats in section 7. The equipartition theorem is recovered in equilibrium ( fi=0, = "T T ii ), where

averagesmay be performedwith the Boltzmannweight -( )exp
k TB

and all terms in(6) are equal to k TB .

8
This derivation is formally identical to the one employed inmost quantummechanics textbooks, e.g. [11]. Indeed,

á ñ = á ñ = á - ñ = á ñ[ ]        , . This relation employs, in order, the definition of the generator of forward time evolution
, the normalization of probabilities, and the definition of the commutator. The correspondence between  and the quantumgenerator
of time evolution- 



i
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.
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As a basic exemplification, consider a unit-mass particlemoving in the = ( )q x y, plane, subjected to the
potential = - +( )U x y x xy y, 2 2 and to the nonconservative shear force a=f ey x parallel to the x-axis unit
vector ex. Throughout the text we employα as a dimensional constantmeasuring the departure from
equilibrium. Infigure 1(a)we display a numerical validation of theMVE(6). Note that energy equipartition—
with virial and (twice) kinetic contributions amounting to k TB —is achieved only in equilibrium (forα=0).
This example also illustrates that the system acts as a toy refrigerator: specific degrees of freedom are cooled
downunder nonequilibrium conditions (for a ¹ 0) [12], despite energy being constantly supplied to the
particle.

3.Generalised equations of state for steady nonequilibrium

Switching to the observable = pi
2, equation (3) provides
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Here = - ¶˙ ( )Q fi i q
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i
is recognised as the average heat flow into the ith reservoir, and in a steady state one

gets theHarada–Sasa formula [13, 14]
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Combining now theMVE (6)with (8), we find
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If the system is in thermal equilibrium, then = "Q̇ i0i , and(9) constitutes the starting point for deriving
equations of state. Specifically, we recall the standard derivation of themechanical one [15]. For interacting
particles, labelled by =n N1 ,..., and having spatial coordinates rn within a container of volume  , it is useful to
separate the contribution of the external conservative forces Fext (comprising confiningwall forces Fw, gravity,
etc) from that of the inter-particle interactions Fint. The sumover all degrees of freedomof á¶ ñqq ii

gives both

the internal virial = -å á ñ=C F qi
Nd

i iint 1 int, [1] and the external virial-å á ñ= F qi
Nd

i i1 ext, . The latter can be related to
the pressure. Using the local particle density r d= å -=( ) ( )r r rn

N
n1 wewrite

òå r- á ñ = -
=

( ) · ( ) · ( ) ( )


F r r rF r r rd . 10
n

N

n n
1

ext ext

Figure 1.Themesoscopic virial equation (MVE) as a function of the shear force strengthα, for each degree of freedomof a particle
moving in two dimensions subject to the potential and forces sketched on the right forα>0. The temperature isT= 0.3 and the
damping constant is γ=0.2, in natural units.
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Since the local stress tensor s is defined by the steady-state equation expressingmomentum conservation [15],

s r =· ( ) ( ) ( ) ( )r F r r 11r ext

an integration by parts of (10) yields
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=
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i

Nd
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Here the volume-averaged pressure ¯P is defined through the trace of the stress tensor ò sº¯ ( )  
r rP d Tr1

d
. If

the external force is just the confining force Fw of thewall, the system clearly has a homogeneous pressure
=¯P P . Under equilibrium conditions, from(9) thus descends

= + ( )Nk T P C d, 13B int

which can for example be used to derive the van derWaals equation [16].
The validity of(12) in not restricted to equilibrium systems, though. For simplicity, wemay think about

systemswith equal particles and homogeneous dissipation ( =T Ti and g g= " ii ). The nonequilibrium
stationary states aremaintained, as in the case offigure 1(a), by the action of the nonconservative forces, which
contribute the additional nonequilibrium virial term º -å á ñ=C f qi

Nd
i ine 1 to (9). Two different cases should be

distinguished, depending on the nature of fi.
If fi is an external driving, such as the shear force of section 2, Cne combines with the conservative external

forces in (11) to produce the pressure,
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This can be easily shownnoting that themomentumbalance equation (11)under this nonequilibrium stationary
condition becomes [17]

s r g r = + -· ( ) ( ( ) ( )) ( ) ( ) ( ) ( )r F r f r r u r rm , 15r ext

where r d= å -


=( ) ( ) ( )u r r v r rn
N

n n1 is the local particle current, which vanishes only at equilibrium (vn is the
velocity of particle n).When integrated over thewhole system, the additional friction term in (15) does not
contribute to (12) thanks to the stationary continuity equation r =· ( )u 0r , namely
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Hence the equation of state (13) is generalised to

g
+ = +˙ ¯ ( )Q Nk Td P d C

1
, 17B int

where = å˙ ˙Q Qi i is themean rate of total heat dissipation into the reservoirs. Indeed, Q̇ is the constant
housekeeping heatflux necessary tomaintain the nonequilibrium stationary state.

If instead fi is a dissipative interaction force between particles (e.g. describing binary inelastic collisions in
granular gases [18]), then it is not present in (15), so that (12)holds true. As a result, the nonequilibrium virial
Cne figures explicitly in the generalised equation of state

g
+ = + +˙ ¯ ( )Q Nk Td P d C C

1
. 18B int ne

Interestingly, (17) and (18) include not only equilibrium thermodynamic variables but also the unusual average
heat-flow = å˙ ˙Q f qi i i , which stems solely from the nonconservative driving because stationarity implies

å ¶ = á ñ =˙ q U 0i i q t

d

di
.Mind the distinction between the steady state conditions addressed throughout the

paper are distinct to path-dependent thermodynamics protocols. They are the reasonwhy dissipative fluxes can
be put on equal footingwith state variables.We note that dissipative fluxes are upgraded to the status of state
variables also in a phenomenological theory of extended irreversible thermodynamics [19].

As a simple illustration of the role of themean heatflux, considerN independent particles with unitarymass,
again in the xy-plane. Each particle is subjected to a Langevin bath of uniform temperatureT, to a confining
potential = +( ) ( )U x y x y,w

1

12
12 12 so that = -F Uw w, and to an additional solid friction a= - ∣ ∣f v v of

constantmagnitude a  0 [20, 21]. In the presence of this nonconservative friction, a steady state is generated
inwhich heat is continuously taken from the Langevin bath and delivered to the substrate ( <Q̇ 0). However,
the symmetry of the problem implies that Cne is zero. In view of the particles’mutual independency, also Cint is

4

New J. Phys. 18 (2016) 093043 GFalasco et al



exactly zero, and each of the remaining terms in(18) amounts toN times the single-particle contribution. In
figure 2, we display each term in(18) as obtained from single-particle simulations for variousα, finding =Q̇ 0
in equilibrium (α=0), while out of equilibrium Q̇ is negative and gives an important contribution that
guarantees the validity of the generalised equation of state(18).

4.Overdamped dynamics

If one considers time scalesmuch larger than the characteristic relaxation times ofmomenta, i.e. g  ¥tdi

[10], then g Q̇ 0i i and(9) reduces to the overdampedMVE9
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This corresponds to (6) after the substitution á ñp m k Ti i i
2

B , as it should be expected, sincemomentum is
instantaneously thermalised by its own thermal bath in the overdamped limit. Of course, this relation can be
derived directly by taking the overdamped limit of the diffusion equation (2):

m x= -¶ + +˙ ( ) ˆ ( )q U f , 20i i q i ii

where m g= -( )mi i i
1 is themobility, x x dá ¢ ñ = - ¢ˆ ( ) ˆ ( ) ˆ ( )t t D t t2i j ij with m d=D̂ k Tij i i ijB , and theHamiltonian

 boils down to the potential energyU. The backward generator of the dynamics becomes
m= å - ¶ ¶ + å ¶ ¶( ) ˆ f U Di i i q q ij ij q qi i i j

, and = qi
2 is the appropriate observable to plug in(3) to

retrieve (19).
These results hold under the assumption that the dissipative force fi acts effectively on time scalesmuch

longer than g1 i. If instead fi is of order g( )O i , energy dissipation interferes with the thermalization process of

momenta, so that á ñ ¹p m k Ti i i
2

B . For example, a solid friction (see section 3) of order a g~ á ñ( ) ( )O O pi i i
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and thus yields an overdampedMVEwhich features nonequilibrium corrections to the bath temperature, of the
form

a
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Active Brownian particles (seemore details in the next section) can be taken as another example. In the
overdamped limit, they are oftenmodelled as colloidal particles driven by a propulsion force f ip, that is

counterbalanced by an associated viscous drag force a- pi i. Together they combine into the nonequilibrium
force a= - +f p fi i i ip, . If the friction forces are comparable inmagnitude, that is a gi i=const in the limit

Figure 2.Contributions in the generalised equation of state (18) for a spatially confined Langevin particle at temperatureT=1
(natural dimensionless units), subjected to an extra dry friction a= - ∣ ∣f v v . The negative sign of themean heatflow into the
reservoir, <Q̇ 0, is consistent with a positive heat absorbed on average by the systemwhen solid friction dissipates energy (α>0).

9
To avoid the issues related to the interpretation of the overdamped stochastic equations hereafter we consider additive noise only.

5

New J. Phys. 18 (2016) 093043 GFalasco et al



g  ¥i , equation (8) in the overdamped limit reads
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which implies a renormalised temperature for the overdampedMVE
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5.Overdamped activematter

Active Brownian particles are often employed as an overdampedmodel for the collective behaviour ofmotile
bacteria and self-propelled colloids [22]. Their phase behaviour is currentlymuch studied [9, 23–28]. In this
regard, the utility of the virial theoremwas pointed out in [27]. Herewe fully exploit the generalised virial
theorem and showhowour approach leads to a pressure equation for active particles confined by hardwalls of
arbitrary geometry.

We describe an ensemble of identical active Brownian spheresmoving in a two-dimensional volume  in
terms of their positions = ( )r x y,n n n and velocity orientations qn (hence, q={ } { }q r ,n n n ). Their overdamped
equations ofmotion are
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The active velocity ofmodulus v0 is directed along the unit vector q q q=( ) ( )u cos , sinn n n , and can be formally
interpreted as another realization of the nonconservative force q m= ( )f uvn n0 that breaks detailed balance.
Each particle experiences the others through the two-body force Fint. No special symmetry is assumed for the

confining hardwalls acting via ( )F rnw at the container surface  . TheGaussian translational noise x̂
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and the choice of the observable = rn
2 in (3) yields the overdampedMVE
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In the presence of activity one expects the pressure to be nonuniformdue to particle aggregation at the
boundaries [29–31] and phase separation [32], unless highly symmetric geometries are considered [9]. Note that
in themomentumbalance, which takes the form (11), the only external force is thewall interaction. Consistently
with the assumption of a constant active speed v0, the self-propulsion force and the corresponding fluid friction
balance each other and hence do not appear on the right hand side of (11).

For the special case of hardwalls, we prove in the appendix that the external virial is proportional to the
surface-averaged density r̄ , namely r-å á ñ == ( ) · ¯ F r r k T2n

N
n n1 w B [33, 34].Moreover, inter-particle

interactions do not contribute to themomentumflux across thewall, so that the surface-averaged pressure ̄P
can only have a kinetic contribution [34, 35], r=¯ ¯ P k TB . The latter equilibrium result was recently rederived
in thefield of activematter [36]. It can be employed here since, in the overdamped description,momenta are
assumed to be thermalised at the temperatureT—by the choice of the translational noise’s correlation.
Therefore one arrives at the important result that the external virial gives themean force per unit area exerted on
the container

å- á ñ =
=

( ) · ¯ ( )F r r P2 . 28
n

N

n n
1

w

Combining (28)with the general result-å á ñ == ( ) · ¯ F r r P2n
N

n n1 w , which holds when Fw is the only net
external force acting on the system, we obtain the equality of average surface and volume pressure, =¯ ¯ P P .

In the bulk, the interaction term in(27) gives a contribution analogous to the corrections to the ideal gas
pressure in an equilibrium system. Indeed, for largeN,
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where = -F Uint int , º ¢ - ∣ ∣r rr , and g is the nonequilibriumpair density correlation function. In general, g
cannot be reduced to a function of the relative pair position, since the system is inhomogeneous [37]. The explicit
nonequilibrium contribution in(27) (the term containing v0) gives rise to the so-called swimpressure [29, 32].
Using(3), this timewith q= · ( ) r un n , and summing over n, we readily obtain

å å

å

q m q

m q

á ñ = + á ñ

+ á - ñ

q

¹

ˆ · ( ) ( ) · ( )

( ) · ( ) ( )

( ) r u F r u

F r r u

v D Nv v

v . 30
n

n n
n

n n

n m n
n m n

0 0
2

0 w

0
,

int

Thefirst average on the right-hand side involves the particle polarization at thewall, while the second one
represents the correlation between interactions and polarization. The constant term v0

2 is an enhancement of the
kinetic ‘ideal gas’ contribution due to the particles’ activity. Putting everything together, we obtain the
generalised equation of state
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This result is valid irrespective of the confining geometry, thus extending the results of [27] and substantiating
thenumerical evidence for the equality of (average)wall andbulk pressure in large systems [29, 30]. Equation (31)
is amesoscopic generalised state equation that depends explicitly on the interactionwith thewall through its last
term. In equilibrium ( =v 00 ), the latter vanishes so that the pressure equation does not explicitly depend on Fw,
for every system size. Out of equilibrium, the thermodynamic limit (  ¥N , with N constant) can be
taken in order to get rid of this surface term,which is a peculiarity of torque-free active Brownian particles with
constant self-propulsion.When aligning interactions are added into themodel, the active particle pressure
appears to depend explicitly on the interactions with the boundaries and not only on thermodynamic properties
(temperature, density, etc) [25]. Of course, the framework based on theMVE is unaffected by such dynamical
details and can be applied even tomodels qualitatively different from (25) (see [38]).

6.Normalmodes of coupled oscillators

The derivation of theMVEdoes not rely on the diagonality of thematrixDij, that is (6) also holds for systems in
which the noise components are cross-correlated. An instance of such a situation is offered by the analysis of the
normalmodes of a systemwith local reservoirs. For harmonic lattices [7], depending on the details of the forcing
and on boundary conditions, the energy stored in longwavelength vibrationalmodesmay be either enhanced or
reduced compared to the average.Here, we illustrate theMVE inmodes’ space for a one-dimensional chain ofN
pointmasses coupledwith quadratic–quartic interactions, thus going beyond the harmonic approximation. The
stochastic equation of the normalmodes, obtained by applying a linear transformation to the equation (2) for
the oscillators’ position and velocity [39], is

åg w h= - - - +˙ ( ) X X X X X X¨ , 32k k k k
l r s

klrs l r s k
2

, ,

where wk
2 is the squared eigenfrequency of the kthmode and  klrs is a tensor that emerges from the quartic

interactions. The noise terms hk aremutually correlated according to

h h g dá ¢ ñ = - ¢( ) ( ) ( ) ( )t t k t t2 . 33k l klB

The symmetricmatrix kl ofmode temperatures [12], is in general not diagonal unless the system is in
equilibrium.

Without the anharmonic coupling, = 0, the average kinetic and potential energy of themodes satisfy

wá ñ = á ñ =˙ ( )X X k , 34k k k kk
2 2 2

B

where thefirst equality is analogous to(6), and the second amounts to(9) specialised to the present analysis.
Notice that the kinetic and potential energy coincide for a givenmode, but differ in general for differentmodes,
thus breaking full equipartition.With ¹ 0 themodes’ dynamics is coupled via the tensor klrs and the
MVE(6) becomes

7

New J. Phys. 18 (2016) 093043 GFalasco et al



åwá ñ = á ñ + á ñ˙ ( ) X X X X X X 35k k k
l r s

klrs k l r s
2 2 2

, ,

containing no explicit sign of the nondiagonal kl, as anticipated above. Similarly, the heat-flux equation (8)
becomes

åg
á ñ = + á ñ˙ ˙ ( )

 X k X X X X . 36k kk
l r s

klrs k l r s
2

B
, ,

This represents the perfect starting point for studying perturbative corrections tomode energies, given the
Gaussian statistics of theXkʼs for ò=0. In equilibrium ( = "T T ii ), where themodes’ position and velocity are
on average uncorrelated, the last termdisappears, so that (36) implies the equipartition for velocities
á ñ =Ẋ k Tk

2
B . Under nonequilibrium conditions, the nonzero heatfluxmodifies themode kinetic energy in (36).

For small òwe can expand (36) as

åg
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3
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0 0
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Herewe used the symmetry of the tensor  together withWick’s theorem to break up theGaussian correlations
á ñ =... 0 evaluated in the harmonic system [12].

An illustration of (37) is provided infigure 3(a) for a one-dimensional lattice withfixed boundaries
immersed in a linear temperature profile. For purely harmonic couplings ( = 0), themodes enjoy a peculiar
full energy equipartition [12] at the average temperature = º å =

- T Tkk N i
N

i
1

0
1 , which is due to the symmetry in

theTiʼs and in the boundary conditions. The anharmonic terms allow energy to leak into the higher,more
localisedmodes. The same qualitative behaviour is found numerically for increasing values of ò (figure 3(b)). The
energy repartition amongmodes is thus robust against the introduction of nonlinearities and fairly well
approximated by afirst order perturbative calculation.Note that the total kinetic energy is insensitive to ò,
namelyå á ñ = å "=

-
=
-˙ X kk

N
k k

N
kk0

1 2
B 0

1 , since the totalflux appearing in (36) sumup to zero under stationary
conditions, thanks to the potential nature of the interaction:

å å åw
w
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7.Deterministic thermostats

The relations derived above for stochastic inertial systems remain valid in the zero-noise limit, where the
dynamics becomes deterministic. Stationarity is then ensured by coupling the system to suitably defined
thermostats. Examples areNosé–Hoover thermostats, where extra degrees of freedomact as frictional couplings
for the physical ones [40]. Similarly to Langevin dynamics, they guarantee canonical thermalization in cases of
uniform temperatures, and they lead to nonzero heatfluxes if different temperatures are imposed on different
degrees of freedomof the system. For lattices of oscillators interacting only via conservative forces and coupled

Figure 3.Kinetic energy of the normalmodes for a chain ofN=20 unitmasses coupled via quadratic–quartic potential (harmonic
constant k = 1, quartic = 0 ,..., 10) and immersed in heat baths characterised by the (global) friction constant g = 0.1 and the local
temperaturesTi, which grow linearlywith i from =T 10 to =-T 5N 1 (in natural dimensionless units). (a)Comparison between the

analytic expansion (37) and the numerically estimated á ñẊk
2 (,) obtained by integration of the oscillators’ stochastic dynamics. (b)

Numerically estimatedmode kinetic energies also for strongly anharmonic chains. Errors are of the order of symbol sizes.
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toNosé–Hoover thermostats at various temperatures, the existence of local energy equipartition is a common
assumption needed for the local definition of temperature [41]. So far, it has only been observed in simulations
for themasses not directly driven byNosé–Hoover thermostats [42]. Herewe provide a formal proof.We
consider statistical averages with respect to the invariant density, which, in general,may ormay not coincide
with time averages. Equality is assured by the use ofNosé–Hoover chains of thermostats [43].

TheNosé–Hoover dynamics for unitmasses is given by

z z
t

= = -¶ - Q = -˙ ˙ ˙ ( )
⎛
⎝
⎜⎜

⎞
⎠
⎟⎟q p p U p

p

k T
, ,

1
1 , 39i i i q i i i i

i

i
2

2

B
i

whereQi is an indicator function, which is 1 or 0 depending onwhether themass i is coupled or not to a
thermostat. The auxiliary feedback variable zi aims at thermalizing pi at the temperatureTi on a timescale τ. The
backward generator associated to (39) is

å z
t

= ¶ - ¶ ¶ + Q - ¶ + - ¶z
=


⎪
⎪

⎪
⎪

⎧
⎨
⎩

⎡
⎣
⎢⎢

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎤
⎦
⎥⎥

⎫
⎬
⎭

p U p
p

k T

1
1 .

i

Nd

i q q p i i i p
i

i1
2

2

B
i i i i i

Following the scheme outlined above, wefind the generalisedMVE

zá ñ = á ¶ ñ + Q á ñ ( )p q U p q , 40
i i q i i i i
2

i

which includes the formal justification for thementioned numerical observation of local energy equipartition if
restricted tomasses without a local thermostat [42], corresponding toQ = 0i . The term

z
t

á ñ = - - ( )
⎛
⎝
⎜⎜

⎞
⎠
⎟⎟p q

p

k T
q

1

2
1 , 41i i i

i

i
i2

2

B

2

stemming from the thermostat’s force (that can be seen as another realization of the nonconservative force fi), is
identically zero in equilibrium,wheremomentum and position are uncorrelated and á ñ =p k Ti i

2
B holds also for

the degrees of freedom coupled to thermostats.

8. Conclusions

For awide class of nonequilibrium systems in steady states, including stochastic and deterministic thermostated
dynamics, we have shown that the kinetic energy of a given degree of freedom is on average equal to the
corresponding virial of the forces. An integration over all degrees of freedomof suchMVE yields the standard
(macroscopic) virial theorem and a variety of useful results for general nonequilibrium systems. It is indeed
possible to follow the path valid for equilibrium systems, using the virial theorem as a tool for the derivation of
generalised equations of state that involve pressure, temperature and other observables. For inertial systemswith
dissipative dynamics, this leads to an intriguing relation between the virial, the temperature of the heat baths,
and the heatflux into them. Similarly, for active Brownian particles a generalised equation of state valid for
arbitrary container geometries ensues. A direct experimental verification of the fundamentalmesoscopic virial
relations (underlying all these results)would therefore be desirable. In boundary driven systemswith
conservative internal forces, such verification amounts to checking energy equipartition betweenmomentum–

position type conjugate variables.

Acknowledgments

GF thanks S Steffenoni for stimulating discussions. GF andKK acknowledge funding by theDeutsche
Forschungsgemeinschaft (DFG) via SPP 1726/1.

Appendix. Pressure on a hardwall

In section 5we argued that the external virial given by the a hardwall force is proportional to the pressure
averaged over thewall surface. To prove this point, we basically collect and repeat the arguments of [33, 34], as
they assume stationarity and require the particlemomenta to be thermalised to the bath temperatureT, only. For
the local stress tensor s this leads to the splitting

s sr =  + · · ( )k T . A.1r r rB int
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Recall that s ( )r gives themomentum exchanged across a surface placed in r . Hence, the two terms on the right-
hand side of (A.1) represent, respectively, themomentum transferred kinetically by particles crossing the surface
and themomentum exchanged between particles separated by the surface itself. Using (A.1), multiplying the
momentumbalance equation (15) (with f= 0) by r and integrating over - , defined as an inner volume
infinitesimally smaller than  , yields

ò òs g r r r + = -
 

- -

( · ) · · ( ¯ ¯ ) ( )
 

 r u rr r k Td m d d . A.2r int B

Herewe have used that =( )F r 0w for Î -r , and  indicates the surface of - . On the other hand, using that
the particle density vanishes identically on the hardwall, an integration over thewhole system gives

ò ò òs g r r r + = +
  

( · ) · · · ¯ ( )
  

r u r F rr r r k Td m d d d . A.3r int w B

The left-hand side of (A.2) and (A.3) are equal, since the integrands arefinite everywhere in the system and the
integration domains only differ in a set of zeromeasure. Hence, we conclude that the external virial for hard
walls is only proportional to the surface averaged density

å r- á ñ =
=

( ) · ¯ ( ) F r r k T2 . A.4
n

N

n n
1

w B

Then, one applies the rationale behind (A.1) to themomentum exchanged at thewall, which is by definition the
surface averaged pressure ̄P . Namely, itmay consist of the kinetic contribution r̄k TB and a configurational
term coming from inter-particle interactions. Yet, the latter is identically zero on a hardwall, since no
configuration is allowedwith particles on both side of thewall surface. Therefore, plugging r=¯ ¯ P k TB into
(A.4), we arrive at the sought result (28).
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We exactly analyze the vibrational properties of a chain of harmonic oscillators in contact with local Langevin
heat baths. Nonequilibrium steady-state fluctuations are found to be described by a set of mode temperatures,
independent of the strengths of both the harmonic interaction and the viscous damping. Energy is equally
distributed between the conjugate variables of a given mode but differently among different modes, in a manner
which depends exclusively on the bath temperatures and on the boundary conditions. We outline how bath-
temperature profiles can be designed to enhance or reduce fluctuations at specific frequencies in the power
spectrum of the chain length.
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I. INTRODUCTION

The enhancement of nonequilibrium fluctuations at low
wave numbers is a key feature of systems driven by ther-
modynamic gradients (see [1] for a review). For temperature
gradients, it has been thoroughly studied both theoretically [2],
and experimentally in systems ranging from simple fluids [3] to
polymer solutions [4] and fluid layers also under the influence
of gravity [5]. More recently, fluctuations in nonisothermal
solids have been the subject of experimental investigation,
fostered by the possibility of technological applications in
fields as diverse as microcantilever-based sensors [6] and grav-
itational wave detectors [7]. For example, the low frequency
vibrations of a metal bar, whose ends are set at different
temperatures, were found to be larger than those predicted
by the equipartition theorem at the local temperature [8],
thus corroborating the generality of the results obtained
for nonequilibrium fluids [9]. (See also experiments with
cantilevers [10].)

Theoretical studies of nonequilibrium solids focused more
on thermal conduction in low dimensions, where crystals
are usually modeled as Fermi-Pasta-Ulam oscillator chains
coupled at the boundaries with heat baths at different tempera-
tures [11–13]. Thanks to their simplicity, integrable and quasi-
integrable models may be taken as a paradigm to describe
more comprehensively the energetics of normal solids under
nonisothermal conditions. For instance, anomalous features
are known to disappear when, in place of nonhomogeneous
boundary conditions at the borders, a temperature gradient
is generated by stochastic heat baths displaced along the
system [13]. Specifically, it has been shown that self-consistent
heat baths—such that no energy flows on average into or
out of the reservoirs—are sufficient to recover the Fourier’s
law of heat conduction in a harmonic chain [14–16]. Lifting
the “self-consistency” condition, one obtains a simple, yet
general, model which describes a solid immersed in a locally
equilibrated medium [17–19]. This can find application in all

*falasco@itp.uni-leipzig.de
†baldovin@pd.infn.it

cases where the study of fluctuations is applied to an extended
system with a complex thermal balance. As an example,
we may cite cryogenic gravitational wave detectors, where
thermal fluctuations of the systems composed by the test
masses and their multistage suspension chains are of central
importance. The latter are effectively coupled to different heat
baths and flows [20].

Here we analyze the energy repartition among the elastic
modes of a harmonic chain held in temperature gradient,
as sketched in Fig. 1(a). In a coarse-grained picture, the
oscillator displacements can be thought of as the local strain
of a (one-dimensional) elastic dispersive body, such that the
model describes the damped propagation of thermal phonons
[Fig. 1(b)]. Our approach is fully analytic and provides an
explicit expression for the energy repartition among the modes
in terms of their effective temperatures Tkk . Exemplifying
our results for temperature profiles with a defined concavity,
we show that Tkk’s depend only on this concavity and on
the boundary conditions of the system. A naive expectation
could be that deviations from energy equipartition are to be
anticipated at long wavelengths only, since local equilibrium
conditions should hold at short scales. On the contrary, we
find that both long and short wavelength modes can either heat
up or cool down well beyond the average temperature. We
also study a reverse-engineering approach in which the heat
bath temperatures are inferred starting from a desired energy
repartition.

II. MODEL AND GENERAL RESULTS

Consider a linear chain of N + 1 equal oscillators lo-
cated at positions qn (n = 0,1, . . . ,N ). Successive masses
are connected through a harmonic potential of equilibrium
length l0. Each of them is in contact with a specific Langevin
bath at temperature Tn [21], providing viscous damping with
coefficient γ and thermal noise ξn. Setting masses to unity,
the equations of motion in the displacement coordinate Rn ≡
qn − n l0 read

R̈n = −γ Ṙn − κ

N∑
m=0

AnmRm + ξn, (1)

1539-3755/2015/92(2)/022129(7) 022129-1 ©2015 American Physical Society
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FIG. 1. (Color online) (a) Sketch of the linear chain of N har-
monic oscillators held in a temperature gradient: each oscillator is
coupled to an independent heat bath at temperature Tn, n = 0, . . . ,N

(in the picture N = 3). (b) Schematic interpretation in terms of sound
propagation in a medium.

where Anm is a tridiagonal matrix accounting for first-
neighbors interactions via the potential κ

2 (Rm − Rm−1)2. In
Eq. (1) the standard Gaussian white noise ξn has an amplitude
given by the fluctuation-dissipation theorem at the local
temperature (in units of kB):

〈ξm(t)ξn(t ′)〉 = 2γ Tnδ(t − t ′)δmn. (2)

In the following, we first consider the case of free boundary
conditions (A00 = ANN = 1); fixed (A00 = ANN = 0) and
mixed (A00 = 1, ANN = 0) boundary conditions are discussed
in Sec. III and in Appendix A. With free boundaries the matrix
Anm is diagonalized by the linear transformation �−1A�,
with

�−1
kn = 1

N + 1
cos

(
kπ

N + 1

(
n + 1

2

))
, (3)

mapping the spatial coordinates Rn into the coordinates of the
normal modes Xk ≡ ∑

n �−1
kn Rn, for which

Ẍk = −γ Ẋk − ω2
kXk + ηk, (4)

where ω2
k = 4κ sin2 ( kπ

2(N+1) ) is the (squared) eigenfrequency
of the kth mode. In this dynamics, the only source of correlation
between modes is contained in the transformed Gaussian white
noises ηk ≡ ∑

n �−1
kn ξn,

〈ηk(t)ηk′(t ′)〉 = 2γTkk′δ(t − t ′)/(N + 1). (5)

These correlations include a “temperature” matrix

Tkk′ ≡ (N + 1)
N∑

n=0

�−1
kn �−1

k′nTn, (6)

which is certainly diagonal only in the equilibrium case
Tn = T ∀n, where energy equipartition is recovered. In a
nonequilibrium state, generated by heterogeneous bath tem-
peratures, the diagonal Tkk still encodes information about how
energy is distributed among the modes. Nonzero off-diagonal
Tkk′ emerge in connection with energy fluxes. To show this, we
consider the average kinetic energy (Kk) and potential energy
(Vk) of the kth mode,

Kk ≡ (N + 1)
〈
Ẋ2

k

〉
(1 − δk0/2), Vk ≡ (N + 1)ω2

k

〈
X2

k

〉
,

where expectation values 〈·〉 are taken over different realiza-
tions of the thermal noise ξn. We get the variances 〈X2

k〉, 〈Ẋ2
k〉

from the solution of Eq. (4) (Appendix B),

Xk(t) =
∑

α=1,2

∫ t

−∞
dt ′

(−1)α

λ1
k − λ2

k

e−λα
k (t−t ′)ηk(t ′), (7)

where λ
(α)
k with α = 1,2 are the roots of the characteris-

tic equation for the unforced harmonic oscillator; namely,
λ

(α)
k = − 1

2 [γ + (−1)α
√

γ 2 − 4ω2
k]. For each mode k, both the

average kinetic and potential energy turn out to coincide with
one half of the mode temperature (Appendix B):

KX
k = V X

k = Tkk/2 (k 	= 0). (8)

This relation establishes a form of energy equipartition be-
tween the conjugate variables of a single mode. Interestingly,
from (6) and (3) one sees that Tkk does not depend on the details
of both the harmonic interaction (κ) and the damping (γ ).
Therefore, the amount of energy stored in the kth mode is
directly determined by the choice of the bath temperature
profile Tn, for given boundary conditions. Put in other words,
properly designing thermal profiles it is in principle possible
to enhance or reduce the thermal vibrations of specific modes.
All these findings are confirmed by numerical integration of
Eq. (1).

III. ROLE OF THE BOUNDARY CONDITIONS

In the case of free boundaries, Eq. (6) gives

Tkk = T

[
1 +

∑N
n=0 Tn cos

(
2n+1
N+1 kπ

)∑N
m=0 Tm

]
(k 	= 0), (9)

where T ≡ ∑N
n=0 Tn/(N + 1) is the average imposed temper-

ature. The center-of-mass kinetic energy (N + 1)〈Ẋ0
2〉/2 is

equal to T00 = T . Notice that Eq. (9) is valid in particular
when Tn corresponds to a self-consistent profile [14–16].
In (9) the energy stored by the mode k under stationary
nonequilibrium conditions emerges like a correction to the
average temperature T , which at most amounts to ±T . This
correction can be viewed as a weighted average of a cosine
function over the temperature profile: For parity, it vanishes
for all temperature profiles which are odd with respect to
(N/2,T ). The relevant physical consequence is that with
free boundary conditions energy equipartition is extended
to all nonequilibrium temperature profiles which are odd
symmetric with respect to (N/2,T ), like linear profiles. At
variance, if the temperature profile has a definite upwards
(downwards) concavity in the interval [0,N ], low- (high-)
k modes heat up and high- (low-) k modes freeze down.
We exemplify these findings assuming heat-bath temperatures
Tn = T0 + (n/N )α(TN − T0) with T0 = 10, TN = 1, and N =
99 (see Fig. 2): α = 1 corresponds to a linear temperature
profile, whereas α < 1 (α > 1) corresponds to a profile with
upwards (downwards) concavity. In Fig. 3(a) one finds the
resulting Tkk for free boundary conditions.

Transport properties might depend crucially on the bound-
ary conditions [22]. We show that the latter strongly influences
also the repartition of energy among the normal modes. For
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FIG. 2. (Color online) Heat-bath profiles utilized for exemplify-
ing our results.

fixed boundary conditions, Tkk becomes (Appendix A)

Tkk = (N − 1)T

N

[
1 −

∑N−1
n=1 Tn cos

(
2nk
N

π
)∑N−1

m=1 Tm

]
(10)

(0 < k < N ), with T ≡ ∑N−1
n=1 Tn/(N − 1). Figure 3(b) shows

the mode energy repartition for the same profiles Tn used for
open boundary conditions in Fig. 3(a). Notably, the low-k
behavior is inverted. For instance, while free boundaries

0.9
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1.1
Tkk / T 
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α = 1
α = 10

0.95

1

1.05

0.8

1

1.2

0 20 40 60 80 100k

0.8

1

0 1 2 3 4 5

1

1.2

0 1 2 3 4 5

0.8

1

(c) mixed, free end hotter

(a)  free

(b)  fixed
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FIG. 3. (Color online) Modes normalized temperatures Tkk/T

calculated through Eqs. (9), (10), and (11) for the heat-bath profiles
mentioned earlier. The four panels refer to different boundary
conditions: (a) free, (b) fixed, (c) mixed with free end hotter than
the fixed end, and (d) vice versa. Insets enlarge the plots at low k’s.

enhance the long-wavelength energy storage for concave-up
Tn, fixed boundaries do the opposite. Hence, if the aim were to
store energy at low k’s, a convenient strategy would be to heat
up the boundaries and cool down the middle of a free chain,
and vice versa with a fixed chain.

For mixed boundaries in which we leave free the mass at
n = 0 and fix the mass at n = N we have (Appendix A)

Tkk = 2NT

2N + 1

[
1 +

∑N−1
n=0 Tn cos

( (2n+1)(2k+1)
2N+1 π

)∑N−1
m=0 Tm

]
(11)

(k < N ), with T ≡ ∑N−1
n=0 Tn/N . Due to the broken symmetry

upon profile reflection with respect to the vertical axis passing
through N/2, in our exemplification we may distinguish
two cases for each temperature profile: one in which the
hotter temperatures are applied at the side of the free end
in n = 0 (as in Fig. 2) and one in which hot temperatures are
applied at the side of the fixed mass in n = N (perform the
transformation Tn 
→ TN−n to the profiles in Fig. 2). Results are
respectively depicted in Figs. 3(c) and 3(d). In both cases, even
the linear temperature profile does not lead to equipartition.
From the plots one notices that low-k modes store more
energy if the free end is hotter. This alludes to suggestive
implications: the mixed boundary is the case considered in
Ref. [8], where an experiment with a solid bar and a numerical
study of an anharmonic chain displayed behaviors qualitatively
consistent with that of Fig. 3(c). Our results thus suggest
that the noise at lowest k’s would be lowered by letting the
free end float in a colder environment. This also points out
a conceivable indication for reducing the measured thermal
noise in experiments passible to schematizations analogous to
those in Fig. 1.

IV. REVERSE ENGINEERING

The expression Tkk(Tn) may be inverted, thus determining
which heat-bath temperature profiles Tn may correspond to a
given mode energy repartition. For definiteness, let us focus
on the case of free boundaries. Thanks to simple identities
(Appendix C), the inversion of Eq. (9) gives

Tn + TN−n = 2
N∑

k=1

cos

(
2n + 1

N + 1
kπ

)
Tkk + 2T . (12)

Notice that, given Tkk , the temperature profile Tn is not
uniquely identified. In fact, the relation Tkk(Tn) is many-to-
one—for instance, already on the basis of symmetry one can
figure out that temperature profiles Tn, T ′

n related by the trans-
formation T ′

n = TN−n produce the same energy repartition Tkk .
In the lower panel of Fig. 4 we display a profile reconstruction
originated from the specific choice for Tkk reported in the
upper one. For simplicity, we complemented Eq. (12) with the
condition Tn = TN−n; this means, in particular, T0 = TN . Our
example points out that in principle it is possible to design
heat-bath temperature profiles so that the energy stored in the
normal modes of the chain is arbitrarily distributed in the range
[0,2T ], consistently with the condition

∑N
k=1 Tkk = N T .
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FIG. 4. (Color online) Reconstruction of the temperature profile
(lower panel) through Eq. (12), starting from Tkk/T displayed in the
upper panel and T = 5.5.

V. POWER SPECTRUM

To show that Tkk also encodes the dynamics of fluctuations,
we compute the power spectrum S(ω) of the chain length RN −
R0 + N l0 in the frequency domain, a quantity typically mon-
itored in experiments [8]. According to the Wiener-Khinchin
theorem [23], under stationary conditions S(ω) is given by
the Fourier transform of the chain length’s autocorrelation
function. Referring again to free boundary conditions, in terms
of normal modes we have RN − R0 = ∑N

k=1(�Nk − �0k)Xk .
Hence (Appendix D)

S(ω) = 2γ

N + 1

N∑
k,k′=1

(�Nk − �0k)(�Nk′ − �0k′)Tkk′(
ω2

k − ω2 − iγ ω
)(

ω2
k′ − ω2 + iγ ω

)
(13)

� 16γ

N + 1

∑
odd k

cos2
(

k
2(N+1)π

)
Tkk(

ω2
k − ω2

)2 + γ 2ω2
(14)

(ω 	= 0), where even modes do not contribute owing to
the symmetry of the boundaries. Equation (14) neglects the
cross correlations between modes at different k. Such cross-
correlation terms are instead responsible for the heat flux along
the chain, Jn = l0κ〈ṘnRn−1〉 [12]. In terms of normal modes
we have (Appendix D) in fact

Jn = − il0κ

(2π )2

2γ

N + 1

∑
k 	=k′

�nk�n−1,k′Tkk′

×
∫

dω
ω(

ω2
k − ω2 − iγ ω

)(
ω2

k′ − ω2 + iγ ω
) (15)

(0 < n < N). We have checked that the contribution of terms
with k′ 	= k in Eq. (13) can only be appreciated in proximity

of the negative peaks of the power spectrum, away from the
resonances ωk .

VI. CONCLUSIONS

In summary, our analytic study of energy repartition in
a harmonic chain in contact with independent heat baths
shows that both long and short wavelength modes may have
energies which deviate significantly from the level expected if
equipartition were to hold. This enhanced or reduced storage
of energy depends critically on the shape of the temperature
profile and on the boundary conditions. Other dynamical
properties, such as the damping or the elastic coupling, are
instead totally irrelevant. Thus, for a generic harmonic chain,
information encoded in the temperature profile is mapped into
a sequence of vibrational mode temperatures, which in turn
shape the power spectrum of the chain length. Investigations
about the influence on the above picture of nonlinearities
originating thermomechanical couplings is the next important
step.
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APPENDIX A: BOUNDARY CONDITIONS

1. Free boundary conditions

In the case of free boundary conditions with N + 1
oscillators the Laplacian matrix is

A ≡ (Anm)n,m=0,1,...,N

≡

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

+1 −1 0 · · · 0

−1 +2 −1
. . .

...

0 −1
. . .

. . .
...

. . .
. . . −1 0

−1 +2 −1
0 · · · 0 −1 +1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (A1)

which is diagonalized by the linear transformation �−1A�,
with

�nk =
{

1, k = 0,√
2 cos

( (2n+1)k
2(N+1) π

)
, k 	= 0,

(A2)

�−1 = �t

N + 1
. (A3)

It is straightforward to see that the definition

Tkk ≡ (N + 1)
N∑

n=0

�−1
kn �−1

kn Tn (A4)
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leads to

Tkk = T

[
1 +

∑N
n=0 Tn cos

(
2n+1
N+1 kπ

)∑N
m=0 Tm

]
(0 < k � N )

(A5)

and T00 = T ≡ ∑N
n=0 Tn/(N + 1). Notice that

∑N
n=0 cos

( 2n+1
N+1 kπ ) = 0, so that at equilibrium, Tn = T ∀n, we recover

Tkk = T ∀k.

2. Fixed boundary conditions

In the case of fixed boundary we can stick to our notations by
fixing the two masses at the border. The number of oscillators
becomes N − 1, and the Laplacian matrix reads

A ≡ (Anm)n,m=0,1,...,N

≡

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 · · · 0

0 +2 −1
. . .

...

0 −1
. . .

. . .
...

. . .
. . . −1 0

−1 +2 0
0 · · · 0 0 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (A6)

which now is diagonalized by

�nk =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

√
N, (n,k) = (0,0) or

(n,k) = (N,N ),
0, (0 < n � N,k = 0) or

(0 < n � N,k = N ),√
2 sin

(
nk
N

π
)
, otherwise,

(A7)

�−1 = �t

N
. (A8)

Also in this case it is straightforward to show that

Tkk = (N − 1)T

N

[
1 −

∑N−1
n=1 Tn cos

(
2nk
N

π
)∑N−1

m=1 Tm

]
(A9)

(0 < k < N ),

with T ≡ ∑N−1
n=1 Tn/(N − 1). We have

∑N−1
n=1 cos ( 2nk

N
π ) =

−1, so that at equilibrium we again recover Tkk = T ∀k.

3. Mixed boundary conditions

In the case of mixed boundary we fix only the mass at
n = N . The number of oscillators becomes N and the
Laplacian matrix is

A ≡ (Anm)n,m=0,1,...,N

≡

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

+1 −1 0 · · · 0

−1 +2 −1
. . .

...

0 −1
. . .

. . .
...

. . .
. . . −1 0

−1 +2 0
0 · · · 0 0 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (A10)

which is diagonalized by the linear transformation �−1A�

with

�nk =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

√
2N+1

2 (n,k) = (N,N ),

0 (n = N,0 � k < N ) or

(0 � n < N,k = N ),√
2 cos

( (2n+1)(2k+1)
2(2N+1) π

)
otherwise,

(A11)

�−1 = 2�t

2N + 1
. (A12)

As for the previous cases, it is easy to prove that

Tkk = 2NT

2N + 1

[
1 +

∑N−1
n=0 Tn cos

( (2n+1)(2k+1)
2N+1 π

)∑N−1
m=0 Tm

]
(A13)

(0 � k < N ),

with T ≡ ∑N−1
n=0 Tn/N . In this case

∑N−1
n=0 cos

( (2n+1)(2k+1)
2N+1 π ) = 1/2, and again one recovers Tkk = T ∀k at

equilibrium.

APPENDIX B: ENERGY REPARTITION
AMONG THE MODES

Equation

Ẍk = −γ Ẋk − ω2
kXk + Fk (B1)

is a first-order linear differential equation in the vector Yk ≡
(Xk,Ẋk). Its stationary solution is formally given by

Yk(t) =
∫ t

−∞
dt ′ exp[(t − t ′)�k] · Fk(t ′), (B2)

with the definitions

�k =
(

0 1
−ω2

k −γ

)
, Fk =

(
0
Fk

)
. (B3)

The matrix exponential in Eq. (B2) is computed by diago-
nalizing �k . Its eigenvalues λ1,2

k are the two solutions of the
characteristic equation for the unforced harmonic oscillator,
namely

λα
k = 1

2

(−γ + (−1)α−1
√

γ 2 − 4ω2
k

)
, α = 1,2. (B4)

Therefore, from the solutions

Xk(t) =
∑

α=1,2

∫ t

−∞
dt ′Aα

k exp
(−λα

k (t − t ′)
)
Fk(t ′), (B5)

Ẋk(t) =
∑

α=1,2

∫ t

−∞
dt ′Bα

k exp
(−λα

k (t − t ′)
)
Fk(t ′), (B6)

with

A1
k = 1

λ2
k − λ1

k

= −A2
k, (B7)

B1
k = −λ1

k

λ2
k

B2
k = λ1

kA
2
k, (B8)
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we can evaluate the stationary equal-time correlations

〈XkXk′ 〉 = 2ζTkk′
∑

α,β=1,2

Aα
k A

β

k′

λα
k + λ

β

k′
, (B9)

〈ẊkẊk′ 〉 = 2ζTkk′
∑

α,β=1,2

Bα
k B

β

k′

λα
k + λ

β

k′
. (B10)

For the average kinetic and potential energy per mode,

Kk ≡ (N + 1)
〈
Ẋ2

k

〉
(1 − δk0/2), (B11)

Vk ≡ (N + 1)ω2
k

〈
X2

k

〉
, (B12)

we thus obtain the basic result

KX
k = V X

k = Tkk/2 (k 	= 0). (B13)

APPENDIX C: RECONSTRUCTING
THE TEMPERATURE PROFILE

Expressing the cosine in complex notation it is easy to prove
the following identities:

N∑
k=1

cos

(
(2m + 1)k

N + 1
π

)
cos

(
(2n + 1)k

N + 1
π

)

= N + 1

2

(
δmn + δmN−m

)
− 1, (C1)

N∑
k=1

cos

(
(2m + 1)k

N + 1
π

)
= 0. (C2)

Hence, from Eq. (6), we obtain

N∑
k=1

cos

(
(2m + 1)k

N + 1
π

)
Tkk (C3)

=
N∑

k=1

cos

(
(2m + 1)k

N + 1
π

)
T

×
[

1 +
∑N

n=0 Tn cos
(

2n+1
N+1 kπ

)∑N
m=0 Tm

]
, (C4)

or

Tn + TN−n = 2
N∑

k=1

cos

(
2n + 1

N + 1
kπ

)
Tkk + 2T . (C5)

APPENDIX D: SPECTRAL DENSITY

According to the Wiener-Khinchin theorem [23], under
stationary conditions the spectral density S(ω) of the chain
length RN − R0 + Nl0 is given by

S(ω) =
∫

dτ eiωt 〈[RN (t0) − R0(t0)]

× [RN (t0 + τ ) − R0(t0 + τ )]〉 + 2πN2l2
0δ(ω). (D1)

We have

RN (t) − R0(t) =
N∑

k=1

(�Nk − �0k)Xk(t), (D2)

so that

S(ω) =
N∑

k,k′=1

(�Nk − �0k)(�Nk′ − �0k′)

×
∫

dτ eiωt 〈Xk(t0)Xk′(t0 + τ )〉 + 2πN2l2
0δ(ω).

(D3)

We indicate the Fourier transform of a generic function h(t)
as ĥ(ω) ≡ ∫

dt eiωth(t), and denote its complex conjugate as
ĥ∗(ω). The Fourier transform of Eq. (4) gives

−ω2X̂k(ω) = iωγ X̂k(ω) − ω2
kX̂k(ω) + η̂k(ω). (D4)

Solving for X̂k(ω) and using

〈ηk(t)ηk′(t ′)〉 = 2γTkk′δ(t − t ′)/(N + 1) (D5)

we obtain, for ω 	= 0,

S(ω) = 2γ

N + 1

N∑
k,k′=1

(�Nk − �0k)(�Nk′ − �0k′)Tkk′(
ω2

k − ω2 − iγ ω
)(

ω2
k′ − ω2 + iγ ω

) .

(D6)

The local heat flux Jn along the chain [12] is given by

Jn = l0κ〈ṘnRn−1〉 (0 < n < N ). (D7)

In terms of normal modes the local heat flux becomes

Jn = l0κ
∑
k 	=k′

�nk�n−1k′ 〈ẊkXk′ 〉. (D8)

Indeed, stationarity implies 〈ẊkXk〉 = 0 for equal-time aver-
ages. We then have

〈ẊkXk′ 〉 = 1

(2π )2

∫
dω

∫
dω′(−iω)e−iωt eiω′t 〈X̂k(ω)X̂∗

k′(ω′)〉 (D9)

= 1

(2π )2

∫
dω

∫
dω′(−iω)e−iωt eiω′t 2γ

N + 1

Tkk′(
ω2

k − ω2 − iγ ω
)(

ω2
k′ − ω′2 + iγ ω′)δ(ω − ω′) (D10)

= − i

(2π )2

2γTkk′

N + 1

∫
dω

ω(
ω2

k − ω2 − iγ ω
)(

ω2
k′ − ω2 + iγ ω

) . (D11)

Putting things together we obtain

Jn = − il0κ

(2π )2

2γ

N + 1

∑
k 	=k′

�nk�n−1,k′Tkk′

∫
dω

ω(
ω2

k − ω2 − iγ ω
)(

ω2
k′ − ω2 + iγ ω

) (0 < n < N ). (D12)

022129-6



ENERGY REPARTITION FOR A HARMONIC CHAIN WITH . . . PHYSICAL REVIEW E 92, 022129 (2015)
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Chapter 4

Nonequilibrium linear response
theory

In the previous chapter we have investigated some steady-state properties—the en-
ergetic and mechanical state—of various nonequilibrium Markov systems, comprising
nonisothermal, driven and active matter. Here we move on to explore their dynami-
cal (non-stationary) features caused by the small interaction with an external agent.
Whether it is the probing manipulation of an experimenter or the weak coupling with
an environment, the interaction is thought of as a small perturbation around a nonequi-
librium state1. Hence, what we are going to address is the linear response of driven
Markov systems.

The goal of response theory is to figure out how a system’s observable O reacts on
average to outside influences. The basic assumption is that a perturbed average 〈O〉θ
can be expanded in a functional Taylor series in the time-dependent perturbation θ. In
the linear response regime, the perturbation is assumed small enough to truncate the
series at the first order. One then aims at expressing the linear response function Rθ
and the corresponding susceptibility χθ,

RO,θ(t, t
′) ≡ δ〈O(t)〉θ

δθ(t′)

∣∣∣∣
θ=0

, χO,θ(t) ≡
∫
dt′RO,θ(t, t

′), (4.1)

in terms of unperturbed correlation functions 〈O(t) . . .〉. These functions give the sys-
tem’s response at time t to a kick at a previous time t′ and to a constant perturbation,
respectively. The unperturbed state, besides having to be stable, is arbitrary. When it
coincides with equilibrium, linear response is a fully developed theory whose trademark
is the FDT—response and spontaneous fluctuations follow the same dynamics [9]. Con-
versely, for perturbations of nonequilibrium states, the theory is far more fragmented
and still incomplete [52, 108–122].

The main obstacle to surmount is the fact that nonequilibrium probability distribu-
tions are in general unknown. This poses technical problems not present in equilibrium.
There, one expands in the perturbing field the Gibbs distribution, or the propagator
acting on an initial Gibbs state, to obtain the static susceptibility χO,θ(∞) and dynamic
response Rθ, respectively. Out of equilibrium, the absence of a known unperturbed dis-
tribution2 to operate on makes the first procedure simply inapplicable. The second,

1Such unperturbed state may be non-stationary as well, like in aging glasses.
2Actually, for deterministic thermostatted systems (see Chapter 5) probability densities are even

singular objects. It is due to the dissipative forces that induce a phase space contraction, and thus a
concentration of probabilities into attractors of zero measure [123]. A rigorous treatment cannot be
based on probability densities [124].

46
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instead, reduces to a formal expansion with, in general, no clear physical interpretation
nor practical implementability3.

These difficulties can be overcome by a slight change of approach, in which the
attention is shifted from phase space probabilities to probabilities defined on the func-
tional space of trajectories [119, 120]. Namely, one assigns a weight Pθ[x] ∝ expAθ[x]
to any time-ordered set of states [x] that the perturbed dynamics traverse. Knowl-
edge of the (stochastic) dynamical equations is thus sufficient to construct the action
Aθ[x], which is in turn amenable to a systematic expansion in the small perturbation
amplitude θ.

Let us focus first on mechanical perturbations consisting in, e.g., an additional
external potential energy V (x) modulated in time by θ. The linear response (4.1)
evaluated through the path integral

RO,θ(t, t
′) =

∫
DxO(t)

δeAθ[x]

δθ(t′)

∣∣∣∣
θ=0

=
1

2

〈
O(t)Ṡ(t′)

〉
−
〈
O(t)K̇(t′)

〉
, (4.2)

is naturally expressed by splitting the action derivative δAθ/δθ|θ=0 in the antisymmetric
(Ṡ/2) and symmetric (−K̇) part with respect to time reversal. Equation (4.2) is a ready-
made expression giving the response in terms of correlation functions measured in the
unperturbed, nonequilibrium state. Imposing the condition of local detailed balance is
then sufficient to assign a thermodynamic meaning to the antisymmetric function Ṡ. It
keeps the form of a heat rate, ∂xV · ẋ = V̇ , divided by the system’s bath temperature
T , for it represents the entropy flow into the bath caused by the perturbation4. The
time-symmetric quantity K(t′) has instead a purely dynamical significance, namely,
it is proportional to the O(h) variation in the escape rate (from the state x(t′)) due
to the perturbation. Since it measures how frantic the dynamic is, it is often named
dynamical activity [119, 126–130]. In equilibrium its role is not manifest, as it gives a
contribution equal to the entropic term [119], yielding the celebrated Kubo formula5

(kB = 1),

RKubo
O,θ (t, t′) =

〈
O(t)Ṡ(t′)

〉
=

1

T

d

dt′
〈
O(t)V (t′)

〉
. (4.3)

Thanks to the canonical structure of the Gibbs statistics, the equilibrium response
is seen to involve the observable (V ) conjugated with the perturbation (θ) via the
Boltzmann factor. Local detailed balance lifts up this canonical structure to dynamics
[131] so that the observables involved in (4.2) are those conjugated to the perturbation
through the action A.

Mechanical forces do not exhaust the range of possible perturbations a system may
undergo. Equally important are the perturbations in the thermodynamic parameters
(temperature, pressure, chemical potential) of the system’s reservoirs. The associated
long-time responses correspond to thermodynamic susceptibilities (e.g. heat capac-
ity, thermal expansivity, compressibility), which are central quantities needed in the
construction of an extended thermodynamics of steady states [92, 93]. In equilib-
rium, thermodynamic functions enter directly the system’s Gibbs distribution, paired
by their respective conjugated variables. Hence, such canonical structure yields again
the long-time susceptibilities. For example, taking the system energy as the observable

3For the simple systems considered in [53, 55] we could follow this route, additionally. This should
be considered as an exception rather than the rule, though.

4The identification holds even in non-Markovian systems [125].
5Causality implies the response to vanish for t′ > t.
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O = U , and the temperature perturbation θT , whose conjugated quantity is U/T , we
immediately retrieve the equilibrium heat capacity

C = lim
t→∞

χKubo
U,T (t) =

1

T 2

〈
U2
〉
. (4.4)

Contrarily, out of equilibrium the action of effective (heat, pressure, particle) reser-
voirs has to be included in the system’s dynamical equations and the result of their
perturbation has to be worked out explicitly.

As far as stochastic systems are considered, the Langevin formalism is arguably
the best playground to implement thermal perturbations, thanks to its broad applica-
bility [132–136]. There, varying the temperature (of one or more baths) corresponds
to changing the amplitude of Gaussian noises. Such an apparently armless operation
is in fact potentially disastrous when the approach based on trajectory probabilities
is considered. Path weights corresponding to different temperatures are indeed in-
commensurable, so that (a naive) linear response theory turns out to be plagued by
divergences [134, 137]. Clearly, one would like to obtain finite results without recur-
ring to explicit discretizations in order to unravel the physics underlying the thermal
response.

In our work, based on two distinct techniques, we undertake this task. In [53] we by-
pass the problem in toto by means of an intuitive rescaling of the Langevin coordinates
that transforms thermal forces into mechanical ones. In [49] we proceed with an explicit
regularization of the divergences via a novel functional method. These two independent
methods yield a physical picture of thermal response very analogous to that of mechan-
ical response. Namely, entropic contributions and non-dissipative aspects turn out to
be equally relevant, differently from equilibrium where perturbed states relax back to
a new steady regime solely by dissipation. This may suggest that the structure of (4.2)
carries over not only to thermal variations but also to other thermodynamic perturba-
tions. Being the dynamical aspects encoded in K peculiar to any system and different
for different perturbations, one has to renounce the formal simplicity of equilibrium re-
sults. Nonetheless, the general approach based on path probabilities accomplishes the
goal of giving responses in terms of unperturbed correlation functions, which means in
practice, predicting and experimentally inferring the system response without actually
disturbing it.

In order to show the validity of our results we have considered two different experi-
mental setups, namely, an RC-circuit [54] and two trapped colloidal particles interacting
hydrodynamically [55]. In both cases the various system components are maintained
at two different controllable temperatures, and the susceptibility of the internal en-
ergy is inferred from stationary measurements. The correctness of the long time limit,
giving the nonequilibrium heat capacity of the systems, is checked against the theoret-
ical prediction of the mesoscopic virial equation. The transient response is favorably
compared with an equivalent response formula based on expanding the nonequilibrium
phase space distribution, which is exactly computable in this case thanks to the relative
simplicity of the dynamics.

Finally, let us note that the external perturbation is not necessarily a deliberate
operation made by an experimenter to probe some system property. It may as well
result from a small coupling with an additional (uncontrolled) system possessing its
own dynamics. As such, response theory can be used to coarse-grain weakly interacting
systems, by averaging over nonequilibrium degrees of freedom. We implement this
procedure in [56], where we consider a system Q interacting with a driven environment
x, whose motion is not under direct control. The fluctuations of Q around a preferred
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state influence x, which in turns feeds back energy to Q. If the two systems are
weakly coupled, such reaction can be calculated as the linear response of x to small
variations in the external parameter Q [138]. The x dynamics is thus eliminated from
the Q equations of motion and subsumed into dissipative and noisy forces breaking
the fluctuation-dissipation theorem, and effective interactions not satisfying the action-
reaction law. Ideally, the reduced equation of motion enables one to infer the key
properties of the nonequilibrium environment from the observed mesoscopic dynamics.
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In thermodynamic equilibrium, the linear response
coefficients for perturbing forces (e.g., conductivity as a
response to an electric potential) and perturbed tempera-
tures (e.g., thermal expansion coefficients or specific heats)
may be computed with the fluctuation-dissipation theo-
rem. So-called Kubo formulas relate the response to the
unperturbed correlation between the observable and the
entropy produced by the perturbation [1]. Out of equilib-
rium such a clear picture is lacking yet.

For nonequilibrium systems the standard linear re-
sponse to deterministic forcing has been developed via
many approaches (see, e.g., [2–14]). In comparison, there
is a small number of results obtained for the response to
temperature changes [15–20]. For example there is no for-
mula to express, as a function of steady-state unperturbed
correlations, the thermal expansion coefficient for a solid
kept in a temperature gradient (e.g., as in experimental
setups [21,22] or in models of coupled oscillators [23,24]).
The construction of a general steady-state thermodynam-
ics [25–32] needs at its heart the understanding of temper-
ature responses, for example in defining nonequilibrium
specific heats [16]. A nonequilibrium thermal response
should as well be the subject of study in related fields,
such as climatology [33–35].

This paper introduces a theory for the linear re-
sponse to a change of the reservoirs’ temperature, valid
also in transient conditions. We consider nonequilib-
rium overdamped systems. Mesoscopic systems of this

kind, including driven colloids [36,37] and active mat-
ter [38], are used as paradigms in the attempt to
generalize equilibrium concepts, such as free energies,
within the framework of a steady-state thermodynam-
ics [25–32]. Moreover, they offer the possibility to ob-
serve experimentally the statistical fluctuations of energy
fluxes [39,40].

Our approach is inspired by a scheme based on path
weighs and developed for the response to forces [13,14].
For that theory the response turns out to be the sum of
two terms, as in previous studies [3,11,12]. The first one is
half of the unperturbed correlation 〈OS〉 between the ob-
servable O and entropy S produced by the perturbation,
i.e. half of a Kubo formula. The second is the correla-
tion −〈OK/2〉, where the term −K/2, of which we still
have a less intuitive grasp, is the time-symmetric part of
the action weighting the system’s trajectories. In order
to avoid singularities emerging in a related temperature
response [17] based on a time-discretization, we introduce
a time rescaling that significantly changes the derivation.
As a result, the susceptibility is written as a sum of un-
perturbed correlations containing well-defined (stochastic)
integrals. Moreover, an intriguing and unexpected picture
emerges: in S, the heat fluxes as described in the context
of stochastic energetics [25,41,42] appear accompanied by
a second form of entropy production (not present in [17]),
which is relevant when the system is coupled to reservoirs
at different temperatures.
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The overdamped diffusive system we consider is de-
scribed by i = 1, . . . , N degrees of freedom x = {xi},
evolving in the unperturbed state as

ẋi(t) = Fi(x(t)) +
√

Ti(t) ξi(t), (1)

where every Gaussian white noise ξi is uncorrelated with
the others, 〈ξi(t)ξj(t

′)〉 = 2δijδ(t − t′). For t > 0, the con-
stant bath temperatures Ti’s are modulated by the time-
dependent parameter h(t) � 1, so that (1) becomes

ẋi(t) = Fi(x(t)) +
√

Θi(t) ξi(t), (2)

where Θi(t) = Ti[1+ εih(t)] stands for the perturbed tem-
perature of reservoir i. For simplicity, in particular, we
choose a subset T so that Ti = T if i ∈ T , which is then
considered as a single heat bath to be perturbed. An indi-
cator function, εi = 1 only if i ∈ T and εi = 0 otherwise, is
useful to keep track of the perturbed degrees of freedom1.
We seek the linear response of a generic state observable
O(x) to the described change in T , namely,

ROT (t, t′) ≡ 1

T

δ〈O(t)〉h

δh(t′)

∣∣∣∣
h=0

. (3)

Note that temperatures do not depend on the coordinates,
hence there is no ambiguity in the interpretation of the
stochastic equation. Throughout this paper we will always
consider the Stratonovich convention (hence, the midpoint
rule is used for discretizing (1) and (2)), implying stan-
dard rules of functional calculus [43]. The system may be
brought far from equilibrium a) by generic nonconserva-
tive forces Fi, b) by different Ti’s, and c) by a relaxation
from an initial transient condition. Indeed, given that the
perturbation is turned on at times t > 0, the initial den-
sity of states ρ0(x) at t = 0 may coincide or not with a
steady-state density. For economy of notation we do not
recall this explicitly in the statistical averages, denoted by
〈. . .〉h

and 〈. . .〉 for the perturbed (h �= 0) and unperturbed
(h = 0) case, respectively.

The backward generator associated to the Markovian
dynamics (1) is

L =

N∑

j=1

Lj with Lj = Fj(x)∂xj + Tj∂
2
xj

, (4)

written in a notation that will be useful later. Next to this
standard operator we define a new modified generator that
is useful to describe the temperature response, when the
temperature T of a reservoir is altered:

L(T ) ≡
N∑

j=1

T

Tj
Lj =

N∑

j=1

(
T

Tj
Fj(x)∂xj + T∂2

xj

)
, (5)

which acts on the observables as if all temperatures were
equal to T and all forces Fj were rescaled by T/Tj. While

1Note that more general conditions on ε and T may be imposed
with the same formalism.

L gives the derivative of a state observable O with respect
to the kinematic time t, i.e. 〈LO〉 = ∂t〈O〉, L(T ) gives the
variation of each degree of freedom with respect to its own
thermal time τj ≡ tTj/T , namely,

〈L(T )O〉 =

〈∑

j

dxj

dτj
∂xj O

〉
≡ d

dt

(T )

〈O〉, (6)

such that a generalized time derivative results defined.
Before spelling out the derivation of our results, some

physical insights on the meaning of a temperature change
can be gained by performing the time transformation
Tdτ = Θ(t)dt in eq. (2) (here, with a slight abuse of
notation, we are using the same symbol τ both for the
perturbed and unperturbed thermal time). Taking N = 1
for simplicity, upon perturbation (1) becomes to first order
in h

ẋ(τ) � [1 − h(τ)]F (x(τ)) +
√

T ξ(τ), (7)

which clearly shows that, in such time coordinate, a tem-
perature perturbation is equivalent to a force perturba-
tion. The response to a small decrease in F is given by a
theory of nonequilibrium linear response [14] as

ROF (τ, τ ′) = − 1

2T

〈
O(τ)[ẋ(τ ′)F (τ ′) − K̇(τ ′)]

〉
, (8)

where K̇(x(τ ′)) = F 2(x(τ ′)) + T∂xF (x(τ ′)). If the sys-
tem were in equilibrium, so that F = −∂xH with H the
system’s Hamiltonian, one would expect the correlation
functions to be invariant under a time reparametrization.
Therefore, from (8) the response to a temperature change
in equilibrium is obtained as

ROT (t − t′) =
1

2T 2

〈
O(t)[Ḣ(t′) − LH(t′)]

〉
,

which is recognized as a Kubo formula, since in equilib-
rium 〈O(t)LH(t′)〉 = −〈O(t)Ḣ(t′)〉 [13]. Out of equilib-
rium instead R(τ, τ ′) depends implicitly on h through the
time variables and no further simplification of (8) appears
possible.

Nevertheless, the diffusive character of the system sug-
gests to replace the above time change with the space coor-
dinate change yi(t)/

√
Ti = xi(t)/

√
Θi(t) [44], so that (2)

reads

ẏi(t) =

√
Ti

Θi
Fi (x(y)) − 1

2
yi(t)

Θ̇i

Θi
+

√
Ti ξi. (9)

Perturbed averages are now calculated with the path
weights for the process y, i.e. the statistical weight P h[y]
of the trajectory {y(s) : 0 � s � t}. In particular, for all
times 0 < t′ < t and any state observable O, the linear
response is evaluated as2

ROT (t, t′) =

∫
DyO(y(t))

δP h[y]

δh(t′)

∣∣∣∣
h=0

. (10)

2If O is a functional of the trajectory, i.e. it is extensive in
time like, e.g., heat flows, the response contains the additional term
〈 δO

δh(t′)
∣∣
h=0

〉.
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Here, only terms of order O(h) are needed, hence we can
directly linearize the Langevin equation (9) obtaining

ẏi � Fi(y) +
h

2
fi(y) − εi

2
ḣyi +

√
Ti ξi, (11)

where we recognize a standard perturbing force,

fi =
N∑

j=1

εjyj∂yj Fi − εiFi, (12)

and a second one, −ḣεiyi/2, which is atypical in that it is
modulated by ḣ(t). Note that in expanding the force Fi

it is implicitly required that the values of yi are bounded.
The path weight P h[y] is obtained with a standard pro-

cedure from the Gaussian path weight for ξ, regarding ξ
as a functional of y via (11) [45]:

P h[y] ∝
N∏

i=1

exp

{
− 1

4Ti

∫ t

0

ds
[
ẏi − Fi − 1

2

(
hfi − εiḣyi

)]2

− 1

2

∫ t

0

ds
[
∂yiFi +

1

2

(
h∂yifi − εiḣ

)]
}

(13)

(the dependence of all terms on the time s is understood).
Plugging (13) in (10) we encounter the modulation
ḣ, which wraps in a time derivative the standard
result valid for deterministic perturbations, namely

δ
δh(t′)

∫ t

0 dsḣ[yi(ẏi − Fi)] = −∂t′ [yi(ẏi − Fi)]. Next we

assume ∂yj Fi = ∂yiFj , which covers the most common
physical conditions of irrotational forces and two-body
potential interactions, leaving the more general case for
a future work. By massaging the formulas and using
yi|h=0 = xi we finally derive

δP h[y]

δh(t′)

∣∣∣∣
h=0

=
∑

i

εi

4

{
−2Fiẋi

Ti
+

F 2
i

Ti
− xi

∑

j

LjFi

Tj

+ xi

∑

j

(
1

Tj
− 1

Ti

)
ẋj∂xj Fi +

1

2Ti

d2x2
i

dt′2

}
(t′)P [x]. (14)

Given our choice εi = 1 for i ∈ T , the response function
of O(t) to the variation of T is thus written as

ROT (t, t′) =
∑

i∈T

1

4T 2

{
−2〈O(t)Fi(t

′)ẋi(t
′)〉 (15a)

+

〈
O(t)

∑

j /∈T

(
T

Tj
− 1

)
[xiẋj∂xj Fi](t

′)

〉
(15b)

+
〈
O(t)F 2

i (t′)
〉

−
〈
O(t)xi(t

′)L(T )Fi(t
′)

〉
(15c)

+
1

2

d2

dt′2
〈
O(t)x2

i (t
′)

〉
}

. (15d)

In (15a) Ji = −Fiẋi is the heat flux from the i-th
bath [41]. In addition, in (15b) there appears a novel

kind of heat flux,

J int
i (t′) = xi

∑

j

(
T

Tj
− 1

)
ẋj∂xj Fi

=

(
d

dt′

(T )

− d

dt′

)
(xiFi) = −

∑

j

(
dxj

dτ ′ − dxj

dt′

)
∂xj Vi,

(16)

which vanishes when kinematic and thermal times coin-
cide, i.e. when the system is isothermal previous to the
perturbation. The virial Vi ≡ −xiFi of the i-th degree
of freedom (whose average value equals Ti = T even in a
nonequilibrium steady state [46]) is seen to act as a poten-
tial energy for xj . The meaning of J int

i is thus understood
as the difference between the heat absorption rate in the
kinematic time and that in the thermal time, generated
by forces ∂xj Vi on xj ’s. One could also prove [47] the
relation

1

T
J int

i (t′) = −xi(t
′)

δS
δxi(t′)

, (17)

which expresses the heat flux J int
i in terms of the vari-

ation of the integrated entropy flux into the reservoirs,
i.e. S ≡

∫ t

0
ds

∑N
j=1 Jj(s)/Tj , upon displacement of xi.

Thus, the total entropy flux from the selected heat bath
to the system,

∑
i∈T Ji/T , is side by side with the entropy

flux
∑

i∈T J int
i /T due to the heat currents installed within

the system by the presence of different coupled tempera-
ture reservoirs. These two terms are time-antisymmetric,
that is, they change sign by going through the trajectory
backward in time. The remaining terms, namely (15c)
and (15d) contain the correlation between the observable
and time-symmetric quantities.

During the last decade there was an increase of
interest in time-symmetric fluctuating quantities (see,
e.g., [13,48–52]), as it is becoming clearer that they must
complement entropy fluxes for a deeper understanding of
statistical mechanics. For example, the dynamical activity
of a jump process (counting the number of jumps) is a key
aspect for characterizing glassy dynamics [48,49,51,52].
In linear response it was found that the time-symmetric
sector of path weights is often related to the mean ten-
dency of the system to change the perturbing potential,
e.g. for jump processes it becomes a shift in escape
rates [13,14]. The adjective “frenetic” was used to label
this property [13,14,53].

In (15c) we find frenetic contributions that do depend
explicitly on forces of the system while the last term (15d)
does not. The presence of such term is necessary for hav-
ing a possibly non-zero response also for free diffusion.
For example, for a free particle starting from x(0) = 0
the theory yields a response of the mean square dis-
placement 〈x2(t)〉 to an increase of T which is correctly

Rx2T (t, t′) = 1
8T 2

d2

dt′2 〈x2(t)x2(t′)〉 = 2 (or more in general
twice the mobility, if we had put such constant in front of
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the forces3; the calculation considers the Gaussian statis-
tics and uses Wick’s theorem).

Upon integration of (15) we get the susceptibility

χOT (t) ≡
∫ t

0

dt′ROT (t, t′) =
1

2T
[〈O(t)S〉 − 〈O(t)K〉] ,

(18)
where S, the entropy change of reservoir T , contains
the Stratonovich integrals of (15a) and (15b), while the
“frenesy” K contains the remaining integrals of (15c)
and (15d). In −K in particular there appears a pair

of boundary terms 1
4T

d
dt′ 〈

∑
i∈T x2

i (t
′)O(t)〉

∣∣t′=t

t′=0
in which

left derivatives are performed to keep t′ ≤ t.
As an example, we show the susceptibility of the energy

(O = H) to a change of T in a model of elastic slab be-
tween two thermostats. Due to the conservative nature of
the internal forces, the total heat absorbed from the envi-
ronment by the system, Q(t) =

∑N
i=1

∫ t

0 dt′ Ji(t
′), equals

the change in internal energy. Hence

δ

δh(t′)
〈Q(t)〉h

∣∣∣∣
h=0

=
δ

δh(t′)
〈H(t)〉h

∣∣∣∣
h=0

(19)

and the susceptibility χHT (t) associated to such response
function is a form of nonequilibrium heat capacity.

The system is simulated using a Heun scheme [41] so
that the points of the trajectory can be used in discretized
Stratonovich integrals. A scalar xi is defined for i labeling
a site in a portion L × L × 2 of a cubic lattice. Each xi

in the lower L× L layer is thermalized at T while the xi’s
in the upper sites are maintained at T2 �= T , so that the
system is out of equilibrium due to a constant heat flux.
The total energy is H =

∑
i u(xi) +

∑
i÷j u(xi − xj) with

u(x) = x2

2 + x4

4 (i÷ j indicates the nearest-neighbor pairs,
with periodic boundary conditions within each layer). We
compute χHT (t) both by direct application of a constant
perturbation ΔT = T · 10−2 turned on at time t = 0,

χHT (t) =
〈H(t)〉(T+ΔT,T2) − 〈H(t)〉(T,T2)

ΔT
, (20)

and by (18). We find that the two estimates of the sus-
ceptibility are in good agreement. For instance, starting
from the system in the steady state at t = 0, fig. 1(a)
shows the results for a slab with L = 5, when T = 2,
T2 = 3. Since here a positive ΔT brings T closer to T2,
in response the mean heat current 〈J〉 from the reservoir
T is lowered, as captured by the asymptotic anticorrela-
tion between J and energy (integral of (15a) in fig. 1(a)).
Hence, unlike in equilibrium, the entropy flux J/T is by
itself not sufficient even for determining the global trend
of the response. Figure 1 shows that all terms in (15)
are relevant. To remind that the theory is applicable also

3Our results can be easily generalized if a mobility μi (the inverse
of a damping constant) is associated with each degree of freedom:
one just needs the replacements Fi → μiFi and Ti → μiTi in the for-
mulas, besides for the 1/T prefactor in the definition of the response.
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Fig. 1: (Color online) Susceptibility of the internal energy to
a change of T in the elastic slab with fixed T2 �= T , com-
puted both by the direct perturbation (20) and through (18):
(a) steady state at t = 0, and (b) transient from a configuration
given at t = 0. Terms of (18) specified in (15) are also shown.

to transient conditions, in fig. 1(b) we show results ob-
tained by starting at t = 0 from a given configuration
with xi = 1/2 in the lower layer and xi = −1/2 in the
upper one. In a similar way, one might analyze data from
a temperature quench as usually done for models of spins
or glasses [3,11,12,49,51].

The response formula (15) simplifies when all the reser-
voirs are at the same temperature previous to the pertur-
bation, because J int = 0 and L(T ) = L:

ROT (t, t′) =
∑

i∈T

1

4T 2

{
2〈O(t)Ji(t

′)〉 +
1

2

d2

dt′2
〈O(t)x2

i (t
′)〉

+〈O(t)F 2
i (t′)〉 − 〈O(t)xi(t

′)LFi(t
′)〉

}
. (21)

Moreover, if the system is in a nonequilibrium steady
state, L can be conveniently expressed in terms of the
generator of the dynamics reversed in time, L∗, as L =
L∗ + 2v · ∇x, with v = J/ρ the state velocity, i.e. the
probability current over the probability density [6]. Taking
for simplicity only one degree of freedom x, it is possible4

to recast the temperature response in the form

ROT (t − t′) = − 1

T 2

[〈
O(t)ẋ(t′)F (t′)

〉

+ 2
〈
∂xO(t)v(t)ẋ(t′)x(t′)

〉]
. (22)

In equilibrium v = 0 and F = −∂xH, hence only the
entropic term − 1

T 2 〈O(t)ẋ(t′)F (t′)〉 = 1
T 2

d
dt′ 〈O(t)H(t′)〉

survives, and (22) correctly reduces to a Kubo formula.
The nonequilibrium corrections include the correlations
between the observable and the state velocity.

In conclusion, for state observables, a fluctuation-
response relation to temperature changes has been de-
rived for overdamped systems out of equilibrium, both

4We exploit the relations 1
2

d2

dt′2 〈x2(t′)O(t)〉 = 〈J(t′)O(t)〉 −
〈[xḞ ](t′)O(t)〉 − 2〈[ẋx](t′)[v∂xO](t)〉, 〈O(t)[F 2 − xLF ](t′)〉 =
〈O(t)[J + xḞ ](t′)〉.
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for transient conditions and for steady states generated
by nonconservative forces or by temperature gradients.
The understanding of the response to temperature changes
complements the previous approach based on path-
weights, where the response to forces was derived [13,14].
We can thus say that the picture of the linear response for
nonequilibrium overdamped systems is almost complete.
To fully close the circle, one needs the temperature re-
sponse for systems with space-dependent noise prefactors,
occurring for instance with hydrodynamic interactions or
with inhomogeneous temperature fields. Investigations of
these issues should consider a time rescaling, a key pro-
cedure in our approach, which leads to the concept of
thermal time.
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Abstract
The thermal response of nonequilibrium systems requires the knowledge of concepts that go beyond
entropy production. This is showed for systems obeying overdamped Langevin dynamics, either in
steady states or going through a relaxation process. Namely, we derive the linear response to
perturbations of the noise intensity,mapping it onto the quadratic response to a constant small force.
The latter, displaying divergent terms, is explicitly regularisedwith a novel path-integralmethod. The
nonequilibrium equivalents of heat capacity and thermal expansion coefficient are two applications of
this approach, as we showwith numerical examples.

1. Introduction

The determination of response functions is arguably one of themost topical issues in statistical physics. Even
though its history dates back to theworks of Einstein, Nyquist andOnsager [1–4], it was Kubo [5, 6]who
subsumed the later developments [7–9] under a general theory. For a system slightly driven off equilibrium, the
Kubo formula gives the linear response of an observable in terms of the equilibrium time-correlation between
the observable itself and the entropy produced by the perturbation. Thefirst systematic application of Kubo’s
theory—alongwith kinetic theories based on generalised Boltzmann equations—underscored the endeavor to
calculate the transport coefficients ofmoderately dense gasses [10]. These efforts culminated in the discovery of
the algebraic decay in time of the correlation functions entering Kubo formulas [11–13], which prevents the
existence of transport coefficients in low dimensions.

Later, the possibility to performprogressivelymore efficient computer simulations and thus to compute
response functions numerically, led to the extension of the original theory to thermostatted systems arbitrarily
perturbed froman initial equilibrium state [14]. Remarkably, it was established that the (nonlinear) response to
an external driving is largely insensitive to the choice of the thermostattingmechanisms [15], represented by the
artificial forces required tomaintain nonequilibrium steady-state conditions [16].

In contrast to suchmajor achievements, the related theory for the response upon perturbation of
nonequilibrium states has progressed farmore slowly. Apart from the obvious obstacle represented by the lack
of knowledge of nonequilibriumphase-space distributions, further difficulties aremetwhen dealing rigorously
with deterministic dynamical systems, owing to the fractal nature of their invariant distribution [17–20].
Nonequilibrium response theories have rather flourished for stochastic dynamics [21–36], which is applicable to
awide variety of complex systems in physics as well as in related sciences. However,most of these results are
usually restricted tomechanical perturbations and do not consider thermal perturbations. Thus, they do not
allowone to compute quantities such as nonequilibriumheat capacities and thermal expansions coefficients,
whichwould arise as the (integrated) linear response to step variations of the temperature, i.e., of the noise
intensity in the stochastic dynamical equations. Besides some previous formal results [29, 37], only recently
there appeared formulas for the thermal response of driven stochastic systems, which are given in terms of
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correlations between state observables calculated in the unperturbed state. Apparently, themathematical
difficulties entailed by handling noise variations require either to introduce an explicit time-discretisation to
avoid divergences in the response [38, 39] or to rely on a rescaling of the stochastic dynamics in order to derive
regular results [40].

The present work is devoted to show that neither of these expedients is actually necessary. Awell-defined
thermal response formula can be derived by standard path integral techniques, in close analogy to the case of
deterministic perturbations. After introducing themodel equations in section 2, we define in section 3 the linear
response to a temperature perturbation of a generic observable of the system. In section 4 after a brief
explanation of the formal differences from the ordinary response to a deterministic forcing, we tackle the
problem first showing that the thermal response is equivalent to a portion of the quadratic (i.e. second-order)
response to a constant force. Such expression, which displays divergent terms, is then explicitly regularised in
section 5 and is showed to be equivalent to aKubo formula in equilibrium. In section 6we illustrate two
applications of these results: the energy susceptibility of a driven quenched particle (that is the non-equilibrium
specific heat for zero driving) and the thermal expansion coefficient of an anharmonic lattice subjected to large
heatflows.Moreover, in the simplest tractable case of a freely diffusing particle we connect our formulas to the
Einstein relation. A summary and an outlook are finally given in the conclusions.

2.Overdamped Langevin dynamics

The overdamped diffusive systemwe consider consists ofN degrees of freedom, denoted = { }x x x,... N1 . For
instance, xjmay be a component of a particle position vector in d-dimensions, so that =N nd if the system is
composed by n particles. The dynamics is given by the overdamped Langevin equation

m m x= +˙ ( ) ( ( )) ( ) ( )xx t F t T t2 , 1j j j j j j

where eachGaussianwhite noise xj is uncorrelated from the others

x x d dá ¢ ñ = - ¢¢ ¢( ) ( ) ( ) ( )t t t t . 2j j jj

The jth bath temperatureTj andmobility mj (which is the inverse of a damping constant) determine the strength
of the noise term,while the drift depends on mj and on themechanical force ( ( ))xF tj . Such structure respects
local detailed balance and thus assumes that the baths are noninteracting with each other and always in
equilibrium, regardless of the nonequilibrium conditions experienced by the system. Temperatures and
mobilities in our formalismdo not depend on the coordinates, hence there is no ambiguity in the interpretation
of the stochastic equation. Throughout this paper wewill always consider the Stratonovich convention, that is
themidpoint rule is employed to discretise in time (1) [41], whichmeans that none of the integrals will be of the
Ito type and the rules of standard calculus can be applied. See appendix A formore details.

The Fiʼs are generic nonconservative forces thatmay bring the system arbitrarily far from equilibrium. In the
resulting statistical averages, denoted á¼ñ, there is an understood dependence on the initial density of states
r ( )x0 0 , with = ( )x x 00 . Thismay coincide or notwith the steady state density. Finally, we introduce the
backward generator of theMarkovian dynamics (1), written as a sumof ‘one-coordinate’ operatorsj,

å m m= = ¶ + ¶
=

( ) ( )   xF Twith , 3
j

N

j j j j j j j j
1

2

wherewe set ¶ º ¶x jj
to avoid clutter. It gives the average time derivative of a state observable ( ) t as

á ñ = á ñ( ) ( ) t t
t

d

d
. Hereafter for any state observable we use the shorthand notation º( ( ) ) ( ) x t t t, to

indicate the implicit (and possibly explicit) dependence on the time t.

3. Linear response in path integral formalism

We imagine to perturb the system (1) varying the noise amplitude through a time dependent parameter
q ( )t 1 switched on at time t=0, namely

q Q º +( ) ( ) ( )T t T t , 4i i i i

where i is a constant determining the ith amplitude of the perturbation. This renders (1) for a perturbed degree
of freedom into the form

m m x= + Q˙ ( ) ( ( )) ( ) ( ) ( )xx t F t t t2 . 5i i i i i i

Without loss of generality we assume themobility to be independent of temperature. The extension to the case
where m m= Q( )i i i does not involve particular difficulties, since the linear response would be just the sumof the

2
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temperature response here described plus a standard response to a deterministic perturbation [34, 35], which
arises linearising the termm Fi i.

The aim is to calculate the linear response of a generic observable ( ) t to the just introduced temperature
change, defined by

ò
d
dq

d
dq

r¢ º
á ñ

¢
=

¢q
q

q
q q

q= =

( ) ( )
( ) ( )

( ) [ ] ( ) ( )
  x x x xR t t

t

t t
t P, d . 6,

0

0 0 0

0

Here á ñq... denotes an average performed in the perturbed dynamics (5) starting from the state r ( )x0 0 , which
is unaltered by the perturbation. The associated pathweight, proportional to the probability of a trajectory

º[ ] { ( ) } x x s s t: 0 solution of (5), is expressed as [42]

=q q[ ] [ ] ( )x xP exp , 7

with the action functional

ò òå
m

m

m
= -

-

Q
+ ¶q

=

[ ]
( ˙ ( ) ( ))

( )
( ) ( )

⎪

⎪

⎪

⎪

⎧
⎨
⎩

⎫
⎬
⎭

x s
x s F s

s
s F sd

4 2
d . 8

j

N t j j j

j j

j t

j j
1 0

2

0

The last term in (8) appears as the functional Jacobian in deriving the path-weight for [ ]x from theGaussian
path-weight associated to the noise xi, and depends on the convention used to discretise (5) (e.g. it would be
absentwith the Ito convention). In the followingwewill alsomake use of the unperturbed action º q q=∣  0,
which amounts to replacingQj withTj in (8).

Deep physical insights come from separating any action of the form (8) into time-antisymmetric ( ) and
time-symmetric ( , 0) components:

= - -[ ] [ ] [ ] [ ] ( )   x x x x
1

2
90

with

òåº
=

[ ] ( ) ˙ ( ) ( ) x
T

sF s x s
1

d , 10
j

N

j

t

j j
1 0

òå
m

º + ¶
=

[ ] [ ( ) ( )] ( ) x s
T

F s T F sd
4

2 , 11
j

N t j

j
j j j j

1 0

2

òå m
º

=

[ ]
˙ ( )

( ) x s
x s

T
d

4
. 12

j

N t j

j j
0

1 0

2

The integrated entropyflux [ ] x is the antisymmetric part of the action under the time-reversal
transformation  -( ) ( )x s x t sj j . It is defined consistently with thermodynamics as the sumof the individual
heatfluxes into the reservoirs, eachweighted by the respective bath temperature [41]. The time-symmetric terms
have been studied in connectionwith the notion of dynamical activity, formerly introduced in the context of
jump systems [43–45], where it counts the number of jumps and provides important informations, e.g., on the
state of glassy systems. Both [ ] x and [ ] x0 in factmay quantify an amount of activity in the diffusive systemwe
are considering [46]. Being [ ] x0 related to themean square displacement of theN degrees of freedom, it offers
a direct estimate of the trajectory frenzy. Nevertheless, this kinetic-like term should be understood as part of the
functionalmeasure [42, section 2.2], as it selects from all possible trajectories the Brownian paths thatmake 0

finite in the limit sd 0 (i.e. those that satisfy ~x sd dj
2 ). The functionals  and  are then the statistical

weights of such selected trajectories. Therefore, in the followingwewill reserve the name dynamical activity for
, whichwas shown to be a goodmeasure of the system activity [46].Written as

òº[ ] ( ( )) ( ) x xsV sd , 13
t

0
eff

itmay be seen as a time-integral of a state variable ( )xVeff that, for systemswith interactions deriving from an
energy potential ( )xU andwith a global bath temperatureT, would read

åm= ¶ - ¶( ) [( ( )) ( )] ( )x x xV
T

U T U
1

4
2 . 14

j
j j jeff

2 2

Such quantity was called effective potential [47, 48] and is proportional to the escape rate from a configuration x,
as the probability to remain in x for a short timeDt is~ - D( ( ) )xV texp eff . For our nonequilibrium systemswe
generalise such concept bywriting l= å =( ) ( )V s sj

N
jeff 1 , with

3
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l
m

º + ¶( ) [ ( ) ( )] ( )s
T

F s T F s
4

2 . 15j
j

j
j j j j
2

The escape rate of the degree of freedom xj, denoted lj , follows from evaluating the action atfixed x along a very

short trajectory of durationDt 1 , that is, l+ D D = -åD  =( )( ∣ ) ( )x xs t s t slim Prob , , expt j
N

j0 1 .

In the following sections wewill sometimes also use the name frenesy for describing correlation functions in
the response formulas involving time-symmetrical features. This alternate naming originated in the response-
theory framework [49] and usually refers to quantities akin to—more specifically, to its excess generated by a
perturbing force—namely to quantities assessing the system impatience for changing its state (rather than direct
measures of the trajectory zigzags). Hopefully the double terminology is guiding the reader through the
connections with the recent literature.

4. Response to heating as response to a force

Weare now in the position to develop the thermal linear response theory, butwe immediately find an obstacle.
Since the pathweight (7) is normalised to one, ò =q q [ ]x xP 1, the functionalmeasure qx in (6) contains the
noise temperaturesQj (see e.g. [42, 50]), and therefore depends itself on the external parameter θ. This is amajor
difference with respect to an external perturbation of the deterministic forces, which leads to the formal
difficulties reported in [38], namely the introduction of an explicit time-mesh to avoid singularities in the
results. To overcome this problemwefirst seek amoremanageable expression for the path average. That is
obtained through anHubbard–Stratonovich transformation [51] of the action that, introducing an auxiliary
variable y , linearises the quadratic term in (8) and removes the θ dependence from the functionalmeasure of the
pathweight (see e.g. [50]). By doing so, it is easy to bring(6) in the form (see appendix B)

å
d
dq m
á ñ

¢
= ¢ ¢q

q=

( )
( )

( ) ( )( )


t

t
R t t t, , . 16

i

i

i
f

0
,

2

i

Here ( )
R f,

2
i
is the second-order response function to a constant force perturbation fi of the ith degree of freedom

[52], namely

d
d d

¢  º
á ñ
¢ 

=

( )
( )

( ) ( )
( )( ) 

R t t t
t

f t f t
, , , 17

f

f

f
i i

,
2

2

0
i

where á ñ... f nowdenotes the averagewith respect to the perturbed dynamics

m m x= + +˙ ( ( ) ) ( )xx F f T2 . 18i i i i i i i

Formal calculation of response functions to external forces poses no technical difficulty [23, 32, 34]. After
integrating out the auxiliary variable y , it is straightforward tofind for (16)

d
d

m m

m m d

¢ ¢ =
¢
á ¢ - ¢ - ¢ ñ

= á ¢ - ¢ ñ - á ñ

=

( )
( )

( ˙ ( ) ( ) ( )) ( )

[ ( ˙ ( ) ( )) ( ) ( ) ( ) ] ( )

( ) 

 

R t t t
T f t

x t F t f t t

T
x t F t t T t

, ,
1

2

1

4
2 0 . 19

f

f

f
i i

i i i i i

i
i i i i i

,
2

0

2
2

i

Summing up, a standardHubbard–Stratonovich transformation has allowed us towrite the linear response of
an observable to a temperature change as the second-order response to a state-independent force, thus
arriving at the intermediate result

å
m

m m m d¢ = á ¢ - ¢ ¢ + ¢ ñ - á ñq ( ) [ ( )( ˙ ( ) ˙ ( ) ( ) ( )) ( ) ( ) ] ( )
 R t t

T
t x t x t F t F t T t,

4
2 2 0 . 20

i

i

i i
i i i i i i i i, 2
2 2 2

As anticipated, this result is slightly different from that of a previous approach [38]where the Ito conventionwas
adopted for the path-integrals.

Let us add an alternative, intuitivemapping between linear thermal response and quadratic force response,
through a less formal derivation of (16). To the purpose, it is sufficient to consider only one degree of freedom.
Defining the small parameter m mqº( ) ( )f t t2 and splitting the noise into two independent, zero-mean and
whiteGaussian noises η andχ, equation (5) reads

m m h m c= + +˙ ( )x F T f2 . 21i

In view of equation (21), all trajectories can be regarded as generated by the noise η and perturbed by the external
random force m cf . The corresponding response is obtained by further averaging overχ. Essentially, wewish to
connect the average response to m cf with the response to the deterministic force mf .We thuswrite the path
weight associated to (21) for a single realization ofχ, and expand it up to second order in the perturbing force:

4
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ò ò

ò ò

ò ò

c
m

m m c
m

m
m c m

m
m c

m
m m c c m m

= - - - + ¶

+ - -

+ ¢ ¢ ¢ - ¢ - ¢

q [ ∣ ] ( ˙ )

[ ] ( ) ( )( ˙ ( ) ( )) ( ) ( )

( ) ( ) ( ) ( )( ˙ ( ) ( ))( ˙ ( ) ( )) ( )

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

P x
T

s x F f s F

P x
T

s f s s x s F s
T

s f s s

T
s s f s f s s s x s F s x s F s

exp
1

4
d

2
d

1
1

2
d

1

4
d

1

8
d d . 22

t t

x

t t

t t

0

2

0

0 0

2 2

2 2 0 0



Recalling that cá ñ =c 0 and c c dá ¢ ñ = - ¢c( ) ( ) ( )s s s s , averagingχ out gives

ò ò
d
m

m
m

m m- + -q [ ] [ ] ( ) ( ) ( ) ( ˙ ( ) ( )) ( )
⎛
⎝⎜

⎞
⎠⎟P x P x

T
s f s

T
s f s x s F s1

0

4
d

1

8
d . 23

t t

0

2
2 2 0

2 2

We recognise the latter as the equal-time ( )O f 2 term in the pathweight associated to (18). So, upon application
of d d ¢( )f t2 2, it yields the quadratic force response (17)with ¢ = t t . At the same time, since m q=f 22 , the
temperature response is also obtained by applying d dq ¢( )t to (23), andwe arrive at equality (16).

5. Regularization of the response

In(20) the divergence caused by theDirac delta formally compensates the divergence in the squared velocity.
This can be heuristically understood recalling that(20), despite being formally expressed in continuous time
notation, can be interpreted in terms of discrete, albeit small, time intervalsDt [42, 53]. Therefore one has

~ Dẋ t1i
2 , being the dynamics diffusive at short times, and clearly d ~ D( ) t0 1 . However, it would be

convenient to recast(20) as an explicit result devoid of singular terms. In the followingwe perform such
operation,first for a single degree of freedom (N= 1), and then extending the result to arbitraryN.

5.1.One degree of freedom
With one degree of freedom the parameter i is superfluous and is thus set to 1.Wefirst focus on the kinetic-like
termby startingwith the rewriting (valid for > ¢t t )5

á ¢ ñ =
¢
á ¢ ñ - á ¢ ¢ ñ˙ ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )  x t t

t
x t t x t x t t

1

2

d

d
¨ , 242

2

2
2

and by seeking a replacement for the correlation function á ¢ ¢ ñ( ) ( ) ( )x t x t t¨ . This can be achieved recalling that
the integral of a total derivative involving the pathweight is null. Therefore, wemay exploit the identity

ò
d

d
d

d
d

d
=

¢
=

¢
+

¢( )
[ ] [ ]

( ) ( )
( ) 





x

x t
x P x

x t x t
0 , 25

where  is any functional of { ( ) } x s s t: 0 , and [ ] x is the unperturbed action

ò òm
m

m
= - - - ¶[ ] ( ˙ ( ) ( )) ( ) ( ) x

T
s x s F s s F s

1

4
d

2
d , 26

t t

x
0

2

0

corresponding to (8) calculated at q = 0, withN=1. First, we evaluate the second term in (25)making use of
the expression for the functional variation of the action derived in appendix C, see(C.3). The entropy variation
is shown to vanish, while the variation of [ ] x expressed in terms of the backward generator  gives

d
d

d
d m

m
¢

=
¢

= á ¢ - ¢ ñ
( ) ( )

[ ( ) ( )] ( )





 
x t x t T

x t F t
1

2
¨ . 27

Hereafter we restrict to the case inwhich F does not depend explicitly on time, but only via x. In order to extract
from(27) the sought substitute for á ¢ ¢ ñ( ) ( ) ( )x t x t t¨ , we choose = ¢( ) ( )  t x t and thefirst term in(25)
becomes

d
d

d
d

d
¢

=
¢

¢ + á ñ
( )

( )
( )

( ) ( ) ( ) ( ) 


x t

t

x t
x t t 0 . 28

If is a state observable, i.e., it depends only on the trajectory endpoint, the first termon the right hand side
of(28)drops for all ¢ ¹t t , since it reads d= ¶ - ¢d

d ¢ ( ) ( )( )
( )

 t t tt

x t x . Putting all the pieces together we get the

compact expression

m m dá ¢ ¢ ñ = á ¢ ¢ ñ -( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )  x t x t t t x t F t T¨ 2 0 , 29

5
Note that average values and time derivatives commute in the Stratonovich convention [42].
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which, plugged in the response formula(20), gives finally

m
m¢ =

¢
á ¢ ñ + á ¢ ñ

- á ¢ ¢ ñ - á ¢ ¢ ñ

q ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ˙ ( ) ( ) ( )

 

 





⎡
⎣⎢

⎤
⎦⎥

R t t
T t

t x t t F t

t x t F t t x t F t

,
1

4

1

2

d

d

2 , 30

, 2

2

2
2 2

for ¢ <t t . This is a regularised version of (20) valid forN=1 and any state observable .We have traded the
kinetic-like term and theDirac delta in (20)with a second-order time derivative and a correlation involving the
backward generator. The second-order time derivative, even tough unusual for a linear response formula (but
not for a second-order response function [52]), is indeed necessary to obtain the correct result, as it can be easily
verified in the analytically solvable case of a particle in free diffusion (see section 6.3).

If one is interested in the response of path-dependent observables (namely, is a functional of the trajectory
up to time t), thefirst summand in (28) is non-zero and hence(30)has to be supplemented by the term

m- ¢d
d ¢ ( )( )

( )
T x t2 t

x t
. As an examplewemay consider the heat exchangedwith the thermal bath in a time t,

òº[ ] ( ) ˙ ( ) x sF s x sd
t

0
. It turns out that the response formula (30) requires no additional term in this case, since

ò
d
d

d
¢

= ¶ ¢ ¢ + - ¢

= ¶ ¢ ¢ - ¶ ¢ ¢ =

( )
( )

( ) ˙ ( ) ˙ ( ) ( )

( ) ˙ ( ) ( ) ˙ ( ) ( )

 t

x t
F t x t s s t F s

F t x t F t x t

d

0. 31

x

t

x x

0

5.2.Many degrees of freedom
The procedure is easily extended to a system composed of >N 1degrees of freedom. Equations (24),(25) and
(28) are still valid replacing xwith xi, and taking the action (corresponding to (8) calculated at q = 0)

ò òå m
m

m
= - - + ¶

=

[ ] ( ˙ ( ) ( )) ( ) ( )
⎪

⎪

⎪

⎪

⎧
⎨
⎩

⎫
⎬
⎭

x
T

s x s F s s F s
1

4
d

2
d , 32

j

N

j j

t

j j j
j t

j j
1 0

2

0

wherewe reverted to the notation accommodating the particle labels. Equation (27) is then generalised to (see
appendix C)

d
d m

d
d

d
d¢

= á ¢ ñ -
¢

+
¢( )

( )
( ) ( )

( )


 





x t T
x t

x t x t

1

2
¨

1

2
. 33

i i i
i

i i

In the followingwe focus on systemswith two-body potential interactions, deferring themore general result
(valid for arbitrary d, generic driving and interactions) to appendix C. Yet, the results reported here are general
enough to describe the thermal response of a broad class of non-equilibrium systems, such as heat conducting
lattices in contact with different heat baths (equation (38)), and aging systems (equation (40)). Under the above
assumption, the variation of [ ] x in(33) is given by

d
d ¢

= ¢
( )

( ) ( )( ) 
x t

F t , 34
i

T
i

i

wherewe identified the operator

å å mº = ¶ + ¶
= =

( )( ) 
⎛
⎝⎜

⎞
⎠⎟

T

T

T

T
T 35T

j

N
i

j
j

j

N
i

j
j j i j

1 1

2i

which acts on the observables as if all temperatures were equal toTi and all forces Fjwere rescaled byT Ti j.
Interesting, this rescaling is found by rewriting the Langevin dynamics in terms of a new time variable, the

thermal time t º tj
T

T

j

i
, bywhich (1) reads

t
m m x= + ( )

x T

T
F T

d

d
2 . 36

j

j
j

i

j
j j i j

While  is the generator of the stochastic dynamics in the kinematic time t, in view of (36), the operator ( ) Ti acts
as the generator of the corresponding dynamics in thermal time coordinates. This permits to rationalise the
variation of the dynamical activity(34) as the tendency to change Fimeasuredwith respect to the thermal time.

Coming back to the regularization of (20)we operate as before.We choose = ¢( ) ( )  t x ti and obtain, by
means of(25),(28) and (33)

m m
d

d
m dá ¢ ¢ ñ = á ¢ ¢ ñ + ¢

¢
-( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

( )
( ) ( )( )  

t x t x t t x t F t T t x t
x t

T¨ 2 0 , 37i i i i
T

i i i i
i

i i
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where a state observable was considered. Finally, using the explicit formof the entropy variation (C.10), we
find for the response function ( ¢ <t t )

å

å

m

m m

¢ =
¢
á ¢ ñ - á ¢ ¢ ñ

+ á ¢ ñ - á ¢ ¢ ñ

+ á ¶ ¢ ñ -
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1 . 38

i

i

i i
i i

T
i

i i i i i

j

N

i j j i
i

j

, 2

2

2
2

2

1

i

This equation simplifies if the system is isothermal before the perturbation is applied, i.e., the heat reservoirs are
all at the same temperature = "T T jj . In this case d

d


xi
vanishes and(33) boils down to

d
d m

m
¢

= á ¢ - ¢ ñ
( )

[ ( ) ( )] ( )


 
x t T

x t F t
1

2
¨ , 39

i i i
i i i

oncewe recognise = å= =∣( ) T
T T j

N
j1

i
j

as the total generator of the dynamics in the complete state space.

Consequently, for isothermal systems the response formula takes the simpler form ( ¢ <t t )

å m

m

¢ =
¢
á ¢ ñ - á ¢ ¢ ñ
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i
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i
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i i i i

, 2

2

2
2

2

which is a straightforward generalisation of (30) to amany-body system.
As noted above, if is a path-dependent observable one needs to include in the response formula the

additional term

m
d
d

-
¢

¢( )
( )

( ) ( )
T

t

x t
x t2 , 41i i

i
i

coming from thefirst summand of (25). For the example of the total heatflux into the reservoirs,

òº å =[ ] ( ) ˙ ( ) x sF s x sdj
N t

j j1 0
, the supplementary term contains

åd
d ¢

= ¶ ¢ - ¶ ¢ ¢
=

( )
( )

( ( ) ( )) ˙ ( ) ( ) t

x t
F t F t x t , 42

i j

N

i j j i j
1

and thus vanishes when the interactions derive from a two-body potential.

5.3. Susceptibility
Upon integration of (38)we get an equation for the susceptibility of the system

òc º ¢ ¢ = + + +q q( ) ( ) ( ) t t R t t S S K Kd , 43
t

,
0

, 1 2 1 2

with
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T
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2
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T
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4
d , 44
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t
t

T
x t d

d

d 8
, 44

i

i

i i
i

t

t t

2 2
2

0

wherewe recall that integrals are in the Stratonovich sense and ( ) Ti was introduced in (35). The term S1 is the
standard correlation between observable and entropy production, appearingwith a 1/2 prefactor with respect to
the equilibrium version (see next section), inwhich it would be the only correlation relevant for determining the
linear response. The term S2 is a novel correlation between observable and a time-antisymmetric quantity,
proportional to the functional variation of the bath entropy d

d
[ ] x

x
, whichmay be non-zero only if ¹T Tj i for

some j. The remaining correlations, the frenetic terms [49]K1 andK2, collect correlations between the observable
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and time-symmetric dynamical features. As in previous studies of force perturbations, both Sʼs andKʼs contain,
respectively, the entropy and frenesy [49] in excess due to the perturbation.

In order to correctly evaluate the time derivative of the correlation inK2, when dealingwith data it is
important to avoid taking discrete-time derivatives with ¢ >t t because cusps are not unusual in correlation

functions for ¢ t t . To compute numerically á ¢ ñ¢ ¢=( ) ( ) ∣x t t
t i t t
d

d
2 , in the examples of the following sectionwe

have estimated the slope of data for á ¢ ñ( ) ( )x t ti
2 with ¢ t t .

Only if averages are evaluated in a steady state,K2 can bemodified as

å
m
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T
x x t e

8
0 44s

i
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2 2

because

¢
á ¢ ñ = - á ¢ ñ = -á ¢ ñ
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t x t

t
t x t t x t

d

d

d

d
. 45i
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i
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t t

i t
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0

2

0

2
0

A steady state susceptibility c = + + +q ( ) t S S K Ks s
, 1 2 1 2 is associatedwithK2

s .

5.4. A steady state formula and its reduction to theKubo formula at equilibrium
Every thermal response formulation should reduce to the standardKubo formulawhen the system is under
complete equilibrium conditions at temperatureT. These conditions aremet if conservative forces = -¶F Ui i

(with ( )xU the system’s energy) are present, if = "T T ii and the perturbation is applied to a thermalised
system, namely r ( )x0 is the canonical distribution at temperatureT. In equilibrium, theKubo formula expresses
the response function as

- ¢ =
¢
á ¢ ñq ( ) ( ) ( ) ( )R t t

T t
t U t

1 d

d
, 46,

Kubo
2

and the corresponding susceptibility is

c = á - ñ

= á ñ

q ( ) ( )[ ( ) ( )]

( ) ( ) ( )



 

 t
T

t U t U

T
t t

1
0 ,

1
, 47

,
Kubo

2

2

where = -( ) ( ) ( ) t U t U 0 is the heat transferred to the system in the time interval [ ]t0, . This formula shows
that the temperature response in equilibrium is totally determined by the correlation between observable and
the entropy ( ) t T paid by the reservoir to change the system energy.

When a global perturbation is applied to an isothermal steady state regime, saywith = " i1i , equation (40)
may be recast in an alternative form, that correctly reduces to theKubo formula(46) in equilibrium, as we show
in the following. In the derivationwe stay in a generic steady state condition until the very end, so that in turnwe
obtain another quite general formula for the response function, equation (51) below, inwhich the genuine
nonequilibrium contribution is well distinguished from theKubo correlation. A possible practical issue of such
elegant separation is that it can be computed explicitly only if one knows themicroscopic probability density of
states.

We start noticing that the last term in(40) is in equilibriumhalf of the expected result:

åá ¢ ¶ ¢ ñ =
¢
á ¢ ñ( ) ˙ ( ) ( ) ( ) ( ) ( ) 

T
t x t U t

T t
t U t

1

2

1

2

d

d
. 48

i
i i2 2

The remaining frenetic terms yield an analogous contribution at equilibrium. To show that, we first use that the
system is in a stationary state. This implies that correlations are functions of the time difference only, hence ¢t

d

d

can be exchangedwith-
t

d

d
.Moreover, the backward generator can be expressed in terms of the generator of the

time-reversed dynamics, * , through the relation = + å ¶=*  v2 j
N

j j1 , where rºv Jj j
s s is the state velocity,

that is the probability current J sj associated to xj, over the steady state density of the system rs [49, 54].Wewill
ultimately exploit the time-reversal invariance of equilibrium states, which formallymanifests in the equality

= *  , as the probability currents vj are by definition absent at equilibrium.
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The time derivatives in (40) can bemanipulated as

å

å

å

m m

m

m

m

m

¢
á ¢ ñ = -

¢
á ¢ ñ

= -
¢
á ¢ ñ

= -
¢

¢ + ¶

= -
¢
á ¢ ñ + á ¢ ¶ ñ

= -
¢
á ¢ ¢ ñ + á ¢ ¶ ñ

( ) ( ) ( ) ( )

( ) ( )

( ) ( )

( ( )) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( )

*

 





 

 







⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎡
⎣
⎢⎢

⎤
⎦
⎥⎥

⎡
⎣
⎢⎢

⎤
⎦
⎥⎥

t
x t t

t t
x t t

t
x t t

t
x t v t

t
x t t x t v t

t
x t F t t x t v t

1

2

d

d

1

2

d

d

d

d

1

2

d

d

1

2

d

d
2

1

2

d

d
2

d

d

1
. 49

i
i

i
i

i
i

i
i

j
j j

i
i

j
i j j

i i
i j

i j j

2

2
2 2

2

2

2 2

2

Togetherwith stationarity, we used that * is the adjoint of , and the equality m= +x F x2 consti i i i
2 in the

last passage.We then turn to the second and third summand in(40), starting with the rewriting m = F F xi i i i
2 :

á ¢ ¢ - ¢ ¢ ñ = á ¢ ¢ - ¢ ¢ ñ

= -á ¢ ¢ - ¢ ¢ ñ

( )( ( ) ( ) ( ) ( )) ( )( ( )[ ]( ) ( )[ ]( ))
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   t F t x t x t F t t F t x t x t F t
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, ,

. 50

i i i i i i i i

i i i i

Herewe introduced the commutator acting as, e.g., º -[ ]  x x x,i i i, and exploit the fact that in the
operator formalism time derivatives within average values are given by =˙ [ ]  , , for any state observable
(see appendixD). Putting together equations (48),(49) and (50)we obtain an expression of the thermal response
valid under stationary isothermal conditions

å åm
¢ = - á ¢ ¢ ñ +

¢
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⎡
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4

d

d
. 51

i
i i

i j
j j i, 2

2

Finally, at equilibrium theKubo formula (46) is retrieved by setting = "v j0j and using the rewriting (48) for
potential forces. Equation (51) is a thermal response counterpart of previous results for the steady-state force
response based on the notion of state velocity [26, 27].

6. Examples

6.1. Specific heat for a quenched toy system
In thisfirst example wewant to highlight that this framework is valid not only for steady states but also for
transient regimes. There is to recall an understood dependence of the statistical averages á¼ñon the initial
density of states r0.

Let us consider a paradigmaticmodel of nonequilibriumoverdamped systems, namely a single particle in a
periodic potential =( )U x xcos and subject to an additional constant force f, for simplicity withmobility
m = 1. Thus = +( )F x x fsin , in the evolution equation (1) of the unperturbed system. The backward
operator acts on the force as = -( )F x x x T xsin cos sin .

To generate a transient conditionwe choose to thermalise the particle at ¹T T0 and to switch toT only at
t=0, when the perturbation is also applied. In this way, even for f=0 one cannot apply theKubo formula for
equilibrium systems, as the initial state in not in equilibrium at temperatureT. Due to the periodic potential, as
an arbitrary procedure for obtaining awell defined r ( )x0 , we shift to the interval p[ ]0, 2 any x obtained from a
long simulation run.However, averages such as á ¢ ñ( ) ( )x t t2 need to be computedwith x interpreted as a non-
periodic coordinate.We adopted aHeun scheme [41] to integrate the stochastic equation, because it yields
trajectories that are consistent with the Stratonovich path-weights used in our theory.

Infigure 1we show examples of susceptibilities of the internal energy ( = U ) to a change ofT for =T 50

andT= 0.3, both for f=0 and f= 0.7.We compare the susceptibility c q ( )tU , from (43)with that computed
directly as

c =
á ñ - á ñ

q
q q= =( ) ( ) ( ) ( )t

U t U t

h
52U

h h
,

0

with =h T 100 active from t=0 on.Wenote that, for f=0, the force F is potential and thus the heat
exchangedwith the bath reduces to an energy difference, ò= - ¢¶ ¢ ¢ = -( ) ˙ ( ) ( ) ( ) t U t x t U U td 0

t
x0

.

Therefore, the susceptibility of the energy gives in the long-time limit the specific heatC of the system:
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t
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tlim d lim . 53

t

t

t
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0 0
,

If a Kubo formula (46)were valid, twice the entropic term (44a)would yield the response. One can note that this
is not the case, rather all terms in the response formula are relevant for determining the correct formof the
susceptibility. In these examples, in particular, the term (44d) is especially important. Being the derivative of a
correlation function, it is however the noisiest one. One could resort to some high-frequency filtering for better
results. In the example of the following subsectionwewill show that (44e) is a good alternative to (44d) in case
one is dealingwith steady states.

6.2. Thermal expansion in a temperature gradient
In equilibrium at a given temperatureT, the correlation function between the heat absorbed by a system and its
lengthmay be used to predict the thermal expansion response. In this example we showhow this picture breaks
downout of equilibrium,where, as exposed in the previous sections, one needs to know also correlations
between length and time-symmetric observables, given by (44c) and (44d) or (44e), as well as the new entropic
form (44b) due to temperature unbalances. This example specialises to steady state conditions but, with respect
to the previous examples, it includes themore general setup ofmultiple heat baths, inwhich one can exploit the
general formulationwith perturbation amplitudes i.

Let us consider theN degrees of freedomarranged in a one-dimensional chain. The systemhas an energy

å= + - =
-

+ -
=

-

+( ) ( ) ( ) ( ) ( )xU
x

u x x u r
r

r
2

, with
1

4

1

4
54

i

N

i i
1
2

1

1

1

4

which determines the forces, = -¶( ) ( )x xF Ui i , and againmobilities mi are set equal to 1 for simplicity. The
x 21

2 term is a pinning potential on the first site, and xiʼs represent the displacements from the average positions.
The length of the system in excess with respect to the length at zero temperature, º -X x xN 1, increases on
average for increasingTiʼs due to the asymmetric two-body potential u(r) (see the inset offigure 2(b)). As a
paradigmof nonequilibrium conditions, the system is driven by a set of temperatures varying linearly fromT1
to >T TN 1.

We study the response of the lengthX to temperature variations, in the formof (a) a global constant increase
of the temperatures given by a constant = 1i , and (b) an increment of the gradient -T TN 1, chosen so that the
average temperature is unaltered by varying i linearly from = - 11 to = 1N . For both cases, infigure 2we see
that the susceptibility c qX

s
, computedwith the steady state term (44e) agrees fairly well with the direct estimate of

the response

c =
á ñ - á ñ

q
q q= =( ) ( ) ( ) ( )t

X t X t

h
, 55X

h h
,

0

obtainedwith a constant h=0.005 turned on at t=0. Fromfigure 2 one also sees that the entropic and frenetic
terms have opposite trends, between each other andwith switched roles in the two cases, complementing each
other to sumup to the correct response level. Infigure 2(b)we also show the response c qX , obtained by an

Figure 1.Temperature susceptibility of the energy =( )U x xcos of a single particle, computedwith the formula c( ) and by actually
perturbing the system c( )h . Also the single terms of the formula are shown. The system is out of equilibriumbecause of a quench at
time t=0 from an initial =T 50 toT= 0.3. Consistently, the response is not given by twice the correlation S1 between entropy
produced and observable. In (a) there is no additional constant force ( f = 0), while f=0.7 in (b) generates a nonequilibrium steady
state previous to the quench. Averages are over ´4 107 trajectories, integratedwith finite time step = ´ -td 2.5 10 3.
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evaluation of the time-derivative in (44d) (the local variation in time of the correlation function is obtained
through a linearfit of data relative to four nearby time steps). It resultsmore noisy than the estimate via c qX

s
, .

6.3. Free diffusion of one degree of freedom
Let us consider the equations ofmotion (1) for free diffusion of a single degree of freedom, x=˙ ( ) ˆ ( )x t t with

x m x=ˆ T2 . The noise prefactor mT2 comes from assuming the bath to be in equilibrium. In this way the
mean square displacement of a free particle in a time t is simply má ñ = º( )x t Tt Dt2 22 , the response of the
mean velocity to a small force is the free-particlemobilityμ, and the Einstein relation m = D T between
diffusion constantD andmobility is found.One can note that the susceptibility of the observable =( ) ( ) t x t2

to a change ofT is expected to be mt2 , hence the corresponding response function is m2 .We showhowour
formalism reduces to this result.

For free diffusion all terms in(30) drop but the one involving the second derivative. In this case, the response
function can be calculated directly from its definition (6) and one can thus prove analytically that both sides of
(30) are equal to the same quantity. Aswe argued above, the response of themean square displacement to the
perturbation q Q = +( ) ( )T t T t is

ò ò ò

ò ò

d
dq

d
dq

x x x

m
d

dq
d

m

á ñ
¢

=
¢

+ +

=
¢

- Q

=

q

( )
( ) ( )

ˆ ( ) ˆ ( ) ˆ ( )

( )
( ) ( )

( )

x t

t t
x x s s s u s u

t
s u s u s

2 d d d

2 d d

2 . 56

h
t t t

t t

2

0
2

0
0 0 0

0 0

Herewe used that the initial condition is independent of the perturbation and noise, thus only the noise
autocorrelation contributes. On the other hand, the response formula(30) becomes

m

m

¢ =
¢
á ¢ ñ

=
¢

á ¢ ñá ñ + á ¢ ñ

( ) ( ) ( )

( ( ) ( ) ( ) ( ) ) ( )

R t t
T t

x t x t

T t
x t x t x t x t

,
1

8

d

d

1

8

d

d
2 , 57

x T 2

2

2
2 2

2

2

2
2 2 2

2

making use ofWick’s theorem to split the four-point correlation into products of two-point correlations. The
latter read

ò ò x x má ¢ ñ = á ñ + á ñ = á ñ + ¢
¢

( ) ( ) ( ) ( ) ( ) ( )x t x t x s u s u x T t td d 2 min , , 58
t t

0
2

0 0
0
2

Figure 2.Temperature steady-state susceptibility of the lengthX of the overdamped chain (N = 11), computedwith the formula c( )s

and by actually perturbing the system c( )h . Also here the single terms of the formula are displayed. In these examples,Ti varies linearly
from =T 11 toTN= 2. In (a) the response is to a global temperature rise, while in (b) it is to an increase of the gradient -T TN 1

preserving the average bath temperature (the inset shows the interaction potential). Averages are over 107 trajectories, integratedwith
finite time step = -td 10 3.
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leading to a result in agreement with the previous calculation:

m
m m m

m
m m m m

m

¢ =
¢

á ñ + ¢ á ñ + + á ñ + ¢

=
¢

á ñ + á ñ ¢ + + ¢ + ¢á ñ + ¢

=

( ) [( )( ) ( ) ]

[ ( ) ( ) ( ) ]

( )

R t t
T t

x Tt x Tt x Tt

T t
x T x t t T tt Tt x T t

,
1

8

d

d
2 2 2 2

1

8

d

d
3 2 2 8 2 2

2 . 59

x T 2

2

2 0
2

0
2

0
2 2

2

2

2 0
2 2

0
2 2

0
2 2 2

2

As expected, interchanging
¢t

d

d
2 with t

d

d 2 would give an incorrect result as the system is not in a steady state. It is

also trivial to verify(16), namely that this result coincides with the second order response to a state-independent
force, giving rise to the dynamics m x= +˙ ( ) ( ) ˆ ( )x t f t t . Indeed, using again the conditions of independency of
the initial condition, onefinds

ò

ò ò

m
d
d m

d
d

m x

m
d

d
m

á ñ
¢

=
¢

-

=
¢

=

( )
( ) ( )

( ( ) ˆ ( ))

( )
( ) ( )

( )

⎜ ⎟⎛
⎝

⎞
⎠

x t

f t f t
s f s s

f t
s uf s f u

1 1
d

d d

2 . 60

f t

t t

2 2

2

2

2 0

2

2

2 0 0

7. Conclusions

For overdamped stochastic systems far from equilibriumwehave obtained the linear response function of
generic state observables to a change in the temperature of the Langevin heat baths. Improving a previous result
[38], we need not express the response in terms of afinite timemesh, being all the divergencies appearing in the
continuous limit removed, and being all terms in the susceptibility standard integrals or derivatives. This was
achieved by deriving a sort ofDyson–Schwinger equation [42], i.e., a relation between unperturbed correlation
functions involving an arbitrary observable. Thismethod complements and expands our recent results [40]
obtained via a different approach, inwhich the additional noise stemming from the perturbationwas turned
intomechanical forces bymeans of a space rescaling.

As inmany previous examples, in order to describe a nonequilibrium systems, one needs to knowmore than
just the entropy production. The additional information concerns the knowledge of dynamical quantities that
are even under the reversal of the arrow of time (squares of forces, etc). Among themwehave recognised the
change of the time-integral of the effective potential (i.e., the total escape rate integrated along trajectories) upon
variation of the perturbed degree of freedom, d

d


xi
. This quantity emerges from the regularization procedure we

set up, alongwith the change of the total bath entropy flow d
d


xi
, which complements, perhaps surprisingly, the

usual entropy production enteringKubo formula.
For the common scenario of isothermal systems in a steady state, we have also shown how to convert the

results in a formula that separates the Kubo term from anonequilibrium additional correlation that includes the
state velocity, see(51). Such version is complementary to the others in the sense that it requires the knowledge of
the density of states rather than that of dynamical details.

Future developments of this framework should includemultiplicative noise, i.e. those cases where the
temperature experienced by the particle depends on their positions.

AppendixA. Stochastic convention for pathweights

In this context of temperature response, even if equations have a noise prefactor that does not depend on the
system’s state x, it turns out that the choice of using Stratonovich path-weights rather than Ito ones is not trivial.
As discussed previously [39], by differentiatingwith respect to temperature one proves a response formula that
depends on the choice of the path-weight. One can check that the formulas in this paper are indeed different
from those found adopting the Ito convention [38]. The adoption of the Stratonovich convention in the path
weight(8) is reflected in the Stratonovich product ẋF in(20). If we used an Ito convention in(8), then ẋF
in(20)would also be of the Ito type and the same equationwould notmatch the result obtained in the
Stratonovich convention.

Ultimately, the path-weight, and thus the corresponding discretisation of (1), have to be chosen consistently
with the process that generates the sampled trajectory via (1). By sampled trajectorywemean for example a
sequence D D ¼ - D{ ( ) ( ) ( ) ( ) ( )}x x x x xt t t t t0 , , 2 , , , of configurations sampled stroboscopically every time
stepDt . The Ito convention is by construction suitable for numerical data generated by integration of (1)with
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Euler schemewith stepDt [38]. On the other hand, theWong–Zakai theorem [55] ensures the Stratonovich
convention to be adequate to experimental data, for which thewhite noise is an idealised limit of the short
correlation times of themicroscopic degrees of freedom.

Appendix B.Derivation of the second order response function

The derivation of(16) starts with aHubbard–Stratonovich transformation of the pathweight, which is a

functional generalisation of the integral identity ò = p- - -yd e eDy zy
D

i z
D

2 2

4 (below the p D is adsorbed in the

pathmeasure y) valid for real y and >D 0.When applied to(7) and(8) it renders the response (6) in the form
(16) through the followingmanipulations:
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wherewe rewrote (B.1) introducing the derivatives of a state-independent force fi, and recognised in (B.2) the
Martin–Siggia–Rose path-weight [56] associated to the perturbed dynamics (18).

AppendixC. Variation of the action functional

Herewe detail the calculation of the functional variation of the path-weight action [ ] x that was used in
section 5. For the sake of clarity we distinguish the single-particle from themany-particle case.

C.1.One degree of freedom
ForN=1, the action is given by (26) and its variation is

d
d

d
d

d
d m¢

=
¢

-
¢

+
¢

( ) ( ) ( )
( ) ( )  

x t x t x t

x t

T

1

2

¨

2
. C.1

The variation of the bath entropy is identically zero, unless F is an explicit function of time ¢ = ¢ ¢( ) ( ( ) )F t F x t t, :

ò
d

d
d

¢
= ¶ ¢ ¢ + - ¢
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.
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0

Since the dynamical activity is independent of ẋ, its variation is simply the derivative of the escape rate from
¢( )x t :

d
d

l m m
¢

= ¶ ¢ = ¢ ¶ ¢ - ¶ ¢
( )

( ) ( ( ) ( ) ( )) ( )
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Therefore, introducing in (C.2) the backward generator , (C.1) becomes

d
d m
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As a side note, plugging this result into (25)with = 1one obtains (if F deepens on x only)

má ñ = á ñ ( )x F¨ , C.4

i.e., themean trajectory satisfiesNewton’s equationwith an effective force mF . In theweak-noise limitT 1 ,
such trajectory becomes themost probable one, being theminimiser of the action. This expression could be
obtained directly by applying the backward generator  to the Langevin equation (1), and using that ξ does not
depend on x.

C.2.Many degrees of freedom
For >N 1, thanks to the independency of the different thermal noises, the action (32) is simply the sumof
‘single-coordinate’ actions: = å =[ ] [ ]( ) x xj

N j
1 with ( ) j following the structure (26). Nevertheless, its

variation is not just equal to (C.3) but in general it will contain additional terms owing to the interactions
between different degrees of freedom.One indeedfindsmodified expressions for the variation of the total
entropy flux into the (unperturbed) reservoirs
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and for the variation of the total dynamical activity
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which in general cannot be cast in terms of the total backward generator . The variation of the action is thus
given by
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Equation (C.7) is completely general, and thus, when combinedwith (33), provides a regularised expression for
the thermal response of overdamped systems under any nonequilibrium conditions:
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Nevertheless, the cross-terms ¶ Fi j with ¹i j appearing in(C.7) simplify considerably if we assume that the
degrees of freedom interact with each others via a two-body potential -({ }) x xi j . Hencewe can exploit the
relation

¶ = -¶ ¶ = -¶ ¶ = ¶ ( ) F F , C.9i j i j j i j i

which is nothing but the action-reaction principle. Equation (C.7) then becomes

åd
d m

m m
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We remark that for systems in d=1 (C.9) does not impose any limitation on the driving, that is, one-body non-
conservative forces can be present aswell, they simply donot enter in(C.7), which concerns only the interactions
between different particles. Instead, in >d 1, different indexes i and j in (C.7)may refer to the coordinates of the
same particle, thus (C.7) cannot be simplified to (C.10) in the presence of generic non-conservative forces.

It is worth noting that when the equality ¶ = ¶F Fj i i j holds, the choice = 1 in the identity (25) yields the
effectiveNewton’s equation for themean trajectory
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m m
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x

¨ . C.11i i
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On the other hand, direct application of the operator  to the Langevin equation (1) gives má ñ = á ñx F¨i i i . By
comparison, one concludes that there exists a natural splitting of the effective force, namely

m m
d
d

á ñ = á ñ - ( )( )  F F T
x

, C.12i i
T

i i i
i

where thefirst component originates fromvariations of the force Fi in thermal time, while the second is a
gradient-like force inwhich the entropyflux into the bath acts a free-energy.

AppendixD. Time derivative in operator formalism

Consider the state observables a , that are arbitrary functions of x. In the operator formalism, their (steady-
state) evolution over a time-span - ¢t t is given by the action of the operator - ¢( )e t t . Therefore, the typical
correlation functionswe are interested in are expressed by (with > ¢t t )

ò rá ¢ ¢ ñ = ¢ - ¢( ) ( ) ( ) ( ) ( )( )      x xt t t d e e , D.1t t t
3 2 1 0 0 0 1 2 3

where the dependence of a on x0 is omitted for brevity [49]. In analogy to theHeisenberg picture in quantum
mechanics, onemay include the dependency on time in the observables by the definition ¢ ºa a

¢ - ¢( )  t e et t .
Hence, a time derivative applied to one of the operators in (D.1) gives, e.g.
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We analyze experimental data obtained from an electrical circuit having components at different temperatures,
showing how to predict its response to temperature variations. This illustrates in detail how to utilize a recent linear
response theory for nonequilibrium overdamped stochastic systems. To validate these results, we introduce a
reweighting procedure that mimics the actual realization of the perturbation and allows extracting the susceptibility
of the system from steady-state data. This procedure is closely related to other fluctuation-response relations based
on the knowledge of the steady-state probability distribution. As an example, we show that the nonequilibrium heat
capacity in general does not correspond to the correlation between the energy of the system and the heat flowing
into it. Rather, also nondissipative aspects are relevant in the nonequilibrium fluctuation-response relations.

DOI: 10.1103/PhysRevE.94.022144

I. INTRODUCTION

Understanding how a system responds to variations of
its parameters is one of the basic features of science. It
is well known that systems in thermodynamic equilibrium
when slightly perturbed find their way back to a new steady
regime by dissipation. The spontaneous correlations in the
unperturbed system between this transient entropic change
and an observable anticipates how that observable would react
to the actual perturbation. This is at the basis of the fluctuation-
dissipation theorem and of related response relations, which
hold in great generality in equilibrium [1,2].

Out of equilibrium, in contrast, there are multiple linear
response theories [2–4], some based on the manipulation
of the density of states [5–9], some on dynamical system
techniques for evolving observables [10–12], and some on
a path-weight approach for stochastic systems [13–17]. The
latter has revealed that entropy production is not sufficient for
understanding the linear response of nonequilibrium systems.

Within the linear response theory one finds recent ap-
proaches focusing on temperature perturbations [18–26],
which lead for instance to a formulation of nonequilibrium heat
capacity [19], a notion that should be useful for constructing
a steady-state thermodynamics [27–31]. The question is how
a system far from equilibrium reacts to a change of one or
many of its bath temperatures. For example, one could be
interested in the response to temperature variations of a glassy
system undergoing a relaxation process [32,33]. Alternatively,
a nonequilibrium steady state may be imposed by putting the
system in contact with two reservoirs at different temperatures
[34–36]. This is the case of an experiment recently realized
with a simple desktop electric circuit in which one resistor was
kept at room temperature while the other was maintained at a
lower temperature [34,35].

*baiesi@pd.infn.it
†yolcu@pd.infn.it

In this paper, we analyze the experiments of the thermally
unbalanced electric circuit [34,35]. The primary goal of this
work is to show how to apply in practice a fluctuation-response
relation [25,26] for computing the susceptibility of the system
to a change of one temperature. This is a stand-alone procedure
for predicting the thermal linear response of the system. Just
to validate its results, we compare them with an alternative
estimate of the susceptibility, which is introduced here to
exploit the knowledge of the steady-state data (which are
accessible for the simple system analyzed), used by us in
a reweighted form to replace the actual application of the
perturbation. This useful procedure constitutes a new result of
this work. We also show the connection of this reweighting
procedure with another fluctuation-response relation based on
the steady-state distribution, as put forward by Seifert and
Speck [8].

In the following section we describe the experimental setup,
then we recall the structure of the fluctuation-response relation
and we specialize it to our system. In Sec. IV we introduce the
reweighting procedure, and in Sec. V we show how to compute
a nonequilibrium version of the heat capacity. The conclusions
are followed by an appendix in which we recall in detail
the steps to compute the Gaussian steady-state distribution of
linear stable systems and we specify its form for the electrical
circuit.

II. EXPERIMENTAL SETUP

Our experimental setup is sketched in Fig. 1(a). It is con-
stituted by two resistors R1 and R2, which are kept at different
temperatures T1 and T2, respectively. These temperatures are
controlled by thermal baths, and T2 is kept fixed at 296 K
whereas T1 can be set at a value between 296 and 88 K by using
the stratified vapor above a liquid nitrogen bath. The coupling
capacitor C controls the electrical power exchanged between
the resistors and, as a consequence, the energy exchanged
between the two baths. No other coupling exists between the
two resistors, which are inside two separated screened boxes.
The quantities C1 and C2 are the capacitances of the circuits

2470-0045/2016/94(2)/022144(8) 022144-1 ©2016 American Physical Society
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FIG. 1. (a) Diagram of the circuit. The resistor R1 is kept at
temperature T1 while R2 is always at room temperature T2 = 296 K.
They are coupled via the capacitor C. The capacitors C1 and C2

account for the capacitance of the wiring, etc. The voltage generators
η1 and η2 represent thermal fluctuations of the voltage that the resistors
undergo. (b) Equivalent mechanical system with two Brownian
particles moving in fluids at different temperatures T1 and T2, but
trapped and coupled by harmonic springs.

and the cables. Two extremely-low-noise amplifiers A1 and
A2 [37] measure the voltage V1 and V2 across the resistors R1

and R2, respectively. All the relevant quantities considered in
this paper can be derived by the measurements of V1 and V2,
as discussed below. In particular, the relationships between the
measured voltages and the charges are

q1 = (V1 − V2)C + V1C1, (1)

q2 = (V1 − V2)C − V2C2. (2)

Assuming an initially neutral circuit, we denote by q1 the
charge that has flown through the resistor R1 into the node at
potential V1, and by q2 the charge that has flown through R2

out of the node at V2. By analyzing the circuit one finds that
the equations of motion for these charges are

R1q̇1 = −C2

X
q1 + C

X
(q2 − q1) + η1, (3a)

R2q̇2 = −C1

X
q2 + C

X
(q1 − q2) + η2, (3b)

where

X = CC1 + CC2 + C1C2, (4)

and ηi(t) is white noise satisfying 〈ηi(t)ηj (t ′)〉 =
2δij kBTiRiδ(t − t ′). Indeed, in Fig. 1(a) the two resistances
have been drawn with their associated thermal noise generators

TABLE I. Mapping between electrical quantities and mechanical
quantities. Note the inversion of indices for C2/X → κ1 and
C1/X → κ2.

Electrical Mechanical

q1 x1

q2 x2

1/R1 μ1 (mobility)
1/R2 μ2

C2/X κ1 (spring constant)
C1/X κ2

C/X κ

η1 and η2, whose power spectral densities are given by the
Nyquist formula |η̃m|2 = 4kBRmTm, with m = 1,2.

More details on the experimental setup can be found in
Refs. [34,35]. For the data used for the analysis discussed
in the following section, the values of the components are
C = 100 pF,C1 = 680 pF,C2 = 420 pF, and R1 = R2 =
10 M�. The longest characteristic time of the system is
Y = (C1 + C)R1 + (C2 + C)R2, which for the mentioned
parameter values is Y = 13 ms.

III. THERMAL RESPONSE

The system has N = 2 degrees of freedom. Equations (3)
can be mapped onto the mechanical system in Fig. 1(b)
involving two Brownian particles coupled by harmonic
springs,

ẋ1 = μ1F1(x) +
√

2μ1kBT1ξ1, (5a)

ẋ2 = μ2F2(x) +
√

2μ2kBT2ξ2. (5b)

Here, x = (x1,x2) are the two positions with xi = 0 when
the springs are at rest, T = (T1,T2) the temperatures, and the
(harmonic) forces F = (F1,F2) are derived from the potential

U (x) = 1
2

[
κ1x

2
1 + κ(x2 − x1)2 + κ2x

2
2

]
. (6)

The detailed mapping between the electrical and mechanical
models is summarized in Table I; for instance, the admittance
1/R1 is mapped to the mobility μ1. Again, each Gaussian
white noise ξj is uncorrelated from the other,

〈ξj (t)ξj ′ (t ′)〉 = δ(t − t ′)δjj ′ . (7)

This recasting in the form (5) allows us to use some recently
introduced thermal response formulas [25,26]. They predict
the linear response of an overdamped stochastic system with
additive noise, in general nonequilibrium conditions, when
the perturbation is a change of one or more temperatures. In
accordance with the presentation of that approach, we choose
natural units (kB = 1) in the following, taking temperatures to
have dimensions of energy.

The thermal susceptibility of a state observable O(x) is
defined as the response to a step variation T → � of the
set of temperatures, parametrized by a function θ (t) = 0 for
times t < 0 and θ (t) = θ constant for t � 0. In particular, with
indicators εi (1 � i � N ) that specify which temperatures
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receive the perturbation, here we write

� ≡ (T1 + ε1θ,T2 + ε2θ ). (8)

The susceptibility as a function of time t is then

χθ
O(t) = lim

θ→0

〈O(x(t))〉T ,� − 〈O(x(t))〉T ,T

θ
. (9)

In the averages 〈· · · 〉T ,T ′ , the first subscript T represents
the initial (t < 0) temperatures, while the second subscript
T ′ represents the temperatures under which the observed
dynamics (t � 0) takes place.

A recent fluctuation-response relation [25,26] expresses the
susceptibility (9) of the state observable O(x) as a sum,

χO(t) = S1 + S2 + K1 + K2, (10)

where the terms are

S1 = −
〈
O(t)

∑
i

εi

2T 2
i

∫ t

0
ẋi(t

′)Fi(t
′)dt ′

〉
, (11a)

S2 =
〈
O(t)

∑
i

εi

4T 2
i

N∑
j=1

(
Ti

Tj

− 1

) ∫ t

0
[xi ẋj ∂jFi](t

′)dt ′
〉
,

(11b)

K1 =
〈
O(t)

∑
i

εi

4T 2
i

∫ t

0

[
μiF

2
i + xiL

(Ti )Fi

]
(t ′)dt ′

〉
, (11c)

K2 = d

dt ′

〈
O(t)

∑
i

εi

8μiT
2
i

x2
i (t ′)

〉∣∣∣∣∣
t ′=t

t ′=0

, (11d)

with the shorthand ∂j = ∂/∂xj , and 〈· · · 〉 = 〈· · · 〉T ,T denoting
unperturbed averages which have an understood dependence
on the distribution ρ0(x(0)) at the time when the perturbation
is turned on. (Let us stress that the labels 1,2 of these S

and K terms have nothing to do with the index of the
resistors, particles, etc.) Integrals are in the Stratonovich sense,
hence in their discretized version one performs midpoint
averages, such as ẋ(t)F (t)dt → [x(t + dt) − x(t)] 1

2 [F (t +
dt) + F (t)]. (However, temperatures and mobilities do not
depend on the coordinates and the interpretation of the
stochastic equation is free.)

The term S1 is a standard correlation between observable
and entropy production, but it contains a prefactor 1/2 not
present in the equilibrium version (Kubo formula). The term S2

instead correlates the observable with another form of entropy
production and clearly it is relevant only if Tj �= Ti for some
(i,j ). The terms K1 and K2, previously called the frenetic
terms [3,20,24–26], instead correlate the observable with
time-symmetric aspects of the dynamics. These are necessarily
nondissipative in nature. In all cases it is understood that we
are dealing with quantities in excess due to the perturbation.
The generalized generator

L(Ti ) =
∑

j

Ti

Tj

[
μjFj (x)∂j + μjTj∂

2
j

]
(12)

was introduced to describe the evolution of the degrees of
freedom in terms of the j th thermal time as dictated by the ith

temperature (see Ref. [26] for more details). It differs from the
backward generator of the dynamics (5),

L =
N∑

j=1

[
μjFj (x)∂j + μjTj∂

2
j

]
, (13)

whose action on a state function inside an average is expressed
as d

dt
〈O(x(t))〉 = 〈LO(x(t))〉. The definition of a thermal time

permits us to recast Eq. (5) as isothermal dynamics. For
example, if i = 1 and hence T1 is taken as a reference, then
the thermal time τ2 = tT2/T1 yields for x2

dx2

dτ2
= T1

T2
μ2F2(x) +

√
2μ2kBT1ξ2(τ2), (14)

where the different intensity of the noise ξ2 (it has now T1

in the prefactor) is associated with a rescaling ∼T1/T2 of the
mechanical force F2.

In our analysis we work with experimental trajectory
data collected in steady states, where d

dt ′ 〈O(t)x2(t ′)〉 =
− d

dt
〈O(t)x2(t ′)〉 = −〈LO(t)x2(t ′)〉 for t � t ′. Hence we

rather use the alternative form

Ks
2 =

〈
LO(t)

∑
i

εi

8μiT
2
i

[
x2

i (0) − x2
i (t)

]〉
, (15)

because it is numerically more stable than K2 [26]. Since
in the given experimental setup it is natural to manipulate
T1 (while the room temperature T2 remains unperturbed),
we show examples with ε1 = 1 and ε2 = 0. This leads
to the susceptibility χO(t) being composed of the specific
terms

S1 = − 1

2T 2
1

〈
O(t)

∫ t

0
ẋ1(t ′)F1(t ′)dt ′

〉
, (16a)

S2 = 1

4T 2
1

〈
O(t)

(
T1

T2
− 1

) ∫ t

0
[x1ẋ2∂2F1](t ′)dt ′

〉
, (16b)

K1 = 1

4T 2
1

〈
O(t)

∫ t

0

[
μ1F

2
1 + x1L

(T1)F1
]
(t ′)dt ′

〉
, (16c)

K2 = 1

8μ1T
2

1

〈
LO(t)

[
x2

1 (0) − x2
1 (t)

]〉
, (16d)

with L(T1) = μ1[F1∂1 + T1∂
2
1 ] + μ2[ T1

T2
F2∂2 + T1∂

2
2 ]. Note

that we have dropped the superscript “s” from K2.
The susceptibility is found as the sum of these cor-

relations with fluctuating trajectory functionals, predicting
the susceptibility without actually performing perturbations.
Before showing examples, in the next section we describe
a second procedure aimed at computing the response in a
more direct way. The latter will then be compared with the
fluctuation-response results above.

IV. REWEIGHTING

In the analysis via the fluctuation-response relation exposed
in the previous section, we deal with experimental data
collected in steady states at various temperatures T = (T1,T2).
Next we show that the same data can be used to extract a
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form of the susceptibility that is equivalent to Eq. (9). This
means that we can bypass once again the step of the actual
perturbation of the system in the laboratory.

In the definition (9) what is not useful is that one average
is over trajectories under the perturbed �, while the other
is over unperturbed trajectories. In steady-state experiments,
trajectories of the former kind are not available. To sidestep
this, we find it convenient to consider the alternative formula1

χθ
O(t) = lim

θ→0

〈O(x(t))〉�,T − 〈O(x(t))〉�,�

−θ
, (17)

because with this form, we can reexpress both averages
above in terms of steady-state averages at T by the following
arguments.

First, take the steady-state average

〈O(x(t))〉�,� = 〈O(x)〉�,� =
∫

dxρ�(x)O(x) (18)

=
∫

dxρT (x)
ρ�(x)

ρT (x)
O(x)

=
〈
ρ�(x)

ρT (x)
O(x)

〉
T ,T

. (19)

Second, by denoting the probability measure of path [x] under
temperatures T by DxPT [x] [where PT [x] is the path weight,
given that it starts from x(0)], take the transient average

〈O(x(t))〉�,T =
∫

DxPT [x]ρ�(x(0))O(x(t)) (20)

=
∫

DxPT [x]ρT (x(0))
ρ�(x(0))

ρT (x(0))
O(x(t)) (21)

=
〈
ρ�(x(0))

ρT (x(0))
O(x(t))

〉
T ,T

. (22)

Thus, by this reweighting via stationary distributions, both
averages appearing in Eq. (17) have been reformulated as
steady-state averages at T , and the susceptibility becomes

χθ
O(t) = lim

θ→0

−1

θ

(〈
ρ�(x(0))

ρT (x(0))
O(x(t))

〉
T ,T

−
〈
ρ�(x)

ρT (x)
O(x)

〉
T ,T

)
. (23)

The second single-time average can be written at any instant of
time due to time-translation invariance. As such, substituting
the particular points x(0) or x(t), one obtains, respectively,

χθ
O(t) = lim

θ→0

−1

θ

〈
[O(x(t)) − O(x(0))]

ρ�(x(0))

ρT (x(0))

〉
, (24)

or

χθ
O(t) = lim

θ→0

1

θ

〈
O(x(t))

[
ρ�(x(t))

ρT (x(t))
− ρ�(x(0))

ρT (x(0))

]〉
. (25)

Again, 〈· · · 〉 means the steady state average 〈· · · 〉T ,T with
the available data. Both formulas can be used to extract the

1Equation (17) is a rewriting of Eq. (9) with T and � interchanged,
which is equivalent to Eq. (9) when the limit of T → � (i.e., θ → 0)
is taken.

response of the system to a step change of temperature(s)
performed at t = 0. In our analysis we chose to use Eq. (24).

It is interesting to connect these expressions with previous
response relations based on the knowledge of the steady-state
distribution. One notes that, in the limit θ → 0, the reweighting
factor

ρ�

ρT
	 ρT + θ∂θρ�

ρT
= 1 + θ∂θ ln ρ�. (26)

Substituting this limit, and dropping for simplicity the tem-
perature indices, the second expression (25) for susceptibility
above becomes

χO(t) = 〈O(x(t))[∂θ ln ρ(x(t)) − ∂θ ln ρ(x(0))]〉, (27)

implying that it comes from a response function [χO(t) =∫ t

0 dsRO(t − s)]

R(t − s) = d

ds
〈O(x(t))∂θ ln ρ(x(s))〉. (28)

Equivalently, defining the stochastic entropy I = − ln ρ,

R(t − s) = − d

ds
〈O(x(t))∂θI(x(s))〉, (29)

which is Seifert and Speck’s response formula [8] for steady
states, with the only difference being that θ carries a physical
dimension while usually the perturbation was expressed in
terms of a dimensionless parameter h.

While an analytical expression such as Eq. (29) is more
elegant than Eqs. (24) or (25), on the practical side the former
may be less convenient. First of all, an analytical expression
for the stationary distribution may not be known or calculable,
in which case it must be actually measured at two different
temperatures and the θ derivative will have to be performed
discretely, which is equivalent to using the expressions prior
to Eq. (26). Second, even if an analytical expression for the
stationary distribution is available (as it is for the present
system of interest; see details in the appendix), its θ derivative
might be too unwieldy to work with, from an implementation
point of view. A discrete approximation for the derivative, such
as Eq. (24), is simpler to handle. We have indeed followed this
path, by using analytical expressions for the distributions ρ�

and ρT , choosing � = (T1 + θ,T2) with θ = T1/100.

V. NONEQUILIBRIUM HEAT CAPACITY

In this section we show the analysis of experimental data,
which show that the fluctuation-response relation χO(t) =
S1 + S2 + K1 + K2 with terms listed in Eq. (16) can reliably
compute the susceptibility of the system. The knowledge of
the steady-state distribution allows us to use the formula intro-
duced in Eq. (24) and to compute the response independently.
The two versions turn out to yield results in good agreement
with each other.

The averages used to compute susceptibilities are per-
formed over trajectories that extend over ≈50 ms, with time
steps of length 
t = 1/8192 s ≈ 0.122 ms. Each trajectory
is extracted by choosing a different starting point from the
steady-state sampling. Three cases are considered, one in the
equilibrium condition T1 = T2 = 296 K (≈7 × 107 trajecto-
ries) and two far from equilibrium, T1 = 140 K (≈2.6 × 107

trajectories) and T1 = 88 K (≈4.6 × 107 trajectories).
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As an observable O(x)—where we recall that x =
(x1,x2) = (q1,q2)—we consider the total electrostatic energy
(6) of the system, in accord with the mapping of Table I
between electrical and mechanical quantities. The back-
ward generator acting on this observable, LO appearing in
Eq. (16d), becomes

LU (x) = κ1μ1[F1(x)x1 + T1] + κ2μ2[F2(x)x2 + T2]

+ κ
{
μ1[F1(x)(x1 − x2) + T1]

+ μ2[F2(x)(x2 − x1) + T2]
}
, (30)

where we recall that kB = 1 and temperatures have dimensions
of energy. The response of the energy to a change of
temperature becomes the nonequilibrium version of the heat
capacity if T1 �= T2 (a different definition of heat capacity
for nonequilibrium systems can be found in Ref. [19]). The
following analysis confirms that, in general, this heat capacity
cannot be computed only from the correlation between energy
and heat flowing into the system [19,20,24–26], unless this is
in equilibrium.

The susceptibility χU of the internal energy to a change
of T1 is shown in Fig. 2 as a function of time for the three
values of T1. It correctly converges to a constant value for
large times, although its single terms may be extensive in
time in nonequilibrium conditions. We have also an analytical
argument predicting that such a constant value should be 1/2.
It is based on recently proposed mesoscopic virial equations
[38]. For each degree of freedom i in an overdamped system
subject to multiple reservoirs, we have

−〈xiFi(x)〉 = Ti. (31)

In our system with quadratic potential energy this implies
〈U (x)〉 = T1/2 + T2/2 in a steady state. Therefore, it is
expected that the susceptibility χU (t) = ∂〈U 〉/∂T1 → 1/2 as
t → ∞. This is indeed observed in the top panel of Fig. 2,
where the steady state is an equilibrium state, with T1 = T2.
The asymptotic value of 1/2 for the susceptibility is also fairly
well reached by the data in the lower panels of Fig. 2; a possible
explanation of the slight disagreement is given in the next
paragraph. In equilibrium (top panel), K1 and S2 vanish while
K2 is equal to S1; that is, the response is given by twice S1. This
is essentially the Kubo formula, stating that, in equilibrium,
the response of an observable is given by its correlations with
the entropy produced in the environment (heat flow divided by
reservoir temperature), which is confirmed by the form (16a)
of S1. [The extra factor of 1/T1 in Eq. (16) has to do with the
units of susceptibility.] On the other hand, out of equilibrium,
the equality between S1 and K2 is lost in addition to K1 and
S2 no longer vanishing, as demonstrated by the two bottom
panels of Fig. 2: All the terms S1, S2, K1, and K2 of Eq. (16)
composing χO are all relevant. The correlation S1 between
the observable and the heat flow is not sufficient anymore
in nonequilibrium systems. The frenetic terms K1, K2 and the
new entropy production term S2 are also relevant for predicting
the nonequilibrium response.

While the susceptibility at equilibrium (T1 = T2) attains
the expected asymptotic value of 1/2 fairly closely, the
susceptibility out of equilibrium (T1 �= T2) seems to fall a bit
short. We argue that this has to do with the inevitable limitation
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FIG. 2. Response of the total energy U to a change of T1, for
equilibrium (T1 = 296 K = T2) and for nonequilibrium (T1 = 140 K
and T1 = 88 K). The susceptibility χU computed with the fluctuation-
response relation (10) and its terms S1, S2, K1, K2 are shown. The
susceptibility χθ

U computed with the reweighting formula (24) agrees
with χU .

on the time resolution of the trajectory measurements, since
numerical simulations of an equivalent system also exhibit the
same feature when the time discretization becomes coarse.
Indeed, the sampling interval in the experiments (≈0.1 ms) is
not much smaller than the dynamical timescale Y = 13 ms in
the circuit, which one can confirm visually from the plots in
Fig. 2. The reason why it is the nonequilibrium susceptibilities
which suffered more from this quantization error is likely
as follows: Out of equilibrium, trajectory functionals like
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entropy production are numerically larger than in equilibrium,
amplifying any error in the trajectory.

In all examples we also plot the susceptibility χθ
U computed

with Eq. (24). Clearly there is a very good agreement between
this estimate and χU for all times, including the deviation from
the asymptotic value 1/2 for large times. This suggests that
both approaches work well and corroborates our explanation
of the slight offset in the asymptotic value, as also χθ

U should
be affected by the time-step discretization.

VI. CONCLUSION

We have shown that experimental steady-state data can be
used to predict the thermal linear response of an electric circuit,
even if it works in a thermally unbalanced nonequilibrium
regime due to a cryogenic bath applied to one of the two
resistors. We have used a recent nonequilibrium response
relation for our analysis. This approach requires the knowledge
of the forces acting on each degree of freedom, an information
easily available in our case. The nonequilibrium version of
the heat capacity provides a simple demonstration of the fact
that, in general, one cannot expect to predict the response
of the energy to thermal variations just from the unperturbed
correlations between energy and fluctuating heat flows, as one
would do by using the standard fluctuation-dissipation theorem
for equilibrium systems. Also, nondissipative aspects play a
crucial role: The response includes correlations between the
observable and the so-called frenesy of the system [3,4], which
is a measure of how frantically the system wanders about
in phase space. Our example of generalized heat capacity,
in terms of the response of the total energy of the system,
is relevant in the context of steady-state thermodynamics
[27–31]. Other definitions of heat capacity are possible; for
example, in terms of excess heat flow with respect to the
housekeeping heat flow [19].

To have a comparison with an independent method for
computing the susceptibility, we also introduced a reweighting
procedure that has the advantage of needing no more than
the same steady-state data. The second method estimates
the susceptibility of the system in a more direct sense;
namely, mimicking actual finite perturbations of the system.
This procedure is simple to implement and is related to a
linear response formula also based on the knowledge of the
steady-state distribution.

APPENDIX: GAUSSIAN STEADY-STATE DISTRIBUTIONS

We review the procedure used to obtain the steady-state
distribution for linear overdamped stochastic systems with
additive noise.

Consider a process given by the stochastic differential
equation

ẋ = −Ax +
√

2Dξ , (A1)

with ξ being N -dimensional uncorrelated noise and x be-
ing the N -dimensional state. Here, A and D are N × N

positive-definite constant matrices. The ensemble current
corresponding to these degrees of freedom follows as

J = −ρAx − D∇ρ, (A2)

with the Fokker–Planck equation ∂tρ + ∇ · J = 0. Thus,
stationarity implies (index notation hereafter)

0 = −∂iJi (A3)

= ∂i(ρAijxj ) + Dij∂i∂jρ (A4)

= ρAii + Aijxj ∂iρ + Dij∂i∂jρ. (A5)

Clearly, an exponential quadratic form would satisfy this
equation and the ansatz

ρ(x) =
√

det G

(2π )N
e− 1

2 xiGij xj , (A6)

with G positive definite, yields

0 = Aii − AijxjGikxk + Dij (GikxkGjlxl − Gij ) (A7)

= Aii − DijGij − xkxl(AilGik − GikDijGjl). (A8)

By using the symmetry of Gij and matrix notation, this can be
rewritten as

Tr(A − DG) = x†(GA − GDG)x. (A9)

Since this is supposed to hold for any x, both sides must
vanish. For the right-hand side, this implies that the matrix
GA − GDG is skew symmetric, which means that it has
vanishing symmetric part,

GA + A†G = 2GDG, (A10)

or, equivalently,

AG−1 + G−1A† = 2D. (A11)

The left-hand side of Eq. (A9) also vanishes, as required, when
a Gij satisfying Eq. (A11) is found.

Being a linear equation in the unknown entries of G−1, one
can imagine rewriting Eq. (A11) so as to treat those unknowns
as a vector (likewise the right-hand side), and afterwards
inverting the matrix equation. This is achieved by resorting
to the Kronecker product, denoted by ⊗, and a “vectorization”
operation, denoted as “vec,” which amounts to stacking the
columns of a matrix into a single column. Equation (A11) is
recast in the form

(I ⊗ A + A ⊗ I ) vec G−1 = 2 vec D. (A12)

Hence we find G−1 via

vec G−1 = 2(I ⊗ A + A ⊗ I )−1 vec D (A13)

followed by an “un-vec,” i.e., a procedure reverting back from
vectorized matrices to actual ones.

Circuit experiments

In the electric circuit experiments, the equation of motion
for the charges is of the form

q̇ = −R−1C−1q + R−1
√

2RT ξ , (A14)
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where

C =
[
C + C1 C

C C + C2

]
, (A15)

C−1 = 1

X

[
C + C2 −C

−C C + C1

]
, (A16)

R =
[
R1 0
0 R2

]
, (A17)

T =
[
T1 0
0 T2

]
(A18)

[X = det C was defined in Eq. (4)]. Thus, we identify
A = R−1C−1 and D = R−1T . Through Eq. (A13) and invert-
ing the resulting matrix G, we have

G = Y

Z

[
g11 g12

g21 g22

]
, (A19)

with

Y = R1R2(det C)(Tr A)

= (C + C1)R1 + (C + C2)R2, (A20)

Z = X[Y 2T1T2 + R1R2C
2(T1 − T2)2], (A21)

and

g11 = T2Y (C + C2) + (T1 − T2)R1C
2, (A22)

g12 = −(C + C1)CR1T1 − (C + C2)CR2T2, (A23)

g21 = g12, (A24)

g22 = T1Y (C + C1) + (T2 − T1)R2C
2. (A25)

We have thus all the elements for computing the steady-
state distribution (A6) analytically at any combination of
temperatures T1, T2.
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capacity in nonequilibrium steady states, Europhys. Lett. 96,
40001 (2011).

[20] M. Baiesi, U. Basu, and C. Maes, Thermal response in driven
diffusive systems, Eur. Phys. J. B 87, 277 (2014).

[21] K. Brandner, K. Saito, and U. Seifert, Thermodynamics of
Micro- and Nano-Systems Driven by Periodic Temperature
Variations, Phys. Rev. X 5, 031019 (2015).

[22] I. J. Ford, Z. P. L. Laker, and H. J. Charlesworth, Stochastic
entropy production arising from nonstationary thermal transport,
Phys. Rev. E 92, 042108 (2015).

[23] K. Proesmans, B. Cleuren, and C. Van den Broeck, Linear
stochastic thermodynamics for periodically driven systems,
J. Stat. Mech. (2016) 023202.

[24] C. Yolcu and M. Baiesi, Linear response of hydrodynamically-
coupled particles under a nonequilibrium reservoir, J. Stat.
Mech. (2016) 033209.

[25] G. Falasco and M. Baiesi, Temperature response in nonequilib-
rium stochastic systems, Europhys. Lett. 113, 20005 (2016).

[26] G. Falasco and M. Baiesi, Nonequilibrium temperature response
for stochastic overdamped systems, New J. Phys. 18, 043039
(2016).

[27] K. Sekimoto, Microscopic heat from the energetics of stochastic
phenomena, Phys. Rev. E 76, 060103(R) (2007).

022144-7



BAIESI, CILIBERTO, FALASCO, AND YOLCU PHYSICAL REVIEW E 94, 022144 (2016)

[28] T. Sagawa and H. Hayakawa, Geometrical expression of excess
entropy production, Phys. Rev. E 84, 051110 (2011).

[29] L. Bertini, D. Gabrielli, G. Jona-Lasinio, and C. Landim, Clau-
sius Inequality and Optimality of Quasistatic Transformations
for Nonequilibrium Stationary States, Phys. Rev. Lett. 110,
020601 (2013).
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We set up a mesoscopic theory for interacting Brownian particles embedded in a nonequilibrium environment,
starting from the microscopic interacting many-body theory. Using nonequilibrium linear-response theory, we
characterize the effective dynamical interactions on the mesoscopic scale and the statistics of the nonequilibrium
environmental noise, arising upon integrating out the fast degrees of freedom. As hallmarks of nonequilibrium,
the breakdown of the fluctuation-dissipation and action-reaction relations for Brownian degrees of freedom is
exemplified with two prototypical models for the environment, namely active Brownian particles and stirred
colloids.

DOI: 10.1103/PhysRevE.94.062139

I. INTRODUCTION

The notion of Brownian motion refers to the thermal
fluctuations of some mesoscopic particles in contact with
a bath of smaller particles. Colloidal beads dissolved in a
simple fluid are the historical paradigm. But the concept
generalizes to any slow mesoscopic degrees of freedom in
contact with a bath of fast microscopic degrees of freedom.
In fact, there are wide-ranging applications of the basic theme
outside the realm of physics [1]. The essential feature is a
scale separation between the Brownian and bath degrees of
freedom that allows for some systematic coarse-graining of
an otherwise intractable many-body system. A convenient
approach to formalize this seminal insight is via (generalized)
Langevin equations, which can be formulated for a wide
variety of phenomena and have helped to rationalize a range
of interesting phenomena from long-time tails [2] to critical
fluctuations [3]. They have therefore become a prevalent tool in
the quantitative description of soft matter and, more generally,
noisy systems.

Even though there exist systematic derivations of such
mesoscopic equations of motion from an underlying micro-
scopic many-body Hamiltonian through the elimination of the
fast degrees of freedom [4–6], one eventually typically appeals
to equilibrium statistical mechanics in order to make the formal
expressions practically useful. Namely, to bypass the explicit
solution of the microscopic dynamic equations, the “noise”
fluctuations that agitate the mesoscopic degrees of freedom are
assigned a weight in accordance with Boltzmann’s principle
[7]. By construction, their correlations then satisfy detailed
balance in the form of a fluctuation-dissipation theorem (FDT)
[8]. This implies, in particular, that they induce mesoscopic
correlations in accordance with equipartition. Moreover, the
average mesoscopic dynamics is found to be a gradient flow
in a convex free-energy landscape. Being derived by such a
(thermodynamic) potential, the mean effective interactions of
the Brownian degrees of freedom themselves obey the action-
reaction principle. In other words, in equilibrium stochastic
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†klaus.kroy@itp.uni-leipzig.de
‡falasco@itp.uni-leipzig.de

thermodynamics, the symmetries holding on the microscopic
level can essentially be lifted up to the mesoscopic scale. The
theory remains valid even when some of these mesoscopic
degrees of freedom are externally driven out of equilibrium,
as long as local detailed balance persists [9,10], i.e., under
the assumption that the source of nonequilibrium does not
appreciably affect the (many) bath degrees of freedom. For
this reason, the concept of a Brownian scale separation, as
embodied in the Langevin equation, has played a central role in
the development of a framework of stochastic thermodynamics
that reaches out to conditions far from equilibrium [11,12]
and in the study of nonequilibrium fluctuation and work
relations [13].

In contrast, none of the above symmetry properties gen-
erally survives on the Brownian scale if the bath itself is
driven out of equilibrium. Not only is the detailed balance
of the Brownian degrees of freedom then lost, but also
equipartition gives way to a more complex energy partition
rule [14], stochastic forces are no longer of gradient-type
[15], and the action-reaction principle is violated [16]. In
soft matter physics, one finds many examples for interacting
probes in nonequilibrium baths. One may naturally think of a
suspension of colloids immersed in a nonequilibrium solvent,
such as a sheared fluid [17]; a granular [18], glassy [19],
or active-particle suspension [20]; or even the cytoplasm of
a living cell [21]. It would certainly be of great interest
to establish a self-contained coarse-grained description for
the colloids in such situations. Yet, the usual equilibrium
arguments invoked in the construction of a coarse-grained
Langevin description are not any more applicable. So the
reduced stochastic description (assuming it still exists) must be
found by other means, in the worst case by explicitly integrating
out the dynamics of the nonequilibrium environment. It should
go without saying that, for scientifically or technologically
interesting systems, this is almost always an impossible task.

There is thus great interest in defining suitable conditions
and finding general approximate methods [22,23] that allow
for reliable and useful predictions on the Brownian scale, even
if the microscopic degrees of freedom of the environment
are driven far from equilibrium. Among other things, such
methods should enable us to infer the key properties of the
nonequilibrium environment from the observed mesoscopic
dynamics. Ideally, they should moreover help to unravel the
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formal structure of the coarse graining, such that we can iden-
tify the mechanisms underlying the emergent violations of the
detailed-balance and action-reaction principles, which are not
always straightforwardly discernible on the mesoscopic scale.
Finally, this would allow the logical chain of arguments used
to infer environmental conditions from Brownian dynamics
to be reversed, namely to tailor some desired mesoscopic
properties by a fine-tuning of the nonequilibrium driving of
the microstatistics of the environment, with some obvious
technological implications.

A good candidate for such an approximate method for
bypassing the integration of the microscopic dynamics is
suggested by the theory of Brownian motion itself. If the “fast”
bath degrees of freedom of some Brownian system themselves
admit a coarse-grained description by a mesoscopically driven
(generalized) Langevin theory routed in its own equilibrium
bath, the resulting theory fulfills all of the above requirements.
An example for a successful implementation of such a
scheme is provided by the theory of nonequilibrium fluctuating
hydrodynamics [24], on which theories of Brownian dynamics
in nonequilibrium baths can be based [25,26].

In the following, we pursue this idea in a slightly more
abstract and fully particle-based framework, i.e., without
appealing to a hydrodynamic limit for the environment degrees
of freedom. We do assume, instead, that the environment is
made up of some sort of particles that evolve according to
some driven Markovian stochastic dynamics enjoying local
detail balance. In contrast to standard Brownian dynamics, we
thus do not require a direct buffering of the probe degrees
of freedom by some equilibrium thermal reservoir but only
an indirect one, mediated by the nonequilibrium environment
(cf. Fig. 1). Technically, we employ nonequilibrium linear-
response theory [27–35] to derive a Langevin equation for
the interacting probe particles that we assume to be weakly
coupled to the interacting many-body system acting as the
environment. Following [36,37], we then go beyond a merely
static description that would only account for systematic probe
interactions induced by the nonequilibrium environment, such
as nonequilibrium depletion forces [38,39]. We explicitly

FIG. 1. Schematic representation of the three-level scheme em-
ployed by our theory: the probes (blue) representing the system
are embedded in a nonequilibrium environment, e.g., a fluid of
smaller driven particles (red), which are in contact with a stochastic
equilibrium thermal bath (light blue).

look for the fluctuations of such induced forces around their
average values. In Sec. II, we obtain formal expressions for
these fluctuating forces, the friction, and the noise statistics.
When the driving is off, we retrieve the expected detailed
balance condition connecting the noise correlation to the
friction memory kernel. But we can also analyze how this
relation changes when the environment is driven (far) out of
equilibrium and quantify the violations of detailed balance
and the reciprocal relations in terms of both excess dynamical
activity [40–43] and probability currents. The latter result
in the lack of an action-reaction principle for the induced
probe interactions [16,17,44,45]. Section III exemplifies the
theoretical scheme with the help of two paradigmatic examples
that can explicitly be worked out. First, we treat analytically
a single probe linearly coupled to a fluid of self-propelled
particles. This toy model clearly displays the breakdown of
detailed balance and allows us to touch on the scope of
the notion of effective temperature. Secondly, we employ
Brownian dynamics simulations to analyze the effective
friction forces induced between two probes suspended in a
driven fluid. The numerical evaluation of our general analytic
expressions for the time-dependent friction matrix nicely
reveals the expected violations of the action-reaction principle,
as well as the possible appearance of negative mobility. Finally,
in Sec. IV, we conclude with a summary and an outlook.

II. GENERAL THEORY

We consider a d-dimensional system made up of M probe
particles, with mass mi and positions Qi , which interact with
an environment composed of N � 1 degrees of freedom
denoted xk . The environment is in contact with an equilibrium
bath at inverse temperature β. The probes obey Newton’s
equation of motion,

miQ̈i = Ki(Qi) + gi({xk},Qi), (1)

where gi ≡ −λ∂Qi
Ui({xk},Qi) is the interaction force between

the probe i and the environment, with λ a small dimensionless
parameter. All the other forces are incorporated in K , which
are (optional) direct interactions between the probes and
additional external ones. Their specific form is irrelevant in the
following. They are only required to be sufficiently confining
so as to allow for a unique stationary state. Throughout the text,
we use the shorthand {. . .k} to denote the entire set of degrees of
freedom labeled by k. We assume that the environment evolves
according to a Markovian stochastic dynamics, enjoying local
detail balance. Hence, with respect to standard approaches,
we lift such a condition from the dynamics of the system to
that of the environment. For concreteness, we can think of the
overdamped Langevin equations

ẋk = μF − λμ

M∑
i=1

∂xk
Ui +

√
2μ/βξk. (2)

Here F ({xk}) consists of interparticle potential forces
−∂xk

V ({xk}), and external ones that may contain a nonpotential
driving f ({xk}) setting the environment out of equilibrium. The
ξ ’s are centered Gaussian noises, white and uncorrelated.

Let {Yi} be the set of average positions around which the
probes fluctuate as a consequence of the interactions with the
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environment. Here we are concerned with the fluctuations
induced by the presence of the environment, for which we
seek a reduced description. Namely, we aim at integrating
out of (1) the environment coordinates by averaging the
probe-environment coupling with the appropriate distribution
for xk . We expect noise and friction to emerge in this process,
together with indirect forces between the probes, mediated by
the environment. Toward that end, we rewrite Eq. (1) as

miQ̈i = Ki + 〈gi〉 + ηi, (3)

where we split the environment-probe coupling into a system-
atic part 〈gi〉 and a random contribution ηi ≡ gi − 〈gi〉. The
former is defined as the mean force exerted by the environment
on probe i, and it reads

〈gi({xk},Qi)〉≡
∫

d{xk}gi({xk},Qi)ρ({xk}|{Qi}), (4)

with ρ({xk}|{Qi}) the probability density of the environment
conditioned by the probes being in positions {Qi}. We
work under the usual assumptions made in the derivation
of Langevin equations, i.e., a small variation of the probe
momentum after a single particle-probe interaction (large
mass difference), and a weak coupling between probes and
environment. Under these conditions, the fluctuations of probe
i around the preferred state Yi are small, and its force on the
whole environment can be expanded to linear order in the
displacement from Yi :

λ

N∑
k=1

∂xk
Ui = λ

N∑
k=1

∂xk
Ui

∣∣∣∣
Qi=Yi

− [Qi(t) − Yi]
N∑

k=1

∂xk
gi

∣∣∣∣
Qi=Yi

. (5)

Here it is useful to regard gi as an external potential
perturbing the environment, modulated in time via the protocol
Qi(t) − Yi . In view of (5), it is then natural to express the
conditional average (4) in terms of unperturbed averages
〈· · · 〉0, corresponding to all probes sitting in the mean positions
{Yi}. To do so, we make use of the response theory for
perturbations about nonequilibrium states. The linear-response
formula in general reads [46]

〈A(t)〉 = 〈A(t)〉0 + β

2

∑
j

∫ t

t0

ds hj (s)

×
(

d

ds
〈Bj (s); A(t)〉0 − 〈LBj (s); A(t)〉0

)
, (6)

where A is the observable of interest, and Bj are the
perturbation potentials switched on at time t0 and modulated
in time through the protocol hj (s). The operator L and
the average 〈. . . ; . . . 〉0 stand for, respectively, the backward
generator of the unperturbed dynamics and the connected
average with respect to it. In (6) the first integrand is the usual
correlation of the observable with the entropy production, as
appears in the Kubo formula. The second one is a frenetic
contribution that contains the excess dynamical activity, LBj ,
caused by the perturbation. In equilibrium, they make equal

contributions [34]:

d

ds
〈Bj (s); Ai(t)〉eq = −〈LBj (s); Ai(t)〉eq. (7)

Here we are interested in the response of gi({xk},Qi) to the
perturbations in (5). Hence, with the identifications A = gi ,
Bj = gj , and hj = Qj − Yj , (6) becomes

〈gi(t)〉 = 〈gi〉0 +
M∑

j=1

β

2

∫ t

t0

ds[Qj (s) − Yj ]

×
[

d

ds
〈gj (s); gi(t)〉0 − 〈Lgj (s); gi(t)〉0

]
, (8)

where L, the backward generator of the unperturbed dynamics
of the environment, reads for (2)

L = μ

N∑
k=1

⎡
⎣Fk∂xk

− λ

M∑
i=1

∂xk
Ui

∣∣∣∣∣
Qi=Yi

∂xk
+ 1

β
∂2
xk

⎤
⎦. (9)

The summands in (8) are the forces due to the linearized
fluctuations of the probes around their preferred states.
Assuming that the environment was put in contact with the
probes at time t0 = −∞, so that no correlation with the initial
conditions is retained, an integration by parts yields

〈gi(t)〉 = 〈gi〉0 +
M∑

j=1

[
Gij (t) −

∫ t

−∞
ds ζij (t − s)Q̇i(s)

]
.

(10)

Here we defined the memory kernel

ζij (t − s) ≡ β

2

(
〈gj (s); gi(t)〉0 −

∫ s

−∞
du〈Lgj (u); gi(t)〉0

)
,

(11)

which enters both the friction and the statistical forces
mediated by the environment,

Gij (t) ≡ [Qj (t) − Yj ]ζij (0), (12)

including the “self-interaction” (i = j ) and the forces between
different probes (i �= j ).

Equation (12) establishes the connection between the
friction kernel and the fluctuating statistical force, namely

∂Qj
Gij = ζij (0). (13)

For i �= j , Eq. (13) relates environment-mediated interactions
to cross-friction between probes. It was proposed by De Bacco
et al. [47] for equilibrium systems arguing on the basis of
Onsager’s regression principle. Here we gave a formal proof of
this relation that extends its validity to nonequilibrium states.

In equilibrium, where averages are denoted 〈· · · 〉eq, the
frenetic contribution can be eliminated in favor of the entropic
term according to (7),

〈gj (s); gi(t)〉eq = −
∫ s

−∞
du〈Lgj (u); gi(t)〉eq. (14)

We thus retrieve that the friction kernel is a symmetric matrix,

ζij (t − s) = β〈gj (s); gi(t)〉eq = ζji(t − s), (15)

062139-3



STEFANO STEFFENONI, KLAUS KROY, AND GIANMARIA FALASCO PHYSICAL REVIEW E 94, 062139 (2016)

since correlations are functions of |t − s| only, thanks to
time-reversal invariance. The symmetry (15) translates into the
condition ∂Gij /∂Qj = ∂Gji/∂Qi , which suffices to make gi

derive from an effective (thermodynamic) potential F({Qi}).
That such a potential is the Helmholtz free energy of the
environment,

F ≡ − 1

β
ln

∫
d{xk}e−β(λ

∑N
i=1 Ui+V ), (16)

is easily seen by introducing the Boltzmann factor in (4):

〈gi〉eq = −
∫

d{xk}λ∂Qi
Ui e

−β(
∑N

i=1 Ui+V −F)

= 1

β
eβF∂Qi

∫
d{xk}e−β(λ

∑N
i=1 Ui+V )

= 1

β
eβF∂Qi

e−βF = −∂Qi
F . (17)

This ensues the action-reaction principle for the fluctuating
forces among probes. Contrarily, when the environment is
driven away from equilibrium, (14) is not applicable in general,
as frenetic and entropic terms remain distinct. Hence the
reciprocal relations are not satisfied, ζij �= ζji , which implies
that the action-reaction symmetry is broken.

Now we turn to the random part of the interaction,

ηi ≡ gi({xk},Qi) − 〈gi({xk},Qi)〉. (18)

It has zero mean by definition, and its two-times correlation
is obtained again by application of the response formula (6),
with A = gigj ,

〈ηi(t)ηj (s)〉 = 〈gi({xk(t)},Qi(t)); gj ({xk(s)},Qj (s))〉
� 〈gi(t); gj (s)〉0. (19)

The weak-coupling approximation allowed us to drop higher
orders in λ, so that (19) simplifies to

〈ηi(t)ηj (s)〉 = 2

β
ζij (t − s) +

∫ s

−∞
du

〈
Lgj (u); gi(t)

〉0
. (20)

In general, the noise correlation depends explicitly on the
excess dynamical activity of the environment, Lgi . Yet, in
equilibrium, exploiting again the equality of the frenetic and
entropic term, (20) reduces to the FDT,

〈ηi(t)ηj (s)〉eq = 1

β
ζij (t − s). (21)

Out of equilibrium (20) cannot be simplified further in general,
and the FDT (21) is evidently broken, resulting in asymmetric
noise cross-correlations. Such violation of the FDT appears
more transparent if (20) is written in terms of the state velocity
of the environment, i.e., the vector

v({xk},{Qi}) ≡ j ({xk},{Qi})
ρ0({xk}|{Qi}) , (22)

with j the probability current of the environment, which
vanishes identically in equilibrium. Even though it could be
experimentally estimated [48–52], it has been analytically
solved only in a few simple situations in which the stationary
distribution is known [28,32,53]. From the identity L =
L∗ + 2v · ∇ [28,46,54], where ∇ is the vector of partial

derivatives ∂xk
, and L∗ is the adjoint of L—the forward

generator of the dynamics of the environment—one can easily
prove that

〈Lgi(u); gj (t)〉0 = − d

du
〈gj (u); gi(t)〉0

+ 2〈v · ∇gj (u); gi(t)〉0. (23)

Using Eqs. (11), (20), and (23), the broken FDT reads

〈ηi(t)ηj (s)〉 = 1

β
ζij (t − s) +

∫ s

−∞
du〈v · ∇gj (u); gi(t)〉0,

(24)

where the deviation from the equilibrium Kubo formula
appears explicitly.

In general, the noise (18) will not be Gaussian, and thus
the two-times correlation is not enough to fully characterize
its statistics. Higher moments can be calculated with the same
procedure, though, by successive application of the response
formula (6) together with the weak-coupling assumption.

Finally, we note that the restriction of time-independent
mean states {Yi} can be easily lifted. If, instead, mean
time-dependent trajectories {Yi(t)} are taken, our approach
still holds with the caveat that the perturbation potentials,
gi({xk},Yi(s)), now carry an explicit time dependence via Yi(t)
[cf. Eq. (5)]. An extension of the response formula (6) needs to
be applied [55], which features {Yi(t)} as a quasistatic protocol,
but the remaining procedure is very analogous. Therefore, the
theory naturally extends to probes that are, e.g., acted upon by
external time-dependent forces, or in direct contact with the
equilibrium bath, as well as with the environment.

III. EXAMPLES

In this section, we present two explicative examples. First,
we consider a single probe coupled linearly to a fluid of non-
interacting self-propelled particles. Equations (11) and (20)
are calculated analytically and used to show the breakdown
of (21). Second, we show how to extract from Brownian
simulations the friction memory kernel of two confined
probes immersed in a stirred fluid. We prove numerically the
breakdown of the reciprocal relations, that is, the violation
of the action-reaction principle for the fluid-mediated forces
between the probes.

A. One probe in an active fluid

We consider a two-dimensional system (d = 2) in which a
single probe under harmonic confinement,

K(t) = − κQ[Q(t) − Y ], (25)

interacts via a harmonic potential U (strength constant κ) with
an environment of active Brownian particles [56]. The latter
are not mutually interacting but (internally) driven so that they
display a drift velocity of constant magnitude v0 pointing along
the random particle orientation nk(t), i.e.,

μF ({xk}) = v0nk(t). (26)

Due to rotational Brownian motion, the unit vector nk(t)
diffuses with a persistence time Dr [57]:

〈nk(t)nk′(s)〉 = δkk′ e−Dr |t−s|. (27)
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Therefore, (2) takes the simple form of an Ornstein-Uhlenbeck
process with an additional stochastic drift [58]. Thanks to the
linearity of the system, the systematic part of the interaction,

〈g〉 = −λκ

N∑
k=1

(Q − 〈xk〉), (28)

as well as the stochastic part,

η = −λκ

N∑
k=1

(〈xk〉 − xk), (29)

can be expressed analytically in terms of Q and Y only. Indeed,
the terms in the large square brackets in (8), corresponding to
the response function to a constant force,

Nβλ2κ2

2

[
d

ds
〈xk(s); xk(t)〉0 − v0〈nk(s); xk(t)〉0

+ λκμ〈xk(s); xk(t)〉0

]
, (30)

contain simple correlation functions of the unperturbed
Ornstein-Uhlenbeck steady state. From (11) we thus obtain
the friction kernel

ζ (t − s) = Nλκe−λκμ(t−s), (31)

showing that dissipation happens on the characteristic time
scale that it takes the active particles to relax in the coupling
potential U . In contrast, the energy input due to the noise (29)
is found to occur on multiple time scales,

〈η(s)η(t)〉 = 1

β
ζ (t − s) + 1

2

Nλκv2
0

(λκμ)2 − D2
r

×
[
λκe−Dr (t−s) − Dr

μ
e−λκμ(t−s)

]
. (32)

The disparity of the time scales for noise and friction entails
the breakdown of the FDT, as predicted by (20). One may try
to mend it by introducing an effective temperature [59] via

βTeff(τ ) = 1 + βv2
0

2μDr

(
1 − λκμ

Dr

e−Drτ

)
+ O(λ2). (33)

Thereby, the FDT (21) is formally restored, albeit with the
time-dependent function Teff(τ ) replacing the constant bath
temperature 1/β.

The deviation from equilibrium is seen to be governed by
the two dimensionless numbers βv2

0/2μDr and λκμ/Dr . For
λκμ/Dr → 0, the temperature renormalization becomes time-
independent and independent of the weak-coupling parameter
λ—it thus acquires the status of thermodynamic temperature.
One can then be justified in saying that the probe acts as an ideal
measurement device for the constant effective temperature

Teff ∼ β−1 + v2
0

2μDr

(34)

of the active fluid itself, which coincides with the known value
for a suspension of free active particles [60,61]. The strength
of the temperature renormalization is controlled by the Peclét
number v0(μDr/β)−1/2 that weighs the relative importance

of ballistic versus (translational and rotational) diffusive
motion [62].

To first order in λ, Eq. (33) exhibits a crossover from a short-
time temperature to a long-time temperature. Moreover, Teff

can no longer be interpreted as a property of the particle bath
alone, but it characterizes its interaction with the embedded
probe. In fact, the ratio λκμ/Dr can be interpreted as a
measure for the interference of the coupling potential with
the persistence of the active particle motion. We expect this
particular feature to carry over to more general (strongly
interacting) systems, where it would not be accessible within
the weak-coupling formalism, however. The physical picture
is that the apparent thermalization at the constant effective
temperature (34) takes some finite time to happen. In our
toy model, this “equilibration time” is given by the rotational
diffusion time of the active particles, i.e., the active motion
of the bath particles can only be subsumed into an enhanced
fluid temperature once it has lost its orientational persistence.
This very plausible condition has been pointed out before
(e.g., in [63]), albeit not for the time domain. If (32) is
extrapolated to values of the dimensionless coupling strength
on the order of 1, the temporal growth of the corresponding
effective temperature takes the form

βTeff(τ )
λκμ≈Dr≈ 1 + βv2

0

4μDr

(1 + τDr ). (35)

It may tentatively be interpreted as an indication of the
onset of strong interactions and collective effects, such as a
clustering of the bath particles around the probe, which would
entail a progressive heating of the probe. While quantitatively
inaccessible to the weak-coupling formalism, corresponding
observations have indeed been made in numerical simulations
[60,64].

Summing up, we arrived at the generalized Langevin
equation for the probe,

MQ̈(t) = − κ[Q(t) − Y ] −
∫ t

−∞
ds ζ (t − s)Q̇(s) + η(t),

(36)

where the friction memory kernel and the noise covariance are
given by (31) and (32), respectively. Note that, since nk is not
Gaussian in general, (29) is not Gaussian either. Nevertheless,
in view of the central limit theorem, the probability distribution
of η converges to a normal one for N � 1, {xk} being
independent identically distributed random variables.

B. Two probes in a stirred fluid

We consider a one-dimensional system (d = 1) consisting
of M = 2 probes under harmonic confinement and N = 100
fluid particles moving freely in a periodic domain xk ∈ [0,L],
as sketched in Fig. 2. The fluid is driven out of equilibrium by
an external constant force f that induces a net particle current j
thanks to the periodic boundary conditions. The fluid particles
interact (mutually and with the probes) through the same soft
repulsive potential V ≡ U , such that they experience the total
force

Fk = f −
N∑

k′=1

∂Vk′(xk,xk′)

∂xk

. (37)
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FIG. 2. Schematic illustration of the simulated system, composed
of N + 2 soft spheres in one spatial dimension with periodic
boundary conditions. The probes (blue) have average positions
Yi ∼ Y ∗

i + j
∫ τ

0 dτ ζii(τ )/κQi
resulting from the balance of the drag

force due to the steady current j of fluid particles (red) and to
the harmonic confinement with minimum in Y ∗

i and stiffness κQi

(i = 1,2).

In the following, we present results obtained by using the
Gaussian potential

Vk′(xk,x
′
k) = e

− 1
2σ2 (xk−xk′ )2

, (38)

but we have checked numerically that anharmonic potentials
lead to qualitatively similar results. In particular, we have
calculated the time-dependent entries of the friction kernel
ζij from formula (11) for various values of the external driving
f . This was done by letting the fluid relax from an initial
uniform density, fixing the probes in their preferred positions
Yi , and then performing the steady-state averages in (11) over
2 × 104 independent simulation runs of duration T = 103.

For f → 0, equilibrium conditions are recovered. The
diagonal elements ζii of the friction kernel are positive and
exhibit a monotonic time dependence. The two off-diagonal
elements ζ12 and ζ21, which quantify the mutual frictional
forces between the probes, coincide. As expected, they are
negative and decay to zero at late times. Their negative sign can
be understood on the basis of global momentum conservation.
For example, consider the drag force that probe 1 exerts on
probe 2,

F
drag
1→2 = −

∫ t

−∞
ds ζ21(t − s)Q̇1(s).

It is easy to convince oneself that, given the configuration
sketched in Fig. 2, a positive velocity Q̇1 will on average
cause a positive displacement of the fluid particles surrounding
probe 1. Such perturbation spreads along the coordinate axis
reaching probe 2, ultimately resulting in a positive momentum
transfer F

drag
1→2 > 0. This suggests that ζ21 � 0 for all times.

In contrast, with increasing nonequilibrium force f > 0,
we observe a qualitative modification of the diagonal and
nondiagonal elements of ζij , as exemplified in Figs. 3 and
4, respectively. The diagonal elements ζii develop a non-
monotonic time dependence and eventually turn negative.
Physically, this corresponds to a viscoelastic recoiling of
the individual probe particles. A more dramatic, genuinely
nonequilibrium effect is found for the off-diagonal elements
ζi �=j . As revealed by Fig. 4, the presence of a nonequilibrium
flux in the bath breaks the symmetry of the friction matrix so
that ζij �= ζji , with |ζ21| (|ζ12|) larger (smaller) with respect
to equilibrium. Such an effect arises whenever a spatial
asymmetry is imposed on top of broken detailed balance.
Our periodic system is always spatially asymmetric unless
Y1 − Y2 = L/2. Specifically, in the simulations, the probe

0 0.2 0.4 0.6 0.8 1

0

0.5

1

τ/T

ζ i
i
(τ

)

ζ11, f = 0

ζ22, f = 0

ζ11, f = 1

ζ22, f = 1

ζ11, f = 2

ζ22, f = 2

ζ11, f = 3

ζ22, f = 3

f

FIG. 3. Diagonal elements of the friction kernel ζij (τ ) as a
function of time τ = t − s, obtained by numerical evaluation of
(11) in Brownian dynamics simulations, for various values of the
nonequilibrium driving force f and β = 1, μ = 1, and σ = 1.

reference positions are set to Y1 � L/3 < Y2 � L/2, and,
for convenience, the trap stiffnesses κQi

are chosen large
enough to make the position Yi almost coincide with the trap
minimum Y ∗

i . By increasing L, we checked that interactions
with the periodic image particles are negligible. We conclude
that global momentum conservation does not hold anymore
when the fluid dynamics becomes dissipative. This can be
attributed to the asymmetric propagation (due to the current j )
of fluid perturbations. Namely, downstream propagation is
progressively enhanced by increasing f , while upstream
propagation is suppressed. As a result, the influence of probe
1 (2) on probe 2 (1) gets stronger (weaker) as we increase
the driving. As for the diagonal elements, the sign of ζ12(τ )
is transiently reversed. More remarkably, for sufficiently large
values of f , the response coefficient of probe 2 to a uniform
motion of probe 1, namely − ∫ ∞

0 dτζ12(τ ), turns negative. In
contrast to the mentioned transient elastic recoil embodied in

0 0.2 0.4 0.6 0.8 1
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

τ/T

ζ i
j
(τ

) ζ21, f = 0

ζ12, f = 0

ζ21, f = 1

ζ12, f = 1

ζ21, f = 2

ζ12, f = 2

ζ21, f = 3

ζ12, f = 3

f

f

FIG. 4. Off-diagonal elements of the friction kernel ζij (τ ) as a
function of time τ = t − s, obtained by numerical evaluation of
(11) in Brownian dynamics simulations for various values of the
nonequilibrium driving force f and β = 1, μ = 1, and σ = 1.
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the diagonal terms ζii , this kind of “absolute negative mobility”
[65–68] is strictly forbidden in equilibrium, where dissipative
transport coefficients depend only on the (positive) entropy
production but not on the dynamical activity [69].

IV. CONCLUSION

Employing nonequilibrium linear-response theory, we have
derived generalized Langevin equations for probe particles
interacting with a driven environment. The latter was described
by an explicit interacting many-body theory for overdamped
colloidal particles representing, e.g., active or sheared colloids.
More generally, they can be understood as a set of mesoscopic
degrees of freedom. Also, the theoretical framework developed
above can be easily adapted to cope with different sources of
nonequilibrium (other than the nonconservative force f ), such
as a nonuniform bath temperature field β(xk).

When only conservative forces are present, our theory cor-
rectly reproduces the expected equilibrium properties, i.e., it
fulfils the FDT and conforms to Onsager’s regression principle
relating the fluctuations of statistical forces to the memory
kernel. In general, it extends the Langevin approach into the
nonequilibrium realm, predicting the violation of the FDT
and the action-reaction law for the fluctuating effective forces.
The breaking of these dynamical symmetries is traced back
to the mismatch between the excess entropy and dynamical
activity induced by probe fluctuations around their preferred
states, or, equivalently, to the existence of dissipative currents
in the environment. We have shown that these phenomena
appear already in simple systems, unless special symmetries
are present. Namely, noise and friction felt by a single probe in
an active medium do not obey the FDT, except if the relaxation
time scales of the system and the fluid are properly tuned, in
which case a constant effective temperature can be defined.
Also, the cross-frictions between two confined probes in a
stirred periodic fluid are dissimilar, and they even change
sign with respect to equilibrium whenever the probe reference
positions break the spatial symmetry.

The theory allows us to obtain quantitative information
about the parameters of the environment from measuring
average properties of the probes. For example, from (31) and
(32)—which are accessible by measuring, e.g., the spectral
density of the probe fluctuations in the trap and its response
to a small external kick—the values of the relaxation times
μκ and Dr can be inferred. Conversely, one may even

speculate that some mesoscopic parameters [e.g., ζij (0)] might
be fixed at will by properly designing the nonconservative
driving. This is feasible in principle since formal procedures
are available [70] that determine an appropriate environment
dynamics conditioned on prescribed mean values [e.g., those
entering (11)].

Finally, a remark on the status of the approximation of weak
coupling to the nonequilibrium environment seems warranted.
In a particle-based theory such as the one we employed, this
approximation is explicitly enforced by introducing a small
coupling constant λ. Physically, the appropriate values λ may
depend on the average number of bath particles with which
the probes interact. This should be clear from the example in
Sec. III A, where the limit N → ∞ produces an unphysical
divergence of friction and noise strength if λ is not properly
scaled. However, in practical applications, the weak coupling
is often a dynamical, emergent, property resulting from the
scale separation between the probe-particle system and the
environment. For example, colloidal particles suspended in
simple fluids are well described by a linear hydrodynamic
theory, although the microdynamics of the fluid molecules
is highly nonlinear. This feature is expected to be robust
and to survive even far from equilibrium, as long as the
driving energy input does not exceed the bath thermal energy
[26]. Indeed, the peculiar feature of a time-dependent noise
temperature, discovered within the weak-coupling approach
mentioned above, was already explicitly demonstrated (and its
time dependence analytically computed) in this setting [25].

Recently, new theoretical investigations [71,72] have been
spurred by a surge of experimental interest in systems with
strongly coupled components, such as in active nonlinear
microrheology [73], single-molecule (force spectroscopy)
experiments [74], and work extraction from active fluids [75].
Hence, it would be desirable to extend the above analysis
to different dynamical descriptions of the environment, i.e.,
in terms of (hydrodynamic) fields or discrete-state variables.
This may provide more versatile formal tools to account more
reliably for the weak coupling and to address the strong-
coupling problem in a larger variety of stochastic systems.
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Phys. 12, 725 (2009).
[58] C. W. Gardiner, Handbook of Stochastic Methods for Physics,

Chemistry and the Natural Sciences, 3rd ed., Vol. 13 (Springer-
Verlag, Berlin, 2004).

[59] L. F. Cugliandolo, J. Phys. A 44, 483001 (2011).
[60] X. Yang, M. L. Manning, and M. C. Marchetti, Soft Matter 10,

6477 (2014).
[61] S. C. Takatori and J. F. Brady, Soft Matter 11, 7920 (2015).
[62] C. Bechinger, R. Di Leonardo, H. Löwen, C. Reichhardt, G.
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Chapter 5

Fluctuation theorems

A tiny glimpse into the fog of nonequilibrium physics has been caught in the preceding
chapters. We have seen that the Brownian scale separation allows for the coarse-
graining of driven degrees of freedom. That Markovian dynamics (together with local
detailed balance) entail nonequilibrium viral relations and thus generalized equations of
state. That stochastic descriptions allow to develop linear response theory of nonequi-
libria and permit to rationalize its dissipative and dynamical aspects. All these find-
ings potentially shed light on several nonequilibrium processes happening in a wealth
of physical systems. Yet, their domain of applicability is constrained by the dynamical
hypothesis they rest on, whose validity needs to be assessed on a case-by-case basis.
In this last chapter we are going to take a small step toward universality, treating a
broad class of nonequilibrium results called fluctuations theorems. We will see that
they are ultimately based on microscopic symmetries—as the most profound laws of
physics are— that endow them with a remarkable generality.

With the name fluctuation theorems [59, 131, 139–152], or fluctuation relations
(FRs), one usually denotes symmetry relations holding in irreversible processes for the
statistics of thermodynamic quantities, such as entropy production and work. They
are valid for classical as well as quantum systems [153–157], driven arbitrarily far from
equilibrium, mostly irrespective of their precise (deterministic or stochastic) dynami-
cal laws. It is the underlying time-reversal invariance of the microphysics1, broken by
superimposing nonequilibrium conditions, that makes them so largely applicable to sit-
uations as diverse as electron/photon counting in nano-devices [158] to single molecules
force spectroscopy experiments [159].

In plain words, the FRs deals with rare events happening out of equilibrium and
quantify their relative likelihood in both macro- and microscopic systems. But, it
is the mesoscopic realm where they become relevant and useful. For example, take
the spontaneous cooling down of an ice cube in the sunlight. On the one hand, such
spontaneous flow of heat from cold to hot is prohibited by the second law of thermody-
namics. On the other, while certainly unexpected, it is a possible process legitimated
by time reversibility of Newton’s law. To reconcile the two views, one should recall
that thermodynamic statements applies only to large scales2. Hence, we could imagine
this to happen to a minuscule ice cube on a tiny time interval. This, i.e. the unusual
fluctuations that abound in the mesoscopic world, is what the FRs are all about.

1For now we exclude from our discussion some more recent forms of FRs which are based on different
symmetries, e.g., spatial ones, which are non-universal but rather peculiar to any specific system. We
will come to that later.

2Namely, to systems composed of many constituents and to times much longer than the characteristic
microscopic timescales.
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Let us expose the core content of FRs, without entering here into any specific (let
alone, rigorous) formulation. Assume that X is one realization of a physical process,
made up by a time-ordered sequence of events, that lasts for a time t. Imagine we
can reproduce it very many times in a controlled experiment, so as to obtain a good
estimate for the probability to observe such process, P [X ]. Having recorded the ex-
periment outcome, we can play backward in time any given sequence of events X , and
name this new process X̄ . If enough data were collected, we can construct from the oc-
currence frequency of X̄ its associated probability P [X̄ ]. Under equilibrium conditions,
what we will observe is detailed balance, namely, equal probability of forward and back-
ward processes, P [X ] = P [X̄ ]. In this case, the time reversibility of the microscopic
dynamics, is lifted up to the mesoscopic level where our experiment is performed, so
that no preferred direction in time is identifiable. Instead, when nonequilibrium condi-
tions are imposed, the emergent irreversibility manifests as a difference in the observed
probabilities, in the form

P [X ] = P [X̄ ] exp(tf [X ]), (5.1)

where f [X ] is a functional measuring the dissipation rate in the process—hence it
changes sign under time reversal. Equation (5.1), a master relation from which all
FRs descend, implies that a process X with positive dissipation is exponentially more
likely than the time-reversed X̄ , which actually becomes unobservable in the long run
(t → ∞). This expected thermodynamic behavior is then capture by summing (5.1)
over all processes,

〈exp(−tf)〉 = 1 =⇒ 〈f〉 > 0. (5.2)

Such inequality is clearly reminiscent of the second law of thermodynamics. How ex-
actly the dissipation is accounted for in f , and how the different versions of FRs unfold
from (5.1), depends on the dynamics modeling the process X and the initial conditions
from which it originates. These factors have for some time hampered to recognize the
essential unity of the various FRs.

The FRs initially appeared as scattered results in different contexts, starting in 1993
with the seminal work of Evans et al. on the fluctuations of the entropy production of
a deterministic particle system under shear, modeling a constantly sheared fluid [141].
Very soon, FRs were proved for equilibrium initial conditions perturbed by arbitrary
large dissipative forces [59], as well as for steady conditions [142, 143]. These results
hold for deterministic time-symmetric dynamics, where the interaction of the system
with the thermal bath is modeled by ad hoc thermostats, i.e. artificial forces (replacing
the very many degrees of freedom of a real bath) which fix some macroscopic observable,
like kinetic or total energy [121, 160]. These forces, having non-Hamiltonian nature, do
not preserve the phase space volume3. For any set of conjugate variables {qi, pi}Ni=1, the
negative divergence of the equations of motion, −∑N

i=1[∂qi q̇i + ∂pi ṗi] ≡ σ, quantifies
how much volumes in phase space shrink and somewhat reveals how dissipative the
system is. It is indeed σ which enters the deterministic FR (5.1), as f [X ] ∼

∫ t
dt′σ/t.

Given the existence of a correspondence4 between σ and the entropy production rate,
this (apparently abstract) result acquires a clear thermodynamic significance [161].

3Recall that Hamiltonian flows are incompressible, i.e. the Liouville theorem ensues the conservation
of phase space volumes.

4We cannot refrain from mentioning that such correspondence is complete when initial conditions
are taken into account, as in the transient Evans-Searles FR. Instead, when σ is taken alone, as it
happens for the steady-state Gallavotti-Cohen FR, it is related to entropy production only for some
specific choices of the thermostatting forces [123].
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As one may imagine, the rigorous approach based on deterministic FRs for the
entropy production is mathematically involved. It makes large use of concepts from
dynamical systems theory, exploiting the connection between the contraction rate and
the Lyapunov exponents, i.e. the divergence rates of microscopic nearby trajectories
[162]. In particular, the theory by Gallavotti and Cohen rests on very stringent condi-
tions (in general not verifiable [123]) on the chaotic properties of a system, which the
authors have elevated to the rank of a founding hypothesis. It is the so called chaotic
hypothesis, whose role is argued to parallel that of the ergodic hypothesis in equilibrium
statistical mechanics [142, 143]. Here we do not dwell on this subject, pointing the in-
terested reader to [100], where we review part of the fundamental concepts preluding
a rigorous treatment of deterministic FR.

The interest in FRs for the entropy production grew larger when stochastic formu-
lations appeared which were based on the Langevin and master equations [146, 149].
Thanks to their (relative) mathematical simplicity and the versatility in describing di-
verse mesoscopic systems, the research on stochastic FRs flourished. The developments
improved the understanding of stochastic energetics [78] and led to a complete fluctuat-
ing thermodynamic theory through the identification5 of a trajectory-dependent system
entropy s ≡ − log ρ [151]. Indeed, upgrading the Gibbs definition of (mean) entropy to
nonequilbirium probability distributions ρ(x, t), i.e. −

∫
dxρ(x, t) log ρ(x, t) = 〈s(x, t)〉,

and regarding s(x(t), t) as a trajectory function, permits to fully identify the dissipation
f appearing in (5.1) as the total entropy production in the universe [151]. It amounts
to an extensive contribution stemming from the heat Q flowing into the heat bath, plus
a boundary contribution coming from a variation of the system entropy:

kBtf [X ] = Q/T + s(x(t), t)− s(x(0), 0) . (5.3)

Other results, known as work relations, can be equally fit into this framework. The
most prominent is the Jarzynski equality [144, 145, 163], originally proved for Liouvil-
lian dynamics, which connects the work W and free-energy variations ∆F in systems
prepared in equilibirium and manipulated at arbitrary speed,

〈
e−W/kBT

〉
= e−∆F/kBT . (5.4)

The subsequent extension by Crooks clarified the common origin of this and previous
FRs [147, 148], traced back to the breaking of time reversal. In particular, one obtains
the Jarzynski equality from (5.3), using the first law H = −Q+W , with H the system
Hamiltonian, and calculating the difference in system entropy between two canonical
states, s(x(t), t)− s(x(0), 0) = (∆H−∆F )/T .

Due to the differences exposed above, the research on deterministic and stochas-
tic FRs has proceeded along divergent paths, in general. In our contribution [58]
we propose an analogy between the results based on these different dynamics. Be-
cause the former consists of dynamical equations which are not time-symmetric—time-
symmetry exists in the probability space of trajectories by enforcing local detailed
balance condition—, it is clear that other transformations than time inversion are to
be employed in order to match the results based on deterministic dissipative equations.
We thus consider an auxiliary transformation which changes the sign of the friction

5In dissipative deterministic systems, assigning an entropy to the system itself is problematic. For
example, the Gibbs/Shannon definition of entropy requires the existence of a smooth probability density
ρ in phase space. This is not the case for dissipative deterministic systems whose phase space probability
shrinks in the long run into attractors of null measure [123].
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coefficient, thus simulating the time-symmetry of the deterministic thermostats. Such
artificial transformation suffices to single out the dissipation function and thus yields
the (integrated) FR originally found by Evans and Searls, once the auxiliary trans-
formed dynamics is traced out. Exploiting the correspondence, we interpret the FR in
continuous systems described by Langevin equations as symmetry relations for their
Lyapunov spectrum. We then carry over the analogy to systems described by mas-
ter equations, where the auxiliary dynamics is actuated by inverting the transition
rates, and propose a concept equivalent to phase space contraction rate in systems
with discrete states. On top of unraveling formal and conceptual similarities between
stochastic and deterministic systems, [58] highlights the possibility to obtain FRs for
physical quantities not necessarily related to irreversibility. The importance of dynam-
ical, i.e. time-symmetric, aspects for the understanding of nonequilibria is nowadays
fully recognized [45, 164] and, indeed, it has been one central topic in Chapter 4.

So far we have stressed the unity of FRs whose common origin is rooted in the (bro-
ken) time-symmetry of microscopic laws. However, if considered in a broader context,
time reversal is not special among all the possible space-time symmetries of physics.
Think about a system of particles interacting via forces depending on the relative dis-
tance. Clearly, a global translation or rotation leaves the system invariant, a property
that may be broken adding, e.g., an external (dissipative) field. It was indeed realized
that any spacial symmetry can be used to identify statistical properties of specific vec-
torial quantities, namely, the system’s currents, as much as time reversal is used to asses
a scalar quantity like entropy production. For isotropic systems, the spatial FR gives
a direct relation between the probability of a system to be traversed by two currents
of equal magnitude pointing in different directions [165–167]. Importantly, it restricts
the possible statistical properties of nonequilibrium systems. And it does so in a very
insightful way, since it implies a set of hierarchies for nonlinear response coefficients in
terms of the current cumulants [165].

Spurred by their conceptual and practical relevance, in [57] we have verified the
validity of the FRs for the entropy production and currents in experiment and com-
puter simulations of a self-thermophoretic colloid. This is a particular instance of
self-propelled particle, which converts the inhomogeneous heating caused by irradiated
laser light into directed motion, at the expense of continuous dissipation in the solvent.
The existence of long-lived (partly unknown) nonequilibrium fluctutations in the inho-
mogeneous solvent and the inherent stochasticity of the driving are found to have little
bearing on the FRs. On the contrary, the paper’s results highlight the central role of
symmetries for the validity of the FRs and the little relevance of the exact knowledge
of dynamical rules.
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We discuss the role of ergodicity and chaos for the validity of statistical laws. In particular
we explore the basic aspects of chaotic systems (with emphasis on the finite-resolution)
on systems composed of a huge number of particles.

© 2014 Published by Elsevier B.V.

1. Introduction

Statistical mechanics was founded byMaxwell, Boltzmann and Gibbs to account for the thermodynamics of macroscopic
bodies, i.e. systems with a very large number of particles, starting from the microscopic interactions. The typical claim is
that statistical mechanics works without very precise requirements on the underlying dynamics (except for the assumption
of ergodicity). With the discovery of deterministic chaos it became clear that statistical approachesmay also be unavoidable
and useful in systems with few degrees of freedom. However, even after many years there is no general agreement among
the experts about the fundamental ingredients for the validity of statistical mechanics.

The wide spectrum of positions ranges from the belief of Landau and Khinchin in the main role of the many degrees of
freedom and the (almost) complete irrelevance of dynamical properties, in particular ergodicity, to the opinion of those, for
example Prigogine and his school, who consider chaos as the basic ingredient.

For almost all practical purposes one can say that thewhole subject of statistical mechanics consists of the evaluation of a
few suitable quantities (for example, the partition function, free energy, correlation functions). The ergodic problem is often
forgotten and the (so-called) Gibbs approach is accepted because ‘‘it works’’. Such a point of view cannot be satisfactory,
at least if one believes that it is not less important to understand the foundation of such a complex issue than to calculate
useful quantities.
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The present paper ismeant to serve as a short informal introduction to the problem of the connection between dynamical
behavior (mainly ergodicity and chaos) and statistical laws.

This contribution has been written by G.S. and G.F from the lectures delivered by A.V.

2. The bridge to statistical mechanics

Before moving on to a more technical discussion we want to elucidate the pivotal role played by ergodicity in passing
from a mechanical to a statistical description of a macroscopic system. Let us consider an isolated system of N particles.
Denoting by qi and pi the position and momentum vectors of the ith particle, the state of the system at time t is described
by the vector x(t) = (q1(t), . . . , qN(t), p1(t), . . . , pN(t)) in a 6N-dimensional phase space. The evolution law is given by
Hamilton’s equations. Given a physical observable A(x), its time average over a period T is defined by:

A
T
(x(0)) =

1
T

 T

0
A(x(t))dt. (1)

In general (1) is a function of the averaging time T and of the initial conditions x(0). We assume that A
T
is the result of an

experimentalmeasurement, i.e. is performedon amacroscopic time T . Therefore, since T ismuch larger than themicroscopic
dynamics time scale over which the molecular changes occur, the formal limit T → ∞ can be considered. We say that the
ergodic hypothesis is satisfied if the time average

A ≡ lim
T→∞

1
T

 T

0
A(x(t))dt, (2)

is a function of the energy only, independent of the initial conditions. If it is the case, the time average (2) can be replaced
by the probability average

A =


ρmc(x)A(x)dx ≡ ⟨A⟩, (3)

where ρmc(x) is the micro-canonical probability density function, defined constant over a constant energy surface. The
validity of (3) constitutes the main question of the ergodic problem. In the following we address the issue of identifying
the conditions under which a dynamical system is ergodic. It will soon be clear that mathematical ergodicity is extremely
difficult to be asserted and, in fact, weaker properties can be required to physical systems.

Let us wonder about the basic question of the foundation of the statistical mechanics: why do the time averages of
the microscopic properties of a system of particles describe the thermodynamic properties of the object composed of
those particles? The microscopic system, in fact, consists of a myriad of mechanical parameters, such as the particles,
energy andmomentum, while thermodynamics consists of just a fewmeasurable quantities, like temperature and pressure.
The corresponding diversity of fundamental terminology, qualifies the reduction of thermodynamics to mechanics as
‘‘heterogeneous’’ reduction [1], a condition which may prevent the logical derivation of the former theory from the latter.
For such a problem the typical approach of the philosophy of science is to require the existence of relations between the
terms of the mechanics and elements of the vocabulary of thermodynamics. Such bridge law must reflect a kind of identity
between the objects of study of the two theories [1]. The bridge law which associates thermodynamics with the classical
mechanics of atoms was proposed by Boltzmann and it is engraved in his tomb stone:

S = k logW . (4)
This celebrated relation connects the thermodynamic entropy S of an object in the macroscopic state X , to the volume W
of all microstates correspond to the same X . For example, considering the macrostate X corresponding to a given energy E,
one typically considers the energy shell E − δE ≤ H({qn}, {pn}) < E, with small δE, and obtains:

W =


E−δE≤H(q,p)<E

dq1 . . . dqNdp1 . . . dpN .

The micro-canonical probability distribution is constant (equal to 1/W ) in the energy shell and zero otherwise. Eq. (4)
qualifies as a bridge law, because S is a thermodynamic quantity, while W is a microscopic entity. Once it has been
introduced, further mechanical properties of our description of the microscopic dynamics may be related to as many other
thermodynamic quantities, thus bridging the gap between micro- and macro-descriptions.

3. Some general considerations about ergodicity

Here we introduce the notion of dynamical system:

Definition (Dynamical System). A deterministic dynamical system is described by the triplet (Ω, St , µ), where:
• Ω is the phase space containing the system state vector x;
• St is the evolution operator: x(t) = Stx(0);
• µ is a measure invariant under the evolution St , i.e. µ(G) = µ(S−tG) for all G ⊂ Ω .



96 G. Falasco et al. / Physica A 418 (2015) 94–104

The consideration of the previous section naturally extends to a generic dynamical system, leading to the following
definition of ergodicity [2]:

Definition (Ergodicity). The dynamical system (Ω, St , µ) is called ergodic with respect to the invariant measureµ(x), if, for
every integrable function A(x) and for almost all initial conditions x(0), one has:

A ≡ lim
T→∞

1
T

 T

0
A(Stx(0))dt =


A(x)dµ(x) ≡ ⟨A⟩. (5)

We note that in conservative systems (as the isolated Hamiltonian system of the previous section) the invariant measure
can be written in terms of a density, i.e. dµ(x) = ρ(x)dx, while in dissipative systems it cannot, being singular with respect
to the Lebesgue measure due to the shrinking of space phase volumes.

On an abstract level, necessary and sufficient conditions for a dynamical system to be ergodic are given by the Birkhoff
theorem [3]:

Theorem (Birkhoff).

• For almost every initial condition x(0) the following time average exists:

A(x(0)) = lim
T→∞

1
T

 T

0
A(Stx(0))dt. (6)

• The system is ergodic if, and only if, Ω cannot be subdivided into two invariant parts each of positive measure.

Since in general it is not possible to decidewhether a given system satisfies the above hypothesis, the Birkhoff theorem is
of scarce practical relevance in connection with statistical mechanics. Also, since the limit T → ∞ in (6) is just formal, one
should ask oneself how large T has to be taken in practice in order to get a fair convergence of time and ensemble averages.
It turns out that, for microscopic observables, T is of the same order of the Poincaré recurrence time. As a simple example
we consider a phase space region G ⊂ Ω and the observable

B(x) =


1 if x ∈ G,
0 otherwise. (7)

We call B(x) amicroscopic observable because the exit of a single particle from G causes a variation of B(x) of the same order
of its value. The time average B

T
is the fraction of time spent by the system in G during the interval [0, T ], and it approaches

µ(G) when T → ∞. Clearly, the time needed to have a good agreement of B
T
with ⟨B⟩ is of the order of the time, denoted

⟨τ(G)⟩, it takes the system to explore the phase space and to come back to G. Thanks to the Kac lemma we can express this
mean recurrence time as [4]:

⟨τ(G)⟩ =
τ0

µ(G)
,

where τ0 is a characteristic time of the system. Assuming G to be a 6N-dimensional hypercube of edge lG in a phase space
of characteristic dimension L > lG, we can use the estimation µ(G) ∼ (lG/L)6N to obtain:

⟨τ(G)⟩ ∼ τ0


L
lG

6N

. (8)

From (8) we conclude that, in macroscopic systems, time averages of some microscopic quantity must be performed for
times T much larger than the age of the Universe in order to be in accordance with ensemble averages.

Nevertheless, itmust be recognized that the approachwe have adopted so far, consisting in proving ergodicity for generic
systems and observables, is quite demanding and in fact not useful for the purpose of justifying the statistical approach. In
this regard, it is more reasonable to require ergodicity to hold in the weaker form

A = ⟨A⟩ + O(ϵ) with ϵ ≪ 1, (9)

after having introduced the following assumptions:

• the system is macroscopic, i.e composed of N ≫ 1 particles;
• Eq. (9) is valid for physical observables, not for all generic functions.
• Eq. (9) is valid for initial conditions x(0) ∈ Ω−G, with µ(G) ≪ 1.

The validity of (9) for specific macroscopic observables and a particular class of Hamiltonian systems is ensured by the
Khinchin theorem [5]:
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Theorem (Khinchin). In a separable Hamiltonian system

H =

N
n=1

Hn(qn, pn), (10)

observables of the form

A(x) =

N
n=1

An(qn, pn), with An = O(1), (11)

satisfy the relation

Prob

A − ⟨A⟩


|⟨A⟩|
> C1N−1/4


6 C2N−1/4, with C1, C2 = O(1). (12)

Essentially, the Khinchin theorem states the following: in a system of non-interacting particles, for the sum functions
(11) (e.g. pressure, kinetic energy, single particle distribution), the set of points for which time and ensemble averages differ
more than a given amount, which goes to zero as N → ∞, has a measure which goes to zero as N → ∞.

Furthermore, under the assumptions (10) and (11) it is possible to prove that the relation (12) holds true even substituting
A → A, i.e. physically relevant observables are in practice constant on a constant energy surface. This amounts to the stronger
statement that statistical mechanics’ approach, based on ensemble averages, is in fact independent of (mathematical)
ergodicity. Its validity is purely a consequence of the large number of degrees of freedom of microscopic systems [6].

A weak aspect, from the physical point of view, of Khinchin’s approach concerns the no-interaction assumption. In
contrast, an essential requisite for thermodynamic behavior is the possibility of an exchange of energy among the particles.
Of course Khinchin noted the problem and argued that the actual Hamiltonian is indeed only approximated by the separable
Hamiltonian. The feeling of Khinchin was that the interaction among the particles contributes very little to evaluate the
averages and for the majority of computations in statistical mechanics one can neglect these terms. The undesirable
restriction to the separable structure of the Hamiltonian, was removed by Mazur and van der Linden [7]. They extended
the result to systems of particles interacting through a short-range potential, showing that the intuition of Khinchin, that
the interaction among the particles is of little relevance, was basically correct.

4. Non-integrable systems and the ergodic problem

The issue of ergodicity is related to the problem of the existence of conserved quantities, also called first integrals, in
Hamiltonian systems. Indeed, as integrable systems are non-ergodic, a natural question is whether non-integrability implies
ergodicity.
First we recall the notion of integrable system:

Definition (Integrable System). A system, described by the Hamiltonian H(q, p) with q, p ∈ RN , is called integrable if there
exists a canonical transformation from the variables (q, p) to the action-angle variables (I, θ), such that the newHamiltonian
takes the form H = H0(I), i.e. it depends only on the action I .

The time evolution of an integrable system is given by:
İ = −

∂H0

∂θ
= 0 =⇒ I(t) = I(0),

θ̇ =
∂H0

∂I
= ω =⇒ θ(t) = θ(0) + ω(I(0))t.

(13)

Hence, integrable systems have N independent first integrals, as the action I is conserved and the motion evolves on
N-dimensional tori Tn. Of course, from (13) it follows that θ = θ(0), which in general cannot coincide with ⟨θ⟩, integrable
systems are evidently non-ergodic. Consequently, it is natural to wonder about the effect of a perturbation ϵH1(I, θ) on H0,
and whether the perturbation allows for the existence of first integrals besides the energy. Clearly, that would maintain the
perturbed system non-ergodic. This possibility is ruled out by the Poincaré result [8]:

Theorem (Poincaré). Consider a system described by the Hamiltonian

H(I, θ) = H0(I) + ϵH1(I, θ). (14)

If ϵ = 0 the system has N first integrals I . Whereas, if 0 < ϵ ≪ 1, the system does not allow analytic first integrals, apart from
energy.

The sketch of the proof goes as follows. We introduce the function

F(t) = I +


m

ϵmFm(t), (15)
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and require it to be a first integral, i.e.

dF
dt

= {H, F} = 0, (16)

where {., .} denotes the Poisson bracket. Inserting (15) into (16) one obtains, for the lower meaningful order O(ϵ), the
equation:

{H0, F1} + {H1, I} = 0. (17)
If one expresses H1 and F1 as Fourier series in the angle vector θ:

H1(I, θ) =


k

ck(I)e−ik·θ, F1(I, θ) =


k

fk(I)e−ik·θ,

Eq. (17) yields after some algebra:

fk(I) =
ck(I)k

ω0(I) · k
, (18)

where ω0(I) =
∂H0
∂I is the unperturbed frequency vector. Clearly, since the denominator of (18) can be arbitrary small, fk

may be divergent. Therefore, one concludes that first integrals, except for energy, cannot exist.
Nonetheless, it is not correct to infer from the Poincaré result, as it happened historically [9], that the Hamiltonian system
(14) becomes ergodic as soon as ϵ ≠ 0. A proof of the fact that non-integrability does not imply ergodicity is indeed given
by the Kolmogorov–Arnold–Moser (KAM) theorem [10,11].

Theorem (KAM). Given the Hamiltonian H(I, θ) = H0(I) + ϵH1(I, θ), with H0 sufficiently regular and det
 ∂2H0(I)

∂ Ii∂ Ij

 ≠ 0, if
ϵ ≪ 1, then, on the constant-energy surface, invariant tori T ∗

n survive in a region whose measure tends to 1 as ϵ → 0. The tori
T ∗
n correspond to the tori Tn of H0 with deformations of order O(ϵ).

Therefore, the KAM theorem explains the lack of first integrals, revealed by the Poincaré result, with the local destruction
of the (unperturbed) periodic orbits and, consequently, proves that small perturbations are in general not sufficient to
provide ergodicity. In the next section we introduce a paradigmatic example of a nearly-integrable system, namely the
Fermi–Pasta–Ulam chain, and qualitatively explain its properties in terms of the KAM theorem.

4.1. The Fermi–Pasta–Ulam problem

Fermi, Pasta and Ulam (FPU) investigated the time evolution of a chain of non-linear oscillators with pinned ends [12].
Their primary interest was the thermalization time, i.e. the time needed by the system to lose memory of the initial
conditions. In fact, since the non-linear forces render the system non-integrable, the physicists’ community expected the
system to display ergodic properties. This widespread belief was due to the conclusion, erroneously drawn by Fermi in view
of the Poincaré result [9], according to which non-integrability should have implied ergodicity. The study of the FPU system
first revealed the pitfall of this rationale, that later was better understood in the light of the KAM theorem.

The Hamiltonian considered in the FPU problem is:

H =

N
n=0


p2n
2m

+
k
2

(qn − qn−1)
2
+

ϵ

r
(qn − qn−1)

r


, (19)

where ϵ is a perturbation parameter and r = 3 or r = 4. For ϵ = 0, the Hamiltonian (19) is integrable and can be written as

H0 =

N
n=0


Ȧ2
n

2
+

ω2
n

2
A2
n


, (20)

by exploiting the normal modes:

An =


2

N + 1


j

qj sin


nπ j
N + 1


.

Needless to say, the Hamiltonian (20) describes a system of decoupled harmonic oscillators with angular frequencies ωn
expressed by

ωn =


4k
m

sin


nπ
2(N + 1)


.

For ϵ ≪ 1 one can compute the equilibrium value of all the thermodynamic quantities as averages over a statistical
ensemble. In particular, the energy per mode ⟨En⟩ is:

⟨En⟩ =
E0
N

+ O(ϵ),
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(a) ξ < ξ ∗ . (b) ξ > ξ ∗ .

Fig. 1. Time-averaged energy per mode for the FPU systems with parameters r = 3, ϵ = 0.1, N = 32 and energy densities E/N = 0.07 (1a) and
E/N = 1.2 (1b). In both cases the initial conditions are: E1(0) = E0 and En(0) = 0 for n ≥ 2. Before the results on the FPU system, it was expected that the
time-averaged energy of each mode converges to the ergodic value of E0/N . This is not true when the energy density is smaller than a characteristic value
ξ ∗ that depends on the size system and the perturbation intensity.

which is nothing but the energy equipartition law. Of course, with ϵ = 0 the time average computed along a (sufficiently
long) trajectory, En, cannot in general coincide with ⟨En⟩ since different modes, being uncoupled, maintain their initial
energy. Instead, with ϵ > 0 the expectationwas to retrieve the equality ⟨En⟩ = En whatever the initial conditions En(0), even
as weird as the one with excitation only in the first mode: E1(0) = E0 and En(0) = 0 for n ≥ 2 [13,14]. However, numerical
integration of (19) for fixed N , ϵ > 0, and small energy density ξ = E/N proved this expectation wrong (see Fig. 1).
Namely, there exists a threshold value of the perturbation parameter, ϵc , function of N and the initial conditions, which
separates the following two regimes:

• if ϵ < ϵc , irrespective of the observation time, En depends on the initial conditions.
• if ϵ > ϵc , En converges to the ergodic value ⟨En⟩.

Notice that, when one deals with realistic working cases, the intensity of the perturbation is, usually, part of the model,
i.e. not a control parameter. In these cases the control parameter can be the energy density, and a similar minimum value
of ξ exists.

These results can be seen as a verification of the KAM theorem [6]: when ϵ < ϵc some of the invariant tori of the constant
energy surface of the unperturbed system survive the perturbation and result in deformed tori. If the number of degrees of
freedom is smaller thanN = 2, the tori separate regions of the phase spacewhere, in principle, the systemcan showdifferent
behaviors. When the number of degrees of freedom is bigger than 2, the complement set of the tori is connected, allowing
for a diffusing behavior among all the phase space, excluded the tori, called the Arnold-diffusion [15].

4.2. Is chaos necessary for the validity of the statistical mechanics?

To proceed furtherwe introduce the useful concept of the Lyapunov exponent. The Lyapunov exponent characterizes how
much sensitive a system is with respect to initial conditions, quantifying the growth rate of the separation of trajectories
initially at distance δ(0) → 0.

Definition (Lyapunov Exponent). The first, or maximal, Lyapunov exponent of the dynamical system (Ω, St , µ) is:

λ = lim
t→∞

lim
|δ(0)|→0

1
t
ln

|δ(t)|
|δ(0)|

(21)

where δ(0) is a perturbation in the initial condition, namely x(0) → x′(0) = x(0) + δ(0), and δ(t) = Stx′(0) − Stx(0)
measures the separation between trajectories.

The Lyapunov exponent allows to quantitatively measure the degree of instability of a system’s evolution, introducing
the precise notion of chaos:

Definition (Chaos). A dynamical system is called chaotic if its first Lyapunov exponent is positive.

We note in passing that integrable systems have a null Lyapunov exponent and initial perturbations in the trajectories
grow as polynomials.

Inspired by the discussion about the FPU problem, one is tempted to regard chaos as a necessary ingredient for the va-
lidity of statistical mechanics. Instead, we present here two examples, namely the FPU system itself and a model of coupled
rotators, to show that chaos is neither sufficient nor necessary to ergodic behavior.
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In the FPU system, at fixed value of the perturbation parameter ϵ, the Lyapunov exponent is positive whatever be the value
of the energy density ξ . However, one observes thermalization onlywhen the energy density is larger than a threshold value
ξ > ξc . This would suggest that chaos, despite not being sufficient, is at least necessary to ergodicity.
Conversely, a ready counter-example is provided by the XYmodel, where a non-chaotic regime is accompanied by ergodicity
breakdown. The model consists of a chain of N coupled rotors of angular momentumm and orientations θn ∈ [0, 2π):

H =

N
n=1


p2

2m
+ ϵ (1 − cos(θn − θn−1))


. (22)

There are two opposite limits when the system becomes integrable: at very small energy density ξ → 0, when the
interaction is approximately harmonic, and at very large energy density ξ → ∞, when the rotors are almost independent.
The Lyapunov exponent λ approaches zero in these two limits, but has a maximum in between. Notwithstanding the
presence of chaos for sufficiently large ξ , it was observed [16,17] that the ensemble averaged values of the specific heat
Cv does not match the results of numerical simulations of (22), i.e. with the time average of the fluctuations of energy in
subsystems. On the contrary in the other integrable limit (i.e. small energy), although the system is not chaotic (or very
weakly chaotic), the specific heat Cv computed with the time average of the fluctuations of energy in subsystems, is in
perfect agreement with the results of the canonical ensemble.

The different behavior of Cv in the twonear-integrable regimes of lowandhigh temperature can be understood as follows.
For the FPU system and for the low temperature rotators the ‘‘natural’’ variables are the normal modes, which, even in
a statistical analysis, are able to show regular behavior and where the energy of the system is resident. However, even
if the normal modes are almost decoupled, when observing the energy of a subsystem, identified by some set of ‘‘local’’
variables {qj, pj}, non-negligible fluctuations of the ‘‘local’’ energy can be seen. On the other hand, for the chain of rotators
at large energy the normal modes, i.e. the carriers of the energy, are the‘‘local’’ variables {qj, pj} themselves, and therefore
the fluctuations of the local energy are strongly depressed, as is the exchange of energy among the subsystems.

5. Mixing

If a deterministic dynamical system is described by the flow ẋ = F(x), the associated probability density evolves in time
according to the Liouville equation:

∂tρ(x, t) + F(x) · ∂xρ(x, t) = 0. (23)

The invariant density, if it exists, is the density ρ(x) that satisfies the equation F · ∂xρ(x) = 0. As we have seen, if the
dynamical behavior is periodic, the system keeps memory of the initial condition ρ(x, 0) and no relaxation to the invariant
density takes place. The sufficient condition that ensures the invariant density to be eventually reached is mixing [2]:

Definition (Mixing). A dynamical system (Ω, St , µ) is called mixing if, for all measurable sets D, E ⊂ Ω , one has

lim
t→∞

µ(D ∩ S−tE) = µ(D)µ(E). (24)

In words, the fraction of points starting from D and ending up in E after a long time is the product of the measures of D
and E, whatever their position inΩ . A consequence of relation (24) is that generic functions of x become uncorrelated in the
long time limit:

lim
t→∞

⟨A(x(t))B(x(0))⟩ = ⟨A(x)⟩⟨B(x)⟩, (25)

where the average is on the invariantmeasure. Of course, themixing condition is stronger that ergodicity, i.e.mixing systems
are ergodic of necessity [2].

6. Chaos and coarse-graining

In this section we discuss more throughly the role of chaos in dynamical system and in particular its repercussions on
mesoscopic level of descriptions, i.e. when coarse-graining approximations are performed. This is of extreme importance
for very many physical cases, where microscopic dynamics are in general not amenable to exact analytical studies and
experimental observations due, respectively, to the inherent complexity and the finite resolution of the measurements.
With this aim, we introduce, via an information theory approach, and exploit the concept of entropy of a dynamics system,
trying to address the following questions:

• What informations about the system can entropy provide and how is it affected by different coarse-graining approxima-
tions?

• Howmuch dowe knowof the coarse-grained system from themicroscopic Lyapunov exponent? Are there general results
in this direction?

These questions are tightly linked, but for clarity will be discussed separately.
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6.1. Information theory entropy

Consider a set of symbols {s1, . . . , sT } as the outcomeof a certain process, e.g. integers belonging to the set si ∈ {1, . . . ,M}

emitted by a source. In order to measure the information content of the N-word ensemble one associates to the N-word
WN = (s1, . . . , sN) the block entropy:

Definition (Block Entropy). Given an ensemble of words {WN}, the block entropy is:

HN ≡ −


{WN }

P(WN) ln P(WN), (26)

where P(WN) = P(s1, . . . , sN) is the occurrence probability of the wordWN .

In the following the occurrence probability is assumed stationary. The block entropy allows one to define a central
quantity linking information theorem and statistical mechanics, namely, the Shannon entropy [18]:

Definition (Shannon Entropy). The Shannon entropy is defined as the entropy per symbol:

hSh ≡ lim
N→∞

HN

N
= lim

N→∞

(HN − HN−1) . (27)

The Shannon entropy quantifies the asymptotic uncertainty about the further emission of a symbol s in a very long
sequence. The connection between the Shannon entropy and the thermodynamic entropy is given by the Shannon–McMillan
theorem [5]:

Theorem (Shannon-McMillan). The ensemble of N-words can be divided into two classes, Ω1(N) and Ω0(N), such that, when
N → ∞:

WN∈Ω1(N)

P(WN) −→ 1,


CN∈Ω0(N)

P(CN) −→ 0,

and all the words WN ∈ Ω1(N) have the same probability P(WN) ∼ exp(−NhSh).

Put in other words, the theorem states that the occurrence probability P(WN) assigned to a (very long) sequence will
be close to exp(−NhSh) and independent of the specific sequence. Therefore, the Shannon entropy counts the number of
effectively observed sequences N (Ω1(N)), i.e. NhSh ∼ lnN (Ω1(N)), exactly as the thermodynamic entropy, S = kB lnW ,
counts the number of microscopic configurationsW corresponding to a macroscopic state of a physical system.

6.2. Entropy in coarse-grained dynamical systems

Let us nowapply the notions introduced in the previous paragraph to a deterministic dynamical system. First, we perform
a partitionA of the phase spaceΩ , with {s}A numbering the partition cells, and define a sampling time τ . Then, we construct
the word WN = (s(i), . . . , s(i + N − 1)), where s(i) labels the cell visited by the trajectory x(t) at time iτ . If the system is
ergodic, observing the frequencies of the wordsWN , we can construct the block entropiesHN(A) and the Shannon entropies
hSh(A) as defined, respectively, in (26) and (27). In order to get a quantity independent of the chosen partition one introduces
the Kolmogorov–Sinai (K–S) entropy [19,20]:

Definition (Kolmogorov–Sinai Entropy). Given a set of partitions {A} of the phase space of the dynamical system (Ω, St , µ),
the Kolmogorov–Sinai entropy is defined as:

hKS = sup
A

hSh(A). (28)

Thanks to the Shannon-McMillan theorem, a precise physical meaning can be assigned to hKS. Namely, called N(ϵ, t) the
number of sizeably probable trajectories originating from a cell of edge ϵ → 0, the K–S entropy expresses their exponential
growth rate in the long-time limit:

hKSt ∼ lnN(ϵ, t). (29)

There is an important relation between hKS and the Lyapunov exponent. Indeed, the K-S entropy of typical Hamiltonian
systems can be expressed in terms of the Lyapunov exponents [21]:

hKS =


λn>0

λn. (30)

In very low-dimensional chaotic systems,where only one Lyapunov exponent is generally positive, the K–S entropy is simply
hKS = λ1.
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The Kolmogorov–Sinai entropy of a system gives a measure of the amount of information per unit of time needed to
reproduce a trajectory with arbitrary precision [[6], sec 2.3.4]. Nevertheless, in reality finite resolution makes impossible
to compute hKS. Therefore, we have to content ourselves with measuring the amount of information needed to reproduce
trajectories with finite accuracy ϵ. To this end, one introduces partitions Aϵ based on cells of size ϵ that define a Shannon
entropy hSh(Aϵ, τ ), where the τ dependence indicates the fine time resolution. Making the latter quantity independent of
the partition, one introduces the ϵ-entropy [22]:

Definition (ϵ-entropy). The ϵ-entropy is the infimum over all partitions Aϵ whose cell diameter is smaller than ϵ:

h(ϵ, τ ) = inf
Aϵ :diam(Aϵ )<ϵ

hSh(Aϵ, τ ). (31)

It is easy to convince oneself that in the limit of infinite accuracy, i.e. when ϵ → 0, the K-S entropy is recovered for
deterministic systems:

hKS = lim
ϵ→0

h(ϵ). (32)

Furthermore the ϵ-entropy is also a proper definition of entropy in stochastic systemswhere the Kolmogorov–Sinai entropy
is ill defined due to the absence of the supremum required by definition (28) [22].
An important result for the ϵ-entropy in stochastic dynamical system is given by the theorem [23]:

Theorem (Kolmogorov). Given a Gaussian stochastic process x(t) whose mean square displacement behaves as:

⟨(x(t + ∆t) − x(t))2⟩ ∝ ∆t2α (33)

with 0 ≤ α < 1. The ϵ-entropy is:

lim
τ→0

h(ϵ, τ ) ∝ ϵ−
1
α . (34)

6.3. Chaos and diffusion

We are now in the position to discuss the questions we asked at the beginning of this section. As first example consider
the following discrete-time evolution law [6,24]:

xt+1 = [xt ] + f (xt − [xt ]) (35)
where [x] means the integer part of x, and f (y) is defined as:

f (y) =


(2 + α)y if y ∈ [0, 1/2)
(2 + α)y − (1 + α) if y ∈ [1/2, 1]

where α > 0. The maximum Lyapunov exponent is computed as:

λ1 = ln
dfdy

 = ln |2 + α| > 0, (36)

which shows that the map is chaotic for every value of α. In addition, for long observation times the map (35) displays a
diffusive behavior [25] characterized by the diffusion coefficient D:

⟨(xt − x0)2⟩ ≈ 2Dt, (37)
where ⟨.⟩ denotes an average over the initial conditions. In view of the relations (32) and (34), one obtains the following
behavior of the ϵ-entropy:

h(ϵ) ∼ hKS = λ1 if ϵ ≪ 1, (38)

h(ϵ) ∼
D
ϵ2

if ϵ ≫ 1. (39)

The latter relations show that:
• when ϵ ≪ 1 the ϵ-entropy reduces to the Kolmogorov–Sinai one. Since the first Lyapunov exponent determines the

value of the entropy, the dynamics is characterized by the fastest time scale and the microscopic details.
• for ϵ ≫ 1 the last relation suggests the existence of a de-correlation time so that, at large scales, the microscopic details

become unimportant.
At first glance, one may be tempted to think that deterministic diffusion can appear with positive Lyapunov exponents

only. For example, think of a free particle moving through hard obstacles. If the obstacles are convex and positioned on a
lattice (Lorentz–Sinai billiard), the Lyapunov exponent is positive and the long-time behavior is diffusive [26]. Conversely,
if the obstacles are randomly distributed polygons (wind-tree Ehrenfest model), the Lyapunov exponent is zero, but the
long-time behavior is still diffusive. Therefore, one has to conclude that chaotic behavior does not imply the existence of the
Arnold-diffusion, nor vice versa.We can understand that the Lyapunov exponent discussed so far is given by themicroscopic
details of the dynamics and thus is unable to characterize the macroscopic behavior.
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Fig. 2. The finite size Lyapunov exponent λ(ϵ) for the map (40) with c = 0.3, a = 1.7, N = 104, 105, 106, 107 , as function of the coarse-graining
scale ϵ/

√
N . The Lyapunov exponent for the microscopic scale (ϵ → 0) reaches the plateau-value λ1 that is larger than the Lyapunov exponent for the

macroscopic scale λM . This is a ‘‘universal’’ property that does not depend on the specific map. The macroscopic Lyapunov exponent saturates at about
ϵ ≈ 1/

√
N .

Up to this point we have seen that, in low dimensional systems:

• we can associate an entropy to every chaotic system. Its value depends on the coarse-graining approximation.
• when the coarse-graining scale is at ‘‘atomic’’ scales, the entropy is given by the first Lyapunov exponent.
• when the coarse-graining scale is coarser, the entropy of a chaotic system is given by an effective ‘‘diffusion’’ coefficient.

But we have no information about the Lyapunov exponents of the macroscopic observables.

6.4. Lyapunov exponent and coarse-graining

We discuss now the relation between the Lyapunov exponent of a microscopic description of a dynamical system, and
the Lyapunov exponent of the coarse-grained one. As an example we discuss the globally coupled map of N interacting
particles:

xn(t + 1) = (1 − c)f (xn(t)) +
c
N

N
n′≠n

gc(xn′(t)), (40)

with gc(x) = (1/2 − |x − 1/2|). The above system can be considered as a picture of a gas of N interacting particles. A
macroscopic observable associated to the microscopic dynamics (40) can be the center of mass position:

M(t) =
1
N


n

xn = ⟨xn⟩ + o


1
√
N


. (41)

We callλ1 andλM the first Lyapunov exponents of the observables xn(t) andM(t), respectively. The behavior of the Lyapunov
exponent for different coarse-graining approximations was studied numerically with the so called finite size Lyapunov
exponent λ(ϵ) (which is based on the same idea of the ϵ entropy [27,28]) yielding the following limit behaviors:

λ(ϵ) ≃ λM ≤ λ1 when ϵ ≪
1

√
N

(42)

λ(ϵ) ≃ λ1 when ϵ ≫
1

√
N

. (43)

The behavior of λ(ϵ) has a characteristic coarse-graining threshold ϵ ∼
1

√
N
separating the microscopic Lyapunov exponent

(42) from the macroscopic one (43). To be more precise, for the value of λ(ϵ) we observe two plateaus: λ(ϵ < ϵ1) ≈ λ1 and
λ(ϵ > ϵ2) ≈ λM . The values of ϵ1 and ϵ2 are of the order of 1/

√
N and generically λ1 ≥ λM (see Fig. 2).

7. Some final general remarks

Let us conclude with some remarks on ergodicity and chaos with respect to the foundation of statistical mechanics. First
we note that the ergodic approach can be seen as a naturalway to introduce probabilistic concepts in a deterministic context.
It seems to us that the ergodic theory provides support for the frequentistic interpretation of probability in the foundation
of statistical mechanics. The other way (which is not in disagreement with the point of view of Boltzmann) to introduce
probability is to assume an amount of uncertainty in the initial conditions. This approach is due to Maxwell who considers
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that there are a great many systems the properties of which are the same, and that each of these is set in motion with a different
set of values for the coordinates and momenta. Since one is forced to deal with a unique system (although with many degrees
of freedom) it seems natural to assume that the purpose of statistical mechanics, for equilibrium phenomena, is to calculate
time averages according to the temporal evolution of the system.

Therefore the ensemble theory should be seen only as a practical mathematical tool and the ergodic theory (or a ‘‘weak’’
version, such as that of Khinchin and Mazur and van der Linden) is an unavoidable step. Of course there is no complete
consensus on this; for example Jaynes’s opposite opinion is that ergodicity is simply not relevant for the Gibbs method.

The ergodicity is, at the same time, an extremely demanding property (i.e. the time and phase averages must be equal for
almost all the initial conditions), and not very conclusive at a physical level (because of the average over an infinite time).
On the other hand, in the quasi-integrable limit the analytical results (KAM theorem) give only qualitative indications and
do not allow for quantitative aspects. Therefore it is not possible to avoid detailed numerical investigations. Let us note
that in the numerical computations based on themolecular dynamics one basically assumes that ergodicity somehow holds
(although not in a strict mathematical sense) for the physically relevant observables.

There are also opposing answers to the question of whether the systems which are described by statistical mechanics
must have a large number of degrees of freedom, and it is possible to find eminent scientists with opposite opinions. For
instance according to Grad the single feature which distinguishes statistical mechanics is the large number of degrees of freedom.
One can read rather similar sentences in the well known textbook of Landau and Lifshitz. In contrast Gibbs believed that
the laws of statistical mechanics apply to conservative systems of any number of degrees of freedom, and are exact. Extended
simulations on high-dimensional Hamiltonian systems show in a clear way that chaos is not necessarily a fundamental
ingredient for the validity of equilibrium statistical mechanics: the naïve idea that chaos implies good statistical properties
is inconsistent. Indeed sometimes, even in the absence of chaos (in agreement with Khinchin’s ideas), one can have good
agreement between the time averages and their values predicted by equilibrium statistical mechanics.
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While entropy changes are the usual subject of fluctuation theorems, we seek fluctuation relations involving
time-symmetric quantities, namely observables that do not change sign if the trajectories are observed backward
in time. We find detailed and integral fluctuation relations for the (time-integrated) difference between entrance
rate and escape rate in mesoscopic jump systems. Such inflow rate, which is even under time reversal, represents
the discrete-state equivalent of the phase-space contraction rate. Indeed, it becomes minus the divergence
of forces in the continuum limit to overdamped diffusion. This establishes a formal connection between
reversible deterministic systems and irreversible stochastic ones, confirming that fluctuation theorems are largely
independent of the details of the underling dynamics.
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I. INTRODUCTION

The past two decades were characterized by the discussion
of fluctuation relations (FRs), or fluctuation theorems, valid for
systems arbitrarily far from equilibrium conditions [1–21] (the
literature on FRs is vast, see more references in the reviews
in Refs. [22–25]). Initially the focus was on deterministic
dynamical systems, where Lyapunov exponents were found
to play a fundamental role [1–4]. Although quantities as the
phase-space contraction rate (minus sum of all Lyapunov
exponents) are related to the entropy production [23], this
concept acquires a more immediate physical interpretation in
terms of heat flows when stochastic systems are considered
[6–12,18–21,25]. For this reason, and because of the relevance
for modern technological applications, nowadays it is more
frequent to discuss FRs for stochastic dynamics.

The production of entropy, S(ω), being related to fluxes
of heat, matter, etc., changes sign if one goes through the
trajectory ω backward in time. By now it is essentially
understood that any FR under examination involves a form of
entropy production and that it yields a measure of the statistical
asymmetry of physical processes in time. For example, the
integral FR 〈e−S〉 = 1 (〈. . .〉 denotes a statistical average) and
the convexity of the exponential function provide a statistical
mechanical derivation of the second law of thermodynamics,
〈S〉 � 0. Such asymmetry in time exists already at the level
of trajectories. Entropy production is the physical quantity
that always determines the time-antisymmetric sector of path
probabilities [12,25],

P (ω) ∼ e−A(ω) ∼ e
1
2 [S(ω)−K(ω)], (1)

which is generally written as an exponential of some functional
A. This includes also a time-symmetric (TS) component K(ω).
Yet such a quantity is completely irrelevant in the standard
procedure used to prove FRs, in which one compares path
weights (1) with those of trajectories reversed in time.

*baiesi@pd.infn.it
†falasco@itp.uni-leipzig.de

However, it is important to sharpen our understating of
the meaning and the statistics of TS quantities, since it is
becoming clear that they are necessary in the formulation
of nonequilibrium statistical mechanics. A TS quantity that
was recognized as a major player in characterizing the
evolution of glassy systems is dynamical activity [26–33],
which is just the number of jumps (or changes of state) that
take place during a trajectory, regardless of their direction.
Moreover, in the context of linear response theory, one finds
fluctuation-dissipation relations where K(ω) complement the
entropy production in determining the response of systems far
from equilibrium [34–38]. Mostly these TS observables were
continued to be called dynamical activity, although sometimes
also the names “traffic” [39] or “frenesy” [36] were adopted.
There are few examples of fluctuation symmetries for TS
quantities [28,33]. Therefore, to better understand the physics
of nonequilibrium systems, there remains the interest of going
deeper in this direction and find more variants of FRs for TS
observables.

In this paper we briefly introduce some FRs for TS
quantities. In discrete jump processes we study the inflow rate
in a state, expressed as a properly defined entrance rate minus
the standard escape rate. The derivation of FRs is based on an
artificial “auxiliary” dynamics. A similar idea was recently put
forward [21] to define the path-space probability of trajectories
reversed in time when some transitions are only one way (i.e.,
their reverse transition does not exist). With such an approach
one may draw a generalized FR [21]. By taking this method
to the extreme, we will define the auxiliary dynamics as that
taking place when all jump rates are flipped. It is a simple
mathematical choice that leads to specific FRs. The probability
of the auxiliary dynamics, appearing in such FRs, can be traced
out and one is left with integral FRs, valid for the normal
dynamics and in terms of sound physical quantities.

When we perform the limit to overdamped diffusive
dynamics, we make contact with the approach by Maes and
van Wieren [28]: The auxiliary dynamics here corresponds
to flipping the force signs and the inflow rate becomes
minus the divergence of the forces, which is the phase-space
contraction rate of the associated noiseless dynamics. In
our case the contraction rate is even under time reversal,

1539-3755/2015/92(4)/042162(6) 042162-1 ©2015 American Physical Society
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differently from the case of reversible deterministic dynamical
systems. Nevertheless, an integral fluctuation for this quantity
is derived. Note that the contraction rate can be found, for
conservative forces, within the definition of the so-called
effective potential, which is used in computations of reaction
pathways [40] and in evaluations of the system activity [41,42].

II. JUMP PROCESS

We consider a system with discrete states {C} whose
probabilities ρt evolve according to the master equation

∂tρt (C) =
∑
C′ �=C

[ρt (C ′)k(C ′ → C) − ρt (C)k(C → C ′)], (2)

where k(C → C ′) is the transition rate from configuration C to
C ′. The last term in the master equation contains the probability
ρt (C) times the escape rate from C,

λ(C) ≡
∑
C′ �=C

k(C → C ′). (3)

Here, next to this concept, we find it useful to define the
entrance rate ε(C) as the sum of transition rates from C ′ to
C,

ε(C) ≡
∑
C′ �=C

k(C ′ → C). (4)

In physics often one considers transition rates obeying local
detailed balance [43] at temperature T = 1/β,

k(C → C ′) ∼ exp

[
β

2
W(C → C ′)

]
, (5)

where W(C → C ′) is the work done by the system on its
environment (a heat bath in equilibrium). The term βW(C →
C ′) thus represents the increase of entropy in the environment
associated to the jump C → C ′ in the system.

A trajectory from time t0 = 0 to time t is the
time-ordered sequence ω ≡ {C(s)|0 � s � t} = {C0 =
C(0),C1,C2, . . . ,Cn = C(t)} with n jumps Ci−1 → Ci taking
place at times ti . For a system with initial density ρ0(C), the
probability to observe a trajectory ω is proportional to

P (ω) ∼ ρ0(C0)e−λ(Cn)(t−tn)
n−1∏
i=0

k(Ci → Ci+1)e−λ(Ci )(ti+1−ti )

∼ ρ0(C0)e− ∫ t

0 dsλ(C(s))
n−1∏
i=0

k(Ci → Ci+1) (6)

(we are omitting a time-discretization prefactor that is common
to all trajectories with the same number of jumps [44]). The
standard FR of the entropy production is obtained already
at the level of single trajectories by comparing P (ω) with
the probability of the path reversed in time, which we obtain
by applying an involution θ that reverses the order of times
(θω ≡ {C(t − s)|0 � s � t}, i.e., the initial time of θω is what
it was the final time for ω, etc.). Thus,

P (ω)

P (θω)
= eStot(ω), (7)

with

Stot(ω) = − ln ρt (Cn) + ln ρ0(C0) + β

n−1∑
i=0

W(Ci → Ci+1)

= − ln ρt (Cn) + ln ρ0(C0) + S(ω), (8)

where S(ω) is the entropy increase in the heat bath. From (7)
one readily observes that an increase of the entropy in the bath
is associated with processes more likely to take place in the
normal direction of time, because typically P (ω)

P (θω) > 1 in this
case (excluding effects from the boundary terms). Note that
by construction this equation picks up the time-antisymmetric
portion of the path measures and completely forgets about the
integral of escape rates.

To obtain a new form of FR we do not simply consider time
reversal but we rather define an auxiliary dynamics where all
rates are replaced by the rates of the inverse transitions,

k∗(C → C ′) ≡ k(C ′ → C), (9)

so the “auxiliary” escape rates correspond to the entrance rates
of the normal dynamics,

λ∗(C) ≡
∑
C′ �=C

k∗(C → C ′) = ε(C). (10)

Note that other choices for “adjoint dinamics” have already
been discussed [15–17]. However, those are useful to single
out specific entropy production terms only.

The state density ρ∗ with the auxiliary dynamics is chosen
to be the same ρ we have with the normal dynamics. Thus, the
path probability under the auxiliary dynamics is

P ∗(ω) ∼ ρ∗
0 (C0)e− ∫ t

0 dt ′λ∗(t ′)
n−1∏
i=0

k∗(Ci → Ci+1)

∼ ρ0(C0)e− ∫ t

0 dt ′ε(t ′)
n−1∏
i=0

k(Ci+1 → Ci), (11)

while for the corresponding time-reversed path it reads

P ∗(θω) ∼ ρt (Cn)e− ∫ t

0 dt ′ε(t ′)
n−1∏
i=0

k(Ci → Ci+1). (12)

The initial densities of P ∗(ω) and P ∗(θω) are taken to
be the initial and final densities of the physical trajectory,
respectively, ρ0 and ρt . Any other choice is equally allowed,
though (see Sec. IV).

It is clear that the ratio of the path measure (11) or (12) with
(6) now yields the exponential of a novel path-dependent term

Y (ω) =
∫ t

0
dt ′[ε(C(t ′)) − λ(C(t ′))]

≡
∫ t

0
dt ′ R(C(t ′)), (13)

in which there plays a crucial role the instantaneous inflow
rate, i.e., the imbalance between the entrance rate (4) and the
escape rate (3),

R(C) ≡ ε(C) − λ(C). (14)
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Specifically, the ratio of Eqs. (11) and (6) is

P ∗(ω)

P (ω)
= e−S(ω)−Y (ω), (15)

while the ratio of Eqs. (12) and (6) is

P ∗(θω)

P (ω)
= eln[ρt (Cn)/ρ0(C0)]−Y (ω). (16)

Using the fact that P (θω) can be normalized to 1
[
∫

DωP ∗(θω) = 1 = 〈1〉∗] and the conversion of statistical
averages 〈. . .〉∗ = 〈. . . P ∗/P 〉, from (16) we obtain the integral
FR

〈eln[ρt (Cn)/ρ0(C0)]−Y (ω)〉 = 1, (17)

which becomes

〈e−Y (ω)〉 → 1 for t → ∞ (18)

if the boundary contribution is irrelevant. This occurs, for
instance, for t → ∞ if the system has a finite number of states
and is in a stationary regime, ρt = ρ0 ∀t . The convexity of the
exponential yields also the inequality 〈Y (ω)〉 � 0. A positive
inflow rate is to be expected as it is easier on average to jump
into the states with high ρ than into those with low ρ.

With a similar procedure but using (15) rather than (16) one
obtains another FR

〈e−Y (ω)−S(ω)〉 = 1, (19)

where the entropy production S reappears next to Y . Note
that (17) and (19) are valid also in transient conditions. An
equation as (19) might be particularly interesting in transient
regimes because it does not contain explicitly the initial and
final density of states. Possibly it might help to study glassy
systems, which are the paradigm of transient dynamics.

III. OVERDAMPED DIFFUSION

In order to identify the transformation of a diffusive
dynamics equivalent to inverting the rates in a jump process
we start from the generic Fokker-Planck equation [45] for the
density ρt (x),

∂tρt (x) = −∂x(μF (x)ρt (x)) + D∂2
xρt (x), (20)

where μ is a mobility, D is a diffusion constant, and F (x)
is a force. We discretize phase space in tiny units of size δ,
so (20) turns into a master equation for configurations C =
. . . ,x − δ,x,x + δ, . . .. With the standard assumption that the
dynamics is performed by random walks with jumps to nearest
neighbors x → y = x ± δ, the discretization yields

∂tρt (x) = − μ

2δ
[F (x + δ)ρt (x + δ) − F (x − δ)ρt (x − δ)]

+ D

δ2
[ρt (x + δ) + ρt (x − δ) − 2ρt (x)], (21)

that can be rewritten as a master equation with transition rates

k(x → y) =
{

D
δ2 − μ

2δ
F (x − δ) if y = x − δ

D
δ2 + μ

2δ
F (x + δ) if y = x + δ.

(22)

When we apply the transformation k∗(x → y) = k(y → x)
we obtain

k∗(x → y) =
{

D
δ2 + μ

2δ
F (x) if y = x − δ

D
δ2 − μ

2δ
F (x) if y = x + δ.

(23)

The difference in the state where the forces are evaluated
is of order O(1) [46] and so vanishes when we go back to
the continuous limit δ → 0 (D is assumed to be a constant).
We conclude that changing the sign of F (or, alternatively,
of μ) gives the transformed rates in terms of the original
ones, namely k∗

F (x → y) = k−F (x → y). The path weight
associated to (20), describing overdamped diffusive dynamics,
is

P (ω) ∼ ρ0[x(0)] exp

{
−

∫ t

0
dt ′

[ẋ(t ′) − μF (t ′)]2

4D

− μ

2

∫ t

0
dt ′∂xF (t ′)

}
(24)

and it is straightforward to obtain the equivalent of (17)
by applying time reversal together with the transformation
F ∗ = −F (or, equivalently, μ∗ = −μ), which again gives the
probability ratio

P ∗(θω)

P (ω)
= ρ∗

t (x(t))

ρ0(x(0))
e−Y (ω) = eln[ρt (x(t))/ρ0(x(0))]−Y (ω), (25)

where now the integral Y is

Y (ω) = −μ

∫ t

0
dt ′∂xF (t ′). (26)

In Ref. [28] we find a previous example where one force was
flipped to get a FR for TS quantities. Alternatively, we can get
again

P ∗(ω)

P (ω)
= e−S(ω)−Y (ω), (27)

where the entropy increase in the heat bath is here defined by

S(ω) = μ

D

∫ t

0
dt ′F (t ′)ẋ(t ′). (28)

Therefore, we find Eqs. (17), (18), and (19) to be valid also in
overdamped diffusing systems. Besides, from (25) one can as
well derive detailed FRs that link the statistics of observables
(odd under the joint inversion of time and forces) in two
systems subject to opposite forces. Examples of practical
interest are systems of noninteracting particles exposed to
controllable external fields.

In more than one dimension and with μ = 1, Eq. (26) reads

Y (ω) = −
∫ t

0
dt ′∂xi

Fi(x(t ′)). (29)

Einstein notation is used from here onward and the vector state
is denoted as x ≡ {xi}. For overdamped stochastic systems the
inflow rate is thus represented by a function with the structure
of a divergence of forces,

R(x) = −∂xi
Fi(x), (30)

when all mobilities are equal to 1. This form has an analogous
version in deterministic evolution, as discussed in the next
section.
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IV. ANALOGY WITH THE CONTRACTION RATE

Consider a dynamical systems composed of i = 1, . . . ,N

degrees of freedom evolving according to deterministic equa-
tions

ẋi = Fi(x). (31)

In phase space the system is described by a density ρ

which evolves according to the continuity equation, enforcing
probability conservation:

∂tρ(x(t),t) = −∂xi
[ẋi(t)ρ(x(t),t)]

= −∂xi
[Fi(x(t))ρ(x(t),t)]. (32)

Rearranging the terms and introducing the Lagrangian deriva-
tive d/dt ≡ ∂t + ẋi∂xi

accounting for time variations along
trajectories, we find

d

dt
ln ρ(x(t),t) = −∂xi

Fi(x(t)) ≡ σ (x(t)). (33)

In (33) we introduced the instantaneous contraction rate σ (x),
which measures the logarithmic rate of contraction of phase-
space volumes [47]—it is identically zero in Hamiltonian
systems and on average positive in dissipative ones [48]. This is
exactly the quantity (30) for which we have derived a FR for the
diffusive dynamics. Moreover, since the transformation used to
find the FR in the discrete dynamics (see Sec. II) is analogous
to that used to derive the FR in the diffusive dynamics, we
conclude that the inflow rate R(C) is the equivalent of the
contraction rate σ (x).

There is indeed a procedure that illustrates this corre-
spondence. In a discrete state system, we spread uniformly
the occupation probability on the configuration C and on its
neighbors, i.e., those C ′ such that k(C → C ′) �= 0. At t = 0 we
thus have ρ0(C) = ρ0(C ′) = 1/V(C), where V(C) is the number,
or “volume,” of the states centered around C. Shortly after
the preparation, the time derivative of the Boltzmann entropy
associated to this locally flat density is expected to give the
logarithmic variation of the inverse volume centered on C.
Therefore we have

∂t ln ρt (C(t))|t=0

= V(C)∂tρt (C)|t=0

= V(C)
∑
C′

[ρt (C
′)k(C ′ → C) − ρt (C)k(C → C ′)]|t=0

=
∑
C′

[k(C ′ → C) − k(C → C ′)]

= R(C), (34)

which shows that the inflow rate measures the “volume”
contraction rate.

The phase-space contraction rate is a key ingredient in
the derivation of FRs for deterministic dynamics [22,23].
Hence we deem it interesting to strengthen the correspondence
between thermostated deterministic systems (i.e., Hamiltonian
systems with an added nonlinear friction term) and stochastic
ones applying the ideas of Sec. II and Sec. III to underdamped
diffusion, where the phase space does not simply reduce to
the configuration space. For simplicity we consider two con-
jugated degrees of freedom only, x = {q,mv}, exemplifying a

particle of mass m and friction coefficient γ moving in a force
field F . The motion is described by the Langevin equations

q̇ = v, mv̇ = −γ v + F (q) +
√

2Dvξ, (35)

where ξ is a standard Gaussian white noise with unit variance.
Since the associated path weight is

P (ω) ∼ ρ0(x(0),v(0))e
γ

2 t

× exp

{
−

∫ t

0
dt ′

[mv̇(t ′) + γ v(t ′) − F (t ′)]2

4Dv

}
, (36)

the time-integrated contraction rate of the noiseless dynamics,
Y (ω) = γ t , is singled out by comparison with an auxiliary
dynamics having negative friction coefficient, i.e., γ ∗ = −γ .
Recalling that time reversal here implies θv(t ′) = −v(t − t ′),
the analogous of (25) for underdamped diffusion is

P ∗(θω)

P (ω)
= eln[ρ∗

t (x(t),−v(t))/ρ0(x(0),v(0))]−γ t . (37)

Essentially, this auxiliary dynamics emulates the time-reversal
transformation of thermostated Hamiltonian systems. There
[49], the friction coefficient γ is indeed replaced by the
thermostat multiplier, that is, an odd function of the velocity
v, and thus changes sign upon time inversion. Moreover, this
auxiliary dynamics is equivalent to that used in Sec. III for
underdamped diffusion, since γ = 1/μ and we have already
noticed that flipping the forces is the same as changing the
sign of the mobility.

Similarly to the deterministic case, Eqs. (25) and (37) can
be turned into an integral FR for the dissipation function 


[22],∫ t

0
dt ′
(x(t ′)) ≡ ln ρ0(x(0)) − ln ρ0(x(t)) +

∫ t

0
dt ′σ (x(t ′)),

exploiting the freedom in choosing the initial density of the
backward auxiliary trajectory. Specifically, taking ρ∗

t = ρ0 in
(25) we obtain the nonequilibrium partition identity, i.e., the
integral version of the FR [14],〈

exp

[
−

∫ t

0
dt ′
(t ′)

]〉
= 1, (38)

valid in overdamped diffusing systems for arbitrary initial
densities and nonconservative forces. The same relation is
obtained for underdamped diffusion from (37), provided that
ρ0 is independent of the sign of v, as it is, e.g., at equilibrium.

Finally, it is worth noting that the quantity (29) can also
be related to the (finite-time) Lyapunov exponents �i of the
system. The latter are defined by considering the growth rates
of k-dimensional volumes supported by k linearly independent
perturbations δx(i), with 1 � k � N [50]:

Volk({δx(i)(t)}) ∼ e
∑k

i=1 �it . (39)

The time evolution of such a perturbation δx in the initial
condition of (31) is

δẋi = Fi(x + δx) − Fi(x) ≈ (∂xi
Fj )δxj ≡ (∇F )ij δxj , (40)
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which has the solution

δxi(t) = exp

[∫ t

0
∇F (t ′)dt ′

]
ij

δxj (0). (41)

Therefore, using the formula relating the determinant to the
trace, det(exp A) = exp(TrA), the relative variation of the N

volume is obtained as

det

[
δxi(t)

δxj (0)

]
= exp

[∫ t

0
∂xi

Fi(t
′)dt ′

]

= exp

[
−

∫ t

0
σ (t ′)dt ′

]
, (42)

which gives the time-averaged contraction rate in terms of the
negative sum of all Lyapunov exponents,

1

t

∫ t

0
σ (t ′)dt ′ = −

N∑
i=1

�i. (43)

If (31) is stochastic, as in the overdamped diffusion considered
in the previous section, the Lyapunov exponents identify the
separation rate of nearby trajectories subjected to the same
noise realization, and Eqs. (25) and (27) are statements about
the statistics of their spectrum. Note that Eqs. (27) and (25)
can be restricted to quantities measured on subspaces of the
full phase space using auxiliary dynamics where only some
components of the forces are changed in sign. In particular,
when F ∗

i = −Fi if i = k and F ∗
i = Fi otherwise, we get, for

example (no Einstein summation),〈
exp

[
− 1

D

∫ t

0
dt ′Fk(t ′)ẋk(t ′) +

∫ t

0
dt ′∂xk

Fk(t ′)
]〉

= 1.

(44)

Since a k volume is obtained as the determinant of the k × k

minor of δxi(t)/δxj (0), Eq. (44) relates a single Lyapunov

exponent �k ,

et�k = Volk(t) − Volk−1(t) = exp

[∫ t

0
dt ′∂xk

Fk(t ′)
]
, (45)

to the entropy produced in the k direction.

V. CONCLUSIONS

We have introduced the concept of inflow rate. The fluctu-
ations of its time integral are characterized by two fluctuation
relations, one involving also boundary terms (density of states)
and one involving the entropy production. In the continuum
limit bringing jump systems to overdamped diffusion, the
inflow rate becomes (minus) the divergence of forces, i.e.,
the phase-space contraction rate. This quantity in reversible
deterministic dynamical systems is known to be odd under
time reversal. However, in general the phase-space contraction
rate can have any or no parity. In particular, in our case
it results even under time reversal, due to the fact that the
overdamped Langevin dynamics is not time reversible. Note
that time reversibility is a condition commonly invoked in the
derivations of FRs, hence it is sufficient, but it is known to be
unnecessary [51–53].

We hope that these findings will be useful in developing
nonequilibrium statistical mechanics—e.g., in deriving sym-
metry properties of response coefficients far from equilibrium,
as much as standard FRs are employed around equilibrium to
obtain the Onsager reciprocity relations [54]—for which by
now it is clear that we need not only to have entropy flows
under control but also to better understand the statistics of
activities that have an even parity under time reversal.
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Exact symmetries in the velocity fluctuations of a hot Brownian swimmer
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Symmetries constrain dynamics. We test this fundamental physical principle, experimentally and by molecular
dynamics simulations, for a hot Janus swimmer operating far from thermal equilibrium. Our results establish
scalar and vectorial steady-state fluctuation theorems and a thermodynamic uncertainty relation that link the
fluctuating particle current to its entropy production at an effective temperature. A Markovian minimal model
elucidates the underlying nonequilibrium physics.
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In 1905, Einstein pointed out that the velocity of a
Brownian particle is not a well-defined observable, except
for very short times [1]. A precise and detailed experimental
confirmation of his early insight has only recently become pos-
sible [2,3]. Contrarily, to a self-propelled Brownian particle or
“microswimmer”, a meaningful velocity can also be assigned
in an intermediate asymptotic long-time regime, when its
directed autonomous motion prevails over fluctuations and
can thus be harnessed for potentially useful tasks [4–7].
The persistence of this motion is still limited by (possibly
nonthermal) stochastic velocity fluctuations, though. As we
demonstrate in the following, these fluctuations are not
completely chaotic but encode a characteristic fingerprint of
the underlying space-time symmetry, even far from thermal
equilibrium.

We specifically consider a so-called hot (i.e., persistently
heated) Brownian swimmer [7,8], in theory, experiment, and
computer simulations. The swimmer is designed as a Janus
sphere made of two hemispheres with unequal thermal and
solvation properties, which excites phoretic surface flows
upon heating. A variety of such phoretic self-propulsion
mechanisms is commonly employed in the design of artificial
microswimmers. They all rely on the creation of asymmetric
gradients of a thermodynamic field (e.g., concentration of a
solute [9], temperature [8]) in the solvent, which induces
a systematic drift through classical interfacial phoretic pro-
cesses [10]. Besides their biomimetic and practical relevance
for promising applications in nanoscience, self-propelled
particles are of fundamental interest as paradigmatic nonequi-
librium systems. Their energy input is not due to fluxes at
the boundary, as is often the case in macroscopically induced
nonequilibrium states, but localized on the particle scale.
And their self-propulsion is not due to a balance of external
body forces with Stokes friction, as assumed in popular
“dry-swimmer” models [11]. Instead, they are characterized
by (hydrodynamic) long-range interactions very different from
those found in driven colloids. In other words, microswimmers
are not simply ordinary driven colloids in disguise. As a
result, their collective behavior displays peculiar features,
such as phases and phase transitions absent in sheared and
sedimenting colloids, say [12,13]. But clear nonequilibrium

*falasco@itp.uni-leipzig.de
†klaus.kroy@itp.uni-leipzig.de

signatures are detected already on the single-particle level.
Examples include non-Gaussian fluctuations [14], negative
mobility for confined swimmers [15], and hot Brownian
motion [16] for nonisothermal swimmers. Despite the pos-
sibility to experimentally track and manipulate single-particle
trajectories [17], a less explored direction of research is the
study of fluctuations of (thermodynamic) path observables,
defined along trajectories, as in stochastic energetics [18,19].
In particular, one may wonder whether fluctuation theorems
are valid for self-propelled particles [20].

Fluctuation theorems are symmetry relations holding for a
wide class of nonequilibrium systems [21–26]. They quantify
the irreversibility of nonequilibrium processes by their total
entropy production S, saying that the probability P (S) for
positive S is exponentially larger than for negative S:

P (S) = P (−S)eS/kB . (1)

For systems in contact with an equilibrium thermal reservoir,
S is given by the dissipated heat over the bath temperature
in the long-time limit. Such relations ultimately originate
from the time-reversal invariance of the microscopic dynamics
that is broken at the ensemble level by a nonconservative
driving. More recently, additional fluctuation theorems were
identified, which rely on the breaking of spatial symmetries
of the underlying microscopic dynamics [27–29]. They relate
the probabilities of vectorial observables pointing in different
directions, such as the isometric currents J1 and J2 (currents
of equal strength in different directions) excited by a homoge-
neous driving force f in an isotropic system:

P ( J1) = P ( J2)e f ·( J1−J2). (2)

For our hot Brownian swimmers (and other self-propelled
particles), the validity of Eqs. (1) and (2) is a priori in
doubt. First, the phoretic mechanism responsible for the
entropy production is not an external deterministic driving,
as usually assumed to derive Eqs. (1) and (2). In addition,
due to the presence of strong and long-ranged thermodynamic
gradients, the solvent is not an equilibrium bath. In the
case of a swimmer generating a temperature gradient, the
bath noise does not even possess a definite temperature but
is generally characterized by a nontrivial noise temperature
spectrum arising from hydrodynamic memory [30–32]. Hence,
the thermal noise need not be Gaussian, thus altering in general
the simple exponential form of the fluctuation relations (FRs)
(unless the underlying large-deviation principle exceptionally
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survives) [33–35]. Finally, Eq. (2) has been proved so far only
for models that do not include inertia [36]. Despite all that,
we now verify the fluctuation relations (1) and (2) relating the
entropy production and the particle current for a hot Brownian
swimmer both experimentally and numerically. A minimal
analytical model helps to rationalize our findings.

The experimental system consists of a polystyrene bead of
500 nm radius, half-coated with a 50-nm-thick gold layer, in
aqueous solution. It is narrowly confined between two glass
plates coated with a nonionic surfactant (Pluronic) to prevent
the particle from sticking. The sample is illuminated through a
dark field condenser, and the scattered light is collected and im-
aged with a CCD camera. The particle’s center of mass position
r and orientation n (a unit vector along the symmetry axis from
hot to cold) are recorded at an inverse frame rate of 5 ms. A
532 nm laser with incident intensity of 0.05 mW/μm2 contin-
uously heats the particle. The piezoposition employed for the
spatial positioning of the sample is adjusted every 100 frames
to keep the particle in the center of the Gaussian beam. The
tangential surface gradient of the local temperature translates
into a thermophoretic propulsion velocity vpn, stemming from
the unbalanced particle-fluid interactions [10] plus thermo-
osmotic contributions from the nearby glass covers [37].

A similar, but technically somewhat different realization of
a hot swimmer was implemented numerically. We performed
molecular dynamics simulations of 6 × 104 Lennard-Jones
(LJ) atoms of mass m in a cubic box with periodic bound-
ary conditions. The deterministic equations of motion are
integrated by a velocity-Verlet algorithm. The 255 atoms
belonging to the spherical swimmer were additionally bonded
by a finitely extensible nonlinear elastic potential [38]. The
standard LJ potential 4ε[(σ/r)12 − cif (σ/r)6] was modified
by introducing an effective wetting parameter cif for the
interactions between the fluid (f ) and the atoms composing
the two hemispheres (i = a, b) of the particle surface. They
serve to mimic the asymmetric solvent heating by the gold
cap and polystyrene body of the experimental particle, in
an efficient way [39]. We used caf = 2 and cbf = 1 for
all simulations reported in this Rapid Communication. In a
typical simulation run, we first equilibrate the system in the
Nosé-Hoover NV T ensemble at the prescribed temperature
T = 0.75ε/kB and with an average number density ∼0.8σ−3

of fluid particles. Subsequently, we switch off the global
thermostat and only the atoms near the boundary of the
simulation box are kept at the ambient temperature, whereas
the atoms of one half of the particle surface are heated to a
substantially elevated temperature Tp = 1.5ε/kB , by means
of a standard velocity rescaling algorithm. After allowing the
system to reach a steady state, we record time traces of the
position r and velocity V of the particle’s center of mass, as
well as the particle orientation n.

We start our analysis with the time-dependent diffusion
coefficients parallel and perpendicular to n,

D‖(t) = 1

2

d

d

〈(∫ t

0
dτ V (τ ) · n(τ )

)2
〉
, (3)

D⊥(t) = 1

4

d

dt

〈(∫ t

0
dτ V (τ ) · [1 − nn(τ )]

)2
〉
, (4)
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FIG. 1. Upper panel: longitudinal (◦) and transverse (×) time-
dependent diffusivities D‖ and D⊥ in the particle frame, as measured
in simulation (a) and experiment (b). Their common plateau gives
the diffusion constant D, and the late-time asymptotics of D‖(t) the
propulsion speed vp. Lower panel: histograms of the corresponding
short-time displacements.

where 〈· · · 〉 denotes steady-state ensemble averaging. As
seen from Fig. 1(a), the particle performs free diffusion in
the perpendicular direction on times beyond the time scale
τSt (≈10

√
mσ 2/ε in the simulations) for velocity damping,

given by the particle mass over the Stokes friction. This
manifests itself as a plateau in D⊥(t), which can be used
to read off the long-time translational diffusion constant as
D ≡ D⊥(t 
 τSt). Along the particle axis, the active drift vp =
〈n · V 〉 (extracted from recorded trajectories by averaging
over realizations and time) is superimposed as a ballistic
component, so that D‖(t 
 τSt) ∼ D + v2

p t . The mixing of
parallel and perpendicular dynamics in the laboratory frame
randomizes the particle orientation n(t) at late times, giving
rise to an enhanced apparent overall diffusion coefficient.
Note that all mentioned diffusion and mobility coefficients are
nonequilibrium transport coefficients, since (global) thermal
equilibrium is broken. They subsume all parameters describing
the solute, the solvent, and their mutual interactions, whose
specific values are thus irrelevant at the mesoscopic level [39].

The data in Figs. 1(c) and 1(d) show that, despite the
substantial thermal gradients attained in the simulations,
the particle velocities parallel and perpendicular to n are
essentially Gaussian distributed. This demonstrates that the
thermal agitation of the Janus particle can be attributed
to a Gaussian noise. It also implies that, at least for the
swimmer, the fluid can effectively be described as locally in
thermal equilibrium, which is indeed a necessary assumption
in standard theories of phoretic transport and nonisothermal
Langevin descriptions.

From the above observations, the following picture for the
physics underlying Eqs. (1) and (2) emerges. On average, the
particle will be propelled along the axis n, or more generally,
such that n · ṙ > 0. But on rare occasions, a fluctuation can
displace it against the phoretic drift, such that n · ṙ < 0. The
two dissimilar situations correspond to energy dissipation
to the fluid and energy extraction from it, respectively.
While the first conforms with the expected thermodynamic
behavior, the second represents an atypical transient fluctua-
tion. Their relative rate is exactly quantified by Eq. (1).
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To formalize this intuitive picture, we now propose a
minimal model for the swimmer dynamics. By restricting
our analysis to times t 
 τSt, the Brownian fluctuations are
effectively diffusive, and the particle momentum and all
hydrodynamic modes can be taken as fully relaxed. Long-
time tails and any randomness in the swimming speed vp,
which may arise from the fluctuating fluid momentum and
temperature, are discarded. On this level, the stochastic motion
of the hot Janus particle can be represented by the active
Brownian particle model [40], consisting of two isotropic
Markov processes for its position and orientation vectors r(t)
and n(t), with a superimposed constant drift along n(t). The
corresponding overdamped Langevin equations read [41]

ṙ = vpn +
√

2Dξ t, (5)

ṅ =
√

2Drξ r × n, (6)

where ξ t(t) and ξ r(t) represent independent unbiased Gaussian
white noise processes with unit variance. It allows us to
explicitly construct the probability

P [X ] ∝ exp

(
− 1

4D

∫ t

0
dτ [ṙ(τ ) − vpn(τ )]2

)
(7)

associated with a path X ≡ {{r(τ ),n(τ )} : 0 ≤ τ ≤ t} (the
ordered set of positions and orientations in the time interval
[0,t]). The path weight given by Eq. (6) is omitted, because it is
inessential, as is the initial configuration {r(0),n(0)}, because
all allowed configurations are equiprobable for an unconfined
particle in the steady state. The probability P [X̃ ] to observe
the same event backwards in time is obtained from Eq. (7)
by the time-reversal transformation τ → t − τ . The two path
weights are thus related by

P [X ] = P [X̃ ] exp

(
vp

D

∫ t

0
dτ ṙ(τ ) · n(τ )

)
, (8)

saying that a path X resulting in a positive total displacement
along n is exponentially more probable than the reversed path
X̃ resulting in a negative displacement. To show that this leads
to a measurable asymmetry, we define a time-averaged forward
velocity [42]

j‖[X ] ≡ 1

t

∫ t

0
dτ ṙ(τ ) · n(τ ). (9)

The probability that j‖[X ] attains a certain value, say J‖,
follows by multiplying both sides of Eq. (8) by δ(j‖ − J‖)
and summing over all possible trajectories:∑

X
P [X ]δ(j‖ − J‖) =

∑
X

P [X̃ ]e(vp/D)tj‖δ(j‖ − J‖). (10)

The left-hand side of Eq. (10) is, by definition, P (J‖) ≡
Prob(j‖[X ] = J‖), while the right-hand side becomes∑

X̃
P [X̃ ]e−(vp/D)tj‖δ(j‖ + J‖) = P (−J‖)e(vp/D)tJ‖

when we rewrite the sum over paths as sum over time-reversed
paths and flip the sign of j‖ accordingly, since j‖[X ] =
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FIG. 2. Upper panel: histograms of the longitudinal particle
current J‖, Eq. (9), as measured in simulation (a) and experiment
(b). Lower panel: test of the fluctuation theorem, Eq. (11), using
these histograms as proxies for P (J‖).

−j‖[X̃ ]. We thus obtain the fluctuation relation

1

t
ln

P (J‖)

P (−J‖)
= vp

D
J‖. (11)

It is valid for all observation times consistent with the
Markov condition t 
 τSt. Differently from usual steady-state
fluctuation relations, boundary terms corresponding to the
density of states evaluated at times 0 and t are absent, being
trivial constants. This enables us to verify the theory at
relatively short times, which permits an efficient sampling
of the negative tail of P (J‖). Corresponding histograms con-
structed from the numerical and experimental data are shown
in Figs. 2(a) and 2(b). The logarithmic ratios of statistically
relevant opposite bins conform nicely with Eq. (11), as shown
in Fig. 2(c).

The argument of the exponential in Eq. (8) may be cast
into the explicit form of an entropy production by combining
Eq. (8) with the generalized Sutherland-Einstein relation,
D = kBTeff/ζ . This amounts to replacing the nonisothermal
solvent by a virtual isothermal bath at an effective temperature
Teff [31]. Thereupon, Eq. (8) takes the form of Eq. (1) with
P (S) ≡ Prob(s[X ] = S) and

s[X ] ≡ 1

Teff

∫ t

0
dτ ṙ(τ ) · n(τ )vpζ = j‖vpζ

Teff
t (12)

the entropy produced by the “thermophoretic force” nvpζ

(the phoretic velocity times the Stokes friction) acting
along the path X . Note that the appropriate temperature Teff

that mediates between dissipation and entropy differs from the
local fluid temperature at the particle surface. Because of the
long-ranged hydrodynamic correlations, it has to be calculated
as the average of the temperature field emanating from the
particle weighted by the local dissipation, in the whole solvent
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volume. General analytic expressions for Teff are provided by
the theory of nonisothermal Brownian motion [31,43].

The effective temperature also quantifies the trade-off
between the dissipation due to propulsion, Q ≡ 〈s〉Teff =
〈j‖〉vpζ t , and the squared relative uncertainty in the particle
current, ε2 ≡ (〈j 2

‖ 〉 − 〈j‖〉2)/〈j‖〉2 � 2D/(vp〈j‖〉t), namely,

ε2Q � 2Teff . (13)

This (saturated) thermodynamic uncertainty relation [44]
follows from Eq. (1) and the fact that P (J‖) is found to be
well approximated by a Gaussian.

We finally turn to the validation of the spatial fluctuation
theorem, Eq. (2). In a corotating frame, Eq. (5) reads ṙ ′ =
vpn′ + √

2Dξ t with ṙ ′ = R · ṙ and R(t) a time-dependent
rotation matrix defined such that n′ ≡ R · n is a constant
versor arbitrarily chosen as the initial particle orientation. Self-
propulsion now shows up as the constant vector vpn′. Without
it, the particle would simply perform isotropic diffusion, and
the breaking of this spatial symmetry gives rise to the spatial
fluctuation relation (2), as much as the breakdown of time
reversibility gives rise to the standard fluctuation theorem (1).

To show this, we follow the procedure leading to Eq. (11),
and consider the weights

P [MX ′] ∝ exp

(
− 1

4D

∫ t

0
dτ [ṙ ′(τ ) − vp M · n′]2

)
,

for paths MX ′ that only differ in the particle orientation M · n′,
where M is a constant rotation matrix conserving the norm
(M · n′)2 = n′2 = 1. They are related by

P [X ′] = P [MX ′] exp

(
vpt

2D
n′ · (1 − M−1) · j [X ′]

)
, (14)

where P [X ′] = P [MX ′]|M=1, and

j [X ′] ≡ 1

t

∫ t

0
dτ ṙ ′(τ ), (15)

is the particle current relative to its instantaneous orientation
n(t). After multiplying Eq. (14) by δ( j [X ′] − J1) and sum-
ming over trajectories, some algebra yields

1

t
ln

P ( J1)

P ( J2)
= vp

2D
J (cos ϑ1 − cos ϑ2). (16)

This spatial fluctuation relation expresses an exact symmetry
between the probabilities to observe currents J i of equal
magnitude J in different directions specified by their angles
ϑi with the versor n′. Its equivalence with Eq. (2) follows from
J i · n′ = J cos ϑi by identifying f ≡ vpn′ζ/(2Teff), where
one again recognizes the dissipative nonisothermal driving.
Again, it is valid for all times t , provided that the trajectory
is sampled on the diffusive time scale. And it contains the
scalar fluctuation relation, Eq. (11), as the special case ϑ1 = 0,

0 1 2
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1
ln

[P
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1
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P
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)]

(s
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)

sim
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J
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FIG. 3. Upper panel: bin counts for particle current, Eq. (15),
for various J = |J |, from simulation (a) and experiment (b). Lower
panel: test of the vectorial fluctuation theorem, Eq. (16), using these
bin counts as proxies for P ( J). Insets: heatmaps for J , red dots
representing the bins from (a) and (b).

ϑ2 = π , i.e., J1 = −J2 = J‖n. Figure 3(c) shows that it is in
excellent agreement with our molecular dynamics simulations
and experiments.

In summary, we have verified the validity of scalar and
vectorial fluctuation relations for a self-propelled colloidal
particle suspended in a nonequilibrium solvent. This extends
related recent work [29], which could not conclusively settle
the issue for the case of an externally driven granular particle.
Using a minimal Markovian model, we could recast our
results in an intuitive form, revealing that the breaking of
the underlying microscopic space-time symmetry is precisely
quantified by the entropy production due to swimming. The
latter may be written as the energy dissipated to a fictitious
equilibrium bath at an effective temperature predicted by
the theory of hot Brownian motion. Among all phoretic
mechanisms, thermophoresis offers arguably the most critical
benchmark because the thermodynamic field that causes the
driving (i.e., temperature) is also responsible for nonequil-
birium fluctuations. We therefore expect that other types of
self-phoretic particles obey the FRs as well. The robustness of
the established fluctuation relations against some stochasticity
in the driving and the long-term memory and nonequilibrium
character of the solvent fluctuations suggests that the assump-
tions evoked by standard derivations of fluctuation theorems
are sufficient, but may actually not all be critical for their
successful application.
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[28] P. I. Hurtado, C. Pérez-Espigares, J. J. del Pozo, and P. L.
Garrido, J. Stat. Phys. 154, 214 (2014).

[29] N. Kumar, H. Soni, S. Ramaswamy, and A. K. Sood, Phys. Rev.
E 91, 030102 (2015).

[30] L. Joly, S. Merabia, and J.-L. Barrat, Europhys. Lett. 94, 50007
(2011).

[31] G. Falasco, M. V. Gnann, D. Rings, and K. Kroy, Phys. Rev. E
90, 032131 (2014).

[32] F. Zamponi, F. Bonetto, L. F. Cugliandolo, and J. Kurchan,
J. Stat. Mech. (2005) P09013.

[33] H. Touchette and E. G. D. Cohen, Phys. Rev. E 76, 020101
(2007).

[34] K. Kanazawa, T. Sagawa, and H. Hayakawa, Phys. Rev. E 87,
052124 (2013).

[35] H. Touchette, Phys. Rep. 478, 1 (2009).
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Author contributions

Building on previous calculations by M. V. Gnann and D. Ring, in [48] I derived the
generalized Langevin equation for hot Brownian motion and studied the violation of the
equipartition theorem, taking advice from K. Kroy. In [46] I worked out the underlying
theory of fluctuating hydrodynamics in detail so that the order of magnitude of possible
corrections to the analytical results could be estimated with confidence. In addition,
there I extended the theory to arbitrary temperature gradients, which later (see [57])
allowed us to consider the nonequilibrium fluctuations of a self-thermophoretic colloid.
Inspired by discussions with M. Polettini, and C. Pérez-Espigares (from whom I learnt
that there was at the time no experimental validation of the spatial fluctuations theorem
for 3-dimensional systems), I suggested and supervised the analysis of numerical and
experimental data concerning a heated self-propelled particle. I interpreted the results
by means of an existing theoretical model which permitted to rationalize the observed
validity of the fluctuation relations for the entropy production and particle current.
These joint efforts with the experimental group of F. Cichos culminated in [57].

At the same time I started a fruitful collaboration with M. Baiesi. He brought
to my attention the unsolved problems encountered in developing the linear response
theory of nonequilibrium stochastic systems subjected to thermal perturbation6. In [53]
and [49] I developed two independent analytical methods to overcome these difficulties,
and helped interpreting the numerical results obtained from our model examples. These
results were tested in experiments conducted in the lab of S. Ciliberto and A. Petrosyan,
where nonequilibrium thermal capacities have been measured for an RC circuit and two
hydrodynamically interacting colloids. In [54] and [55] I contributed to the development
of the reweighting procedure, the interpretation of the results and the writing. Thanks
to the acquired knowledge and expertise in the field of nonequilibrium linear response,
I inspired and advised S. Steffenoni in working out the general theory in [56], helped in
designing the model examples and interpreting the results, as well as drafted the core
parts of the paper.

Long discussions with M. Baiesi on the fluctuation relations resulted in [58]. There, I
extended his original ideas (involving jump processes) to diffusive processes, put forward
the connection with deterministic dynamical systems (spurred by helpful discussions
with L. Rondoni) and expanded the analogy to include jump processes. My interest
in dynamical systems had been previously stimulated by some lectures by A. Vulpiani,
which G. Saggiorato and I (expanded slightly and) organized into the review [50].

Finally, the research on nonequilibrium virial equation sparked off when M. Baiesi
and F. Baldovin showed me numerical results about broken energy equipartition in
harmonic chains coupled to multiple thermal baths. I solved the problem analytically
and helped interpreting the results obtained for various boundary conditions. Later,

6See M. Baiesi, U. Basu, and C. Maes. Thermal response in driven diffusive systems, Eur. Phys. J.
B, 87:277, 2014.
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while developing a perturbative expansion to study anharmonic chains I recognized
the generality of the results, set up a concise proof valid for stationary systems with
arbitrary interactions, derived the nonequilibrium equation of state and applied it to
a well-established model of active matter. These various results appeared in [50] and
[46].
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