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## Chapter 1

## Introduction

Recently, verification and analysis of sets of data words have gained a lot of interest [12$14,17,28,30,76]$. A data word is a sequence over $\mathbf{P} \times D$, where $\mathbf{P}$ is a finite set of labels, and $D$ is a set of data values. One prominent example of data words are timed words, used in the analysis of real-time systems [3]. Linear-time temporal logic (LTL) is nowadays one of the main logical formalisms used for the specification and verification of reactive systems, and has found applications in industrial tools. In this context, satisfiability and model checking are the main computational problems for LTL. The complexity of these problems in various settings is well-understood, see e.g. [10] for background. Triggered by applications in real-time systems, various timed extensions of LTL have been invented. Two of the most prominent examples are metric temporal logic (MTL) [54] and timed propositional temporal logic (TPTL) [7]. In MTL, the temporal operator until ( U ) is indexed by a time interval. For instance, the formula $p \mathrm{U}_{[2,3)} q$ holds at a certain time $t$, if there is a time $t^{\prime} \in[t+2, t+3$ ), where $q$ holds, and $p$ holds during the interval $\left[t, t^{\prime}\right)$. TPTL is a more powerful logic that is equipped with a freeze formalism. It uses register variables, which can be set to the current time value and later these register variables can be compared with the current time value. For instance, the above MTL-formula $p \mathrm{U}_{[2,3)} q$ is equivalent to the TPTL-formula $x .(p \cup(q \wedge 2 \leq x<3))$. Here, the constraint $2 \leq x<3$ should be read as: The difference of the current time value and the value stored in $x$ is in the interval $[2,3)$.

For both MTL and TPTL, two different semantics exist: the continuous semantics, where the time domain are the real numbers, and the discrete semantics, where the time domain are the natural numbers. We will be only interested in the discrete semantics, where formulas are evaluated over finite or infinite sequences $\left(P_{0}, d_{0}\right)\left(P_{1}, d_{1}\right) \ldots$ of pairs $\left(P_{i}, d_{i}\right)$. Here $P_{i} \subseteq \mathbf{P}$ is a finite set of atomic propositions (from some pre-specified finite set $\mathbf{P}$ ) and $d_{i} \in \mathbb{N}$ is a time stamp such that $d_{i} \leq d_{i+1}$ for all $i \geq 0$. The freeze mechanism from TPTL has also received attention in connection with non-monotonic data words. A non-monotonic data word
is a finite or infinite sequence $\left(P_{0}, d_{0}\right)\left(P_{1}, d_{1}\right) \ldots$ of the above form, where we do not require the data values $d_{i}$ to be monotonic. In timed words, intuitively, the sequence of data values describes the timestamps at which the properties from the labels set $\mathbf{P}$ hold. Non-monotonic sequences of natural numbers, instead, can model the variation of an observed value during a time elapse: we can think of the heartbeat rate recorded by a cardiac monitor, atmospheric pressure, humidity or temperature measurements obtained from a meteorological station. For example, let Weather $=\{$ sunny, cloudy, rainy $\}$ be a set of labels. A data word modeling the changing of the weather and highest temperature day after day could be:
(rainy, 10)(cloudy, 8)(sunny, 12)(sunny, 13)...

Applications for MTL and TPTL over non-monotonic data values can be seen in areas, where data streams of discrete values have to be analyzed and the focus is on the dynamic variation of the values (e.g. streams of discrete sensor data or stock charts). Both logics, however, have not gained much attention in the specification of non-monotonic data words, albeit they can express many interesting properties. The goal of this thesis is to investigate MTL and TPTL when evaluated over non-monotonic data words: the expressive power, satisfiability problem and path checking problem.

To continue our example, using the TPTL-formula $x$.(sunny U (cloudy $\wedge-3 \leq x \leq-1$ )) over the labels set Weather, we can express the following property: It is sunny until it becomes cloudy and the highest temperature has decreased of 1 to 3 degrees. This formula is equivalent to the MTL-formula (sunny $\mathrm{U}_{[-3,-1]}$ cloudy). The main advantage of MTL with respect to TPTL is its concise syntax. It would be practical if we could show that MTL equals TPTL over data words. It is a simple observation that every MTL-formula can be translated into an equivalent TPTL-formula with only one register variable. For the other direction, however, it turns out that the result depends on the data domain. For monotonic data words over the natural numbers, Alur and Henzinger [6] proved that MTL and TPTL are equally expressive. For timed words over the non-negative reals, instead, Bouyer et al. [18] showed that TPTL is strictly more expressive than MTL. We consider the relative expressive power of TPTL and MTL over non-monotonic data words, and show that TPTL is strictly more expressive than MTL in this setting.

Satisfiability and model checking problem for MTL and TPTL have been studied intensively in the past, see e.g. $[6,7,20,21,28,31,56,63,65]$. On monotonic data words over the natural numbers, the satisfiability problem for both MTL and TPTL is EXPSPACE-complete, and is undecidable for TPTL over non-monotonic data words [6, 7]. However, over timed words, the satisfiability for both logics is undecidable over infinite timed words [6, 63], there is a difference in the finite timed words case: TPTL has undecidable satisfiability problem [6],
while satisfiability for MTL is decidable (but non-primitive recursive) [65]. The type (finite or infinite) of data words has influence on the decidability of satisfiability and the complexity of model checking. In this thesis, we consider MTL and TPTL over infinite data words and finite data words, respectively. We show that over non-monotonic data words, for MTL and most fragments of MTL and TPTL, the satisfiability problem is undecidable, which is either $\Sigma_{1}^{1}$-complete or $\Sigma_{1}^{0}$-complete depending on the data words in consideration are infinite or finite.

As for TPTL, the logic freezeLTL can store the current data value in a register $x$. But in contrast to TPTL, the value of $x$ can only be compared for equality with the current data value. Model checking one-counter machines with freezeLTL is in general undecidable [30], and so is the satisfiability problem [28]. A good number of recent publications deal with decidable and undecidable fragments of freezeLTL [28-32]. The authors of [31] consider onecounter machines (OCM) as a mechanism for generating infinite non-monotonic data words, where the data values are the counter values along the unique computation path. Whereas freezeLTL model checking for non-deterministic OCM is $\Sigma_{1}^{1}$-complete, the problem becomes PSPACE-complete for deterministic OCM [31]. We investigate the complexity of path checking problems for MTL and TPTL over non-monotonic data words. These data words can be either finite or infinite periodic. Non-monotonic data words can be considered as behavioral models of one-counter machines. Our results strengthens the recent decidability result for model checking of TPTL over deterministic OCM [69], and also generalizes the PSPACEcompleteness result for freezeLTL over deterministic OCM from [31].

Below we give a brief description of the contents of this thesis.
In Chapter 2, we give some basic definitions and notations about data words, metric temporal logic, timed propositional temporal logic, the relative expressive power, computational complexity and two-counter machines.

In Chapter 3, we study the relative expressive power of MTL and TPTL, and the expressive power of several fragments of MTL and TPTL by restriction of the syntactic resources, e.g., the number of register variables, the until rank and the set of constraint numbers (or interval borders). As a main tool for showing the results, we introduce quantitative versions of Ehrenfeucht-Fraïssé games for MTL and TPTL over data words. In model theory, EF-game is mainly used to prove inexpressibility results for some logics [34], e.g., first-order logic, monadic second-order logic. Etessami and Wilke [36] introduced the EF-game for LTL and used it to show that the until hierarchy for LTL is strict. Quantitative EF-games provide a very general and intuitive mean to prove results concerning the expressive power of quantitative logics. Using the EF-game for MTL, we show that TPTL is strictly more expressive than MTL over both infinite data words and finite data words. In [18], Bouyer et al. used the formula $x \cdot \mathrm{~F}(b \wedge \mathrm{~F}(c \wedge x \leq 2))$ to separate these two logics over timed words. We show that the simpler

TPTL-formula $x . \mathrm{XX}(x=0)$ is not definable in MTL. Note that this formula is in the unary fragment of freezeLTL and uses only one register variable, which is very restrictive. Actually, we prove TPTL ${ }^{1}$ is strictly more expressive than MTL. The intuitive reason for the difference in expressiveness is that, using register variables, we can store data values at any position of a word to compare them with a later position, and it is possible to check that other properties are verified in between. This cannot be done using the constrained temporal operators in MTL. This does not result in a gap in expressiveness in the monotonic data words setting, because the monotonicity of the data sequence does not allow arbitrary data values between two positions of a data word. Furthermore, we show that the MTL definability problem: whether a TPTLformula is definable in MTL, is undecidable. We prove the undecidability over infinite and finite data words by reductions of recurrent state problem and halting problem of two-counter machines, respectively.

The register variables in TPTL play an important role in reaching its greater expressive power compared to MTL. When restricting the number of register variables, we are able to show that there is a strict increase in expressiveness when allowing two register variables instead of just one, i.e., $\mathrm{TPTL}^{2}$ is strictly more expressive than TPTL ${ }^{1}$. We obtain this result by proving the TPTL ${ }^{2}$-formula $x_{1} \cdot \mathrm{X}\left(x_{1}>0 \wedge x_{2} \cdot \mathrm{~F}\left(x_{1}>0 \wedge x_{2}<0\right)\right)$ is not definable in TPTL ${ }^{1}$. But it is still open for the general case that whether TPTL ${ }^{r+1}$ is strictly more expressive than $\mathrm{TPTL}^{r}$ when $r \geq 2$. We conjecture that the hierarchy about the number of register variables for TPTL is strict.

We also consider the expressive power of several fragments of MTL and TPTL by restriction of the until rank and the set of constraint numbers (or interval borders). We show that the until rank hierarchies for MTL and TPTL are strict over both infinite and finite data words. Similar to the MTL definability problem, for every $k \in \mathbb{N}$, whether an MTL-formula (respectively, TPTL-formula) is definable in $\mathrm{MTL}_{k}$ (respectively, $\mathrm{TPTL}_{k}$ ) is also undecidable. When the set of constraint numbers (or interval borders) is restricted, we obtain linear constraint hierarchies and lattice constraint hierarchies for both MTL and TPTL.

There is an alternative definition for MTL that uses the non-strict semantics for the until modality. We can show that, over non-monotonic data words, MTL with strict semantics is strictly more expressive than MTL with non-strict semantics, whereas these two logics are equivalent over monotonic data words.

In Chapter 4, we study the satisfiability of MTL and TPTL and some fragments of them over non-monotonic data words. More detailed, we consider satisfiability over infinite data words (infinitary SAT) and finite data words (finitary SAT), respectively. We show that for MTL, the unary fragment of MTL and the pure fragment of MTL, infinitary SAT is $\Sigma_{1}^{1}$ complete and finitary SAT is $\Sigma_{1}^{0}$-complete. This still holds even for the unary fragment of

MTL with two propositions and for the unary fragment of TPTL ${ }^{1}$ without the $X$ modality. This is opposed to the decidability result for freezeLTL with one register variable evaluated over finite data words [28]. However, it is an open problem whether undecidability also holds for the unary fragment of MTL in which the X modality is not allowed. We prove the undecidability of infinitary SAT (respectively, finitary SAT) by a reduction from the recurrent state problem (respectively, halting problem) of two-counter machines.

We also consider another syntactic restriction of the logics, namely we restrict the negation operator to propositions and constraint formulas, which results in what we call the positive fragments of our logics. This excludes the globally modality, which is used in most of the undecidability proofs. For the positive fragments of MTL and TPTL, we show that a positive formula is satisfiable if and only it is satisfied by a finite data word. Finitary SAT and infinitary SAT coincide for positive MTL and positive TPTL. Both of them are $\Sigma_{1}^{0}$-complete. Last but not least, we study the unary positive fragments of MTL and TPTL (called existential fragment in [18]). For existential TPTL and existential MTL, we show that SAT is NP-complete.

The main insight of this chapter is that both MTL and TPTL have a very limited use in specifying properties over non-monotonic data languages. This adds an important piece to complete the picture about decidability of satisfiability problems for extensions of temporal logics.

In Chapter 5, we investigate the complexity of path checking problems for MTL and TPTL over non-monotonic data words. These data words can be either finite or infinite periodic; in the latter case the data word is specified by two finite data words $u=\left(P_{1}, d_{1}\right) \cdots\left(P_{m}, d_{m}\right)$ and $v=\left(Q_{1}, e_{1}\right) \cdots\left(Q_{n}, e_{n}\right)$, which are the initial part and the period, respectively, and an offset number $K$. The resulting infinite data word is $u \prod_{i \geq 0}(v+i K)$, where $v+M$ denotes the data word $\left(Q_{1}, e_{1}+M\right) \cdots\left(Q_{n}, e_{n}+M\right)$. It can be easily seen that the infinite data word produced by a deterministic OCM is such a periodic data word. For periodic words without data values, the complexity of LTL path checking belongs to AC ${ }^{1}$ (LogDCFL) (a subclass of NC) [55]. This result solved a long standing open problem. For finite monotonic data words, the same complexity bound has been shown for MTL in [21].

We show that the latter result of [21] is quite sharp in the following sense: Path checking for MTL over non-monotonic (finite or infinite) data words as well as path checking for TPTL with one register variable over monotonic (finite or infinite) data words is P-complete. Moreover, path checking for TPTL (with an arbitrary number of register variables) over finite as well as infinite periodic data words becomes PSPACE-complete. We also show that PSPACEhardness already holds for the fragment of TPTL with only two register variables and all constraint numbers are encoded in unary notation. If we only consider finite data words and
the number of register variables is bounded by $r(r \in \mathbb{N})$, then the complexity of path checking for TPTL ${ }^{r}$ becomes P-complete.

For MTL, we prove the P-hardness over non-monotonic data words. This is unavoidable by the result in [21] that path checking for MTL over monotonic data words belongs to $A C^{1}$ (logDCFL). We define the logic SMTL which is a succinct version of MTL and has the same expressive power as MTL. For SMTL, we show that patch checking over monotonic data words is P -complete. We also show that path checking for MTL over infinite monotonic periodic data words of the form $(u)_{+k}^{\omega}$ (i.e., without the initial part) belongs to $\mathrm{AC}^{1}(\log D C F L)$. All these results yield a rather complete picture on the complexity of path checking for MTL and TPTL.

Since the infinite data word produced by a deterministic OCM is periodic, we can transfer all complexity results for the infinite periodic case to deterministic OCM. In [69], the author proved recently that model checking for non-monotonic TPTL over deterministic OCM is decidable, but the complexity remained open. Our results show that the precise complexity is PSPACE-complete. This also generalizes the PSPACE-completeness result for freezeLTL over deterministic OCM in [31].

## Chapter 2

## Preliminaries

In this chapter, we give some basic definitions and notations about data words, temporal logics, two-counter machines and computational complexity.

### 2.1 Data words

We use $\mathbb{Z}$ and $\mathbb{N}$ to denote the set of integers and the set of natural numbers, respectively. Let $\mathbf{P}$ be a finite set of atomic propositions. A word over $\mathbf{P}$ is a finite or infinite sequence $P_{0} P_{1} \cdots$, where $P_{i} \subseteq \mathbf{P}(i \in \mathbb{N})$. A data word over $\mathbf{P}$ is a finite or infinite sequence $\left(P_{0}, d_{0}\right)\left(P_{1}, d_{1}\right) \cdots$, where $\left(P_{i}, d_{i}\right) \in\left(2^{\mathbf{P}} \times \mathbb{N}\right)(i \in \mathbb{N})$. It is monotonic (strictly monotonic), if $d_{i} \leq d_{i+1}\left(d_{i}<d_{i+1}\right)$ for all $i \in \mathbb{N}$. It is pure, if $P_{i}=\emptyset$ for all $i \in \mathbb{N}$. A pure data word is just written as a sequence of natural numbers. We denote with $\left(2^{\mathbf{P}} \times \mathbb{N}\right)^{*}$ and $\left.\left(2^{\mathbf{P}} \times \mathbb{N}\right)\right)^{\omega}$, respectively, the set of finite and infinite, respectively, data words over $\mathbf{P}$. Let $u$ be a data word. We use $\min (u)$ and $\max (u)$ to denote the minimal data value and the maximal data value in $u$, respectively. If there is no maximal data value in $u$, we set $\max (u)=+\infty$. We use $|u|$ to denote the length of $u$, i.e., the number of all pairs $\left(P_{i}, d_{i}\right)$ in $u$. For example, $\left|\left(P_{0}, d_{0}\right)\left(P_{1}, d_{1}\right) \cdots\left(P_{n}, d_{n}\right)\right|=n+1$. If $u$ is an infinite data word, we set $|u|=+\infty$. Let $u$ be a finite data word. We use $\|u\|$ to denote the size of $u$, i.e., the number of all symbols occurring in $u$.

Given a data word $u=\left(P_{0}, d_{0}\right)\left(P_{1}, d_{1}\right) \cdots$, we use the notations $u[i]:=\left(P_{i}, d_{i}\right)$,

$$
\begin{aligned}
u[i:] & :=\left(P_{i}, d_{i}\right)\left(P_{i+1}, d_{i+1}\right) \cdots, \\
u[: i] & :=\left(P_{0}, d_{0}\right)\left(P_{1}, d_{1}\right) \cdots\left(P_{i}, d_{i}\right), \\
u[i: j] & :=\left(P_{i}, d_{i}\right)\left(P_{i+1}, d_{i+1}\right) \cdots\left(P_{j}, d_{j}\right),
\end{aligned}
$$

and $u_{+k}:=\left(P_{0}, d_{0}+k\right)\left(P_{1}, d_{1}+k\right) \cdots$, where $k \in \mathbb{N}$. We use $u_{1} u_{2}$ to denote the concatenation of two data words $u_{1}$ and $u_{2}$, where $u_{1}$ has to be finite. For a finite data word $u$ and numbers
$n, k \in \mathbb{N}$, we define

$$
\begin{aligned}
u_{+k}^{n} & :=u u_{+k} u_{+2 k} u_{+3 k} \cdots u_{+(n-1) k} \\
u_{+k}^{\omega} & :=u u_{+k} u_{+2 k} u_{+3 k} \cdots .
\end{aligned}
$$

In the pair $\left(P_{i}, d_{i}\right)$, if $P_{i}$ is a singleton set $\{p\}$, we write it $\left(p, d_{i}\right)$ for brevity. Let $w_{0}, w_{1}$ be two data words. We will use $P_{i, j}$ and $d_{i, j}$ to denote the set of propositions and data value in the position $j$ of data word $w_{i}(i \in\{0,1\}, j \in \mathbb{N})$, respectively.

For words $w, w_{1}, w_{2}$ and numbers $i, n \in \mathbb{N}$, the notations $w[i], w[: i], w[i:], w_{1}\left(w_{2}\right)^{n} w$ and $w_{1}\left(w_{2}\right)^{\omega}$ are defined in the expected way, where $w_{1}, w_{2}$ have to be finite.

### 2.2 Linear temporal logic

The set of formulas of linear-time temporal logic (LTL) is built up from $\mathbf{P}$ by Boolean connectives, and the until modality U using the following grammar:

$$
\varphi::=\top|p| \neg \varphi|\varphi \wedge \varphi| \varphi \cup \varphi
$$

where $p \in \mathbf{P}$.
Formulas of LTL are interpreted over words. Let $w=P_{0} P_{1} P_{2} \cdots$ be a word, and let $i$ be a position in $w$. We define the satisfaction relation for LTL inductively as follows:

- $(w, i) \models$.
- $(w, i) \models p$ if and only if $p \in P_{i}$.
- $(w, i) \models \neg \varphi$ if and only if $(w, i) \not \models \varphi$.
- $(w, i) \models \varphi_{1} \wedge \varphi_{2}$ if and only if $(w, i) \models \varphi_{1}$ and $(w, i) \models \varphi_{2}$.
- $(w, i) \models \varphi_{1} \cup \varphi_{2}$ if and only if there exists a position $j>i$ in $w$ such that $(w, j) \models \varphi_{2}$, and $(w, t) \models \varphi_{1}$ for all positions $t$ with $i<t<j$.

We say that a word satisfies an LTL-formula $\varphi$, written $w \models \varphi$, if $(w, 0) \models \varphi$. We use the following standard abbreviations:

$$
\begin{aligned}
\perp & :=\neg \top \\
\varphi_{1} \vee \varphi_{2} & :=\neg\left(\neg \varphi_{1} \wedge \neg \varphi_{2}\right) \\
\varphi_{1} \rightarrow \varphi_{2} & :=\neg \varphi_{1} \vee \varphi_{2} \\
\varphi_{1} R \varphi_{2} & :=\neg\left(\neg \varphi_{1} \cup \neg \varphi_{2}\right)
\end{aligned}
$$

$$
\begin{aligned}
\mathrm{F} \varphi & :=\mathrm{TU} \varphi \\
\mathrm{G} \varphi & :=\neg \mathrm{F} \neg \varphi \\
\mathrm{X} \varphi & :=\perp \mathrm{U} \varphi \\
\mathrm{X}^{m} \varphi & :=\underbrace{\mathrm{X} \cdots \mathrm{X}}_{m} \varphi
\end{aligned}
$$

The modalities X (next), F (eventually) and G (globally) are all unary operators, which refer to the next position, some position in the future and all positions in the future, respectively. The modality R is the release operator, which is useful to transform a formula into negation normal form, i.e, the negation operator $(\neg)$ is only applied to $T$ or atomic propositions.

Example 1. Let $w$ be a word, $i$ a position in $w$, and let $\mathrm{X} \varphi, \mathrm{F} \varphi, \mathrm{G} \varphi$ and $\varphi_{1} \mathrm{R} \varphi_{2}$ be LTLformulas. Then

- $(w, i) \models \mathrm{X} \varphi$ if and only if $i$ is not the last position of $w$ and $(w, i+1) \models \varphi$.
- $(w, i) \models \mathrm{F} \varphi$ if and only if there exists a position $j>i$ in $w$ such that $(w, j) \models \varphi$.
- $(w, i) \models \mathrm{G} \varphi$ if and only if for all positions $j>i$ in $w,(w, j) \models \varphi$.
- $(w, i) \models \varphi_{1} \mathrm{R} \varphi_{2}$ if and only if either for all positions $j>i,(w, j) \models \varphi_{2}$, or there is a position $j^{\prime}>i$ such that $\left(w, j^{\prime}\right) \models \varphi_{1}$, and for all positions $t$ with $i<t \leq j^{\prime},(w, t) \models \varphi_{2}$.

It is easy to check that, if $w$ is a finite word, then for every formula $\varphi$, the formulas $X \varphi$ and $\mathrm{F} \varphi$ are always false and $\mathrm{G} \varphi$ is always true at the last position of $w$.

We define two quantitative extensions of LTL: MTL and TPTL, which are evaluated over data words, in the following.

### 2.3 Metric temporal logic

Metric temporal logic (MTL) is an extension of LTL where the until modality $U$ is augmented with a constraint interval over $\mathbb{Z}$. More precisely, the formulas of MTL are built by the following grammar:

$$
\varphi::=\top|p| \neg \varphi|\varphi \wedge \varphi| \varphi \mathrm{U}_{I} \varphi
$$

where $I \subseteq \mathbb{Z}$ is an open, closed or half-closed interval. We use pseudo-arithmetic expressions to denote intervals. For instance, $=2$ and $\geq 1$ denote the intervals $[2,2]$ and $[1, \infty)$, respectively. If $I=\mathbb{Z}$, then we may omit the index $I$ in $\mathrm{U}_{I}$.

Formulas of MTL are interpreted over data words. Let $w=\left(P_{0}, d_{0}\right)\left(P_{1}, d_{1}\right) \cdots$ be a data word, and let $i<|w|$. We define the satisfaction relation for MTL inductively as follows:

- $(w, i) \models \top$.
- $(w, i) \models p$ if and only if $p \in P_{i}$.
- $(w, i) \models \neg \varphi$ if and only if $(w, i) \not \models \varphi$.
- $(w, i) \models \varphi_{1} \wedge \varphi_{2}$ if and only if $(w, i) \models \varphi_{1}$ and $(w, i) \models \varphi_{2}$.
- $(w, i) \models \varphi_{1} \mathrm{U}_{I} \varphi_{2}$ if and only if there exists a position $j$ with $i<j<|w|$ such that $(w, j) \models$ $\varphi_{2}, d_{j}-d_{i} \in I$, and for all positions $t$ with $i<t<j,(w, t) \models \varphi_{1}$.

We say that a data word satisfies an MTL-formula $\varphi$, written $w \models \varphi$, if $(w, 0) \models \varphi$. We use the same syntactic abbreviations as for LTL where every temporal operator is augmented with a constraint interval, i.e., $X_{I} \varphi:=\perp U_{I} \varphi, \mathrm{~F}_{I} \varphi:=\operatorname{TU}_{I} \varphi, \mathrm{G}_{I} \varphi:=\neg \mathrm{F}_{I} \neg \varphi, \varphi_{1} \mathrm{R}_{I} \varphi_{2}:=$ $\neg\left(\neg \varphi_{1} \mathrm{U}_{I} \neg \varphi_{2}\right)$, and $X_{I}^{m} \varphi:=\underbrace{X_{I} \cdots X_{I}}_{m} \varphi$.

Example 2. The following formula, over the set Weather $=\{$ cloudy, sunny, rainy $\}$ of atomic propositions, expresses the fact that the weather is sunny until it becomes cloudy and the temperature has decreased by three degrees. Furthermore in the future it will rain and the temperature will increase by at least one degree:

$$
\begin{equation*}
\text { sunny } U_{=-3} \text { (cloudy } \wedge F_{\geq 1} \text { rainy). } \tag{2.1}
\end{equation*}
$$

We say that an MTL-formula $\varphi$ is pure if there are no atomic propositions in $\varphi$. The pure fragment of MTL, denoted by pureMTL, is the set of all pure MTL-formulas. An MTL-formula is unary if it is built from $T$ and atomic propositions, using the Boolean connectives, and the unary temporal modalities $\mathrm{X}_{I}$ and $\mathrm{F}_{I}$. The unary fragment of MTL , denoted by unaMTL, is the set of all unary MTL-formulas. We use pureUnaMTL to denote the set of all pure unary MTL-formulas.

### 2.4 Timed propositional temporal logic

Let $V$ be a countable set of register variables. The formulas of timed propositional temporal logic (TPTL) are built by the following grammar:

$$
\varphi::=\top|p| x \sim c|\neg \varphi| \varphi \wedge \varphi|\varphi \cup \varphi| x . \varphi
$$

where $x \in V, c \in \mathbb{Z}$, and $\sim \in\{<, \leq,=, \geq,>\}$. We may also use formulas of the form $x \in I$ as abbreviation for conjunctions of constraints, e.g., we may write $x \in[a, b]$ for $x \geq a \wedge x \leq b$.

A register valuation $v$ is a function from $V$ to $\mathbb{Z}$. Given a register valuation $v$, a data value $d \in \mathbb{Z}$, and a variable $x \in V$, we define the register valuations $v+d$ and $v[x \mapsto d]$ as follows: $(v+d)(y)=v(y)+d$ for every $y \in V,(v[x \mapsto d])(y)=v(y)$ for every $y \in V \backslash\{x\}$, and $(v[x \mapsto d])(x)=d$. Let $w=\left(P_{0}, d_{0}\right)\left(P_{1}, d_{1}\right) \cdots$ be a data word, let $v$ be a register valuation, and let $i<|w|$. The satisfaction relation for TPTL is defined inductively as follows:

- $(w, i, v) \models \top$.
- $(w, i, v) \models p$ if and only if $p \in P_{i}$.
- $(w, i, v) \models \neg \varphi$ if and only if $(w, i, v) \not \vDash \varphi$.
- $(w, i, v) \models \varphi_{1} \wedge \varphi_{2}$ if and only if $(w, i, v) \models \varphi_{1}$ and $(w, i, v) \models \varphi_{2}$.
- $(w, i, v) \vDash \varphi_{1} \cup \varphi_{2}$ if and only if there exists a position $j$ with $i<j<|w|$ such that $(w, j, v) \models \varphi_{2}$, and for all positions $t$ with $i<t<j,(w, t, v) \models \varphi_{1}$.
- $(w, i, v) \models x \sim c$ if and only if $d_{i}-v(x) \sim c$.
- $(w, i, v) \models x . \varphi$ if and only if $\left(w, i, v\left[x \mapsto d_{i}\right]\right) \models \varphi$.

Intuitively, $x . \varphi$, means that we are resetting $x$ to the current data value, and $x \sim c$ means that, compared to the last time that we reset $x$, the data value has increased or decreased at least by $c$. We say that a data word $w$ satisfies a TPTL-formula $\varphi$, written $w \models \varphi$, if $(w, 0, \overline{0}) \models \varphi$, where $\overline{0}$ denotes the valuation that maps all register variables to the initial data value $d_{0}$.

We use the same syntactic abbreviations as for LTL. The pure and unary TPTL-formulas are defined similarly to the pure and unary MTL-formulas, respectively, but in which we can use the constraints $x \sim c$. We use pureTPTL, unaTPTL and pureUnaTPTL to denote the set of all pure TPTL-formulas, unary TPTL-formulas and pure unary TPTL-formulas, respectively. Moreover, we define freezeLTL to be the set of all TPTL-formulas that are obtained by allowing only constraints of the form $x=0(x \in V)$. Given $r \in \mathbb{N}$, we use TPTL ${ }^{r}$ (respectively, freezeLTL ${ }^{r}$ ) to denote the fragment of TPTL (respectively, freezeLTL) that uses at most $r$ different register variables $x_{1}, \ldots, x_{r}$.

Example 3. The MTL-formula 2.1 in Example 2 is equivalent to the TPTL $^{1}$-formula

$$
x .[\text { sunny } \cup(x=-3 \wedge \text { cloudy } \wedge x . \mathrm{F}(x \geq 1 \wedge \text { rainy }))] .
$$

The formulas $x$. ((cloudy $\wedge x \leq 2) \mathrm{U}$ sunny) and $x . F($ cloudy $\wedge \mathrm{F}($ sunny $\wedge x \leq 2))$ express the following properties:
(1) The weather will eventually become sunny. Until then it is cloudy every day and the temperature is at most two degrees higher than the temperature at the present day.
(2) It will be cloudy in the future, later it will become sunny, and the temperature will have increased by at most 2 degrees.

### 2.5 Expressive power

Let $\mathbf{C}$ be a class of data words. We say that $\mathbf{C}$ is definable by a formula $\varphi$ if for every data word $w, w \in \mathbf{C}$ if and only if $w \models \varphi$. Two formulas $\varphi$ and $\psi$ are equivalent over $\mathbf{C}$ if for every data word $w \in \mathbf{C}$ we have $w \models \varphi$ if and only if $w \models \psi$. We say that $\varphi$ and $\psi$ are equivalent, written $\varphi \equiv \psi$, if they are equivalent over all data words.

Let $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ be two logics. We say that an $\mathscr{L}_{1}$-formula $\varphi$ is definable in $\mathscr{L}_{2}$ if there is an $\mathscr{L}_{2}$-formula $\psi$ such that $\varphi$ and $\psi$ are equivalent. We say that $\mathscr{L}_{2}$ is more expressive than $\mathscr{L}_{1}$, written $\mathscr{L}_{1} \preccurlyeq \mathscr{L}_{2}$, if for every $\mathscr{L}_{1}$-formula, there exists an equivalent $\mathscr{L}_{2}$-formula. $\mathscr{L}_{2}$ is strictly more expressive than $\mathscr{L}_{1}$, written $\mathscr{L}_{1} \prec \mathscr{L}_{2}$ if, additionally, there is an $\mathscr{L}_{2}$-formula that does not have any equivalent $\mathscr{L}_{1}$-formula. Further, $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ are equally expressive, written $\mathscr{L}_{1} \equiv \mathscr{L}_{2}$, if $\mathscr{L}_{1} \preccurlyeq \mathscr{L}_{2}$ and $\mathscr{L}_{2} \preccurlyeq \mathscr{L}_{1}$. $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ are incomparable, if neither $\mathscr{L}_{1} \preccurlyeq \mathscr{L}_{2}$ nor $\mathscr{L}_{2} \preccurlyeq \mathscr{L}_{1}$.

Remark 1. In the definition of LTL, we use the strict semantics for the until modality U , i.e., a word $w$ satisfies the formula $\varphi_{1} \cup \varphi_{2}$ in a position $i$ if and only if there is a position $j>i$ such that $\varphi_{2}$ holds in the position $j$, and $\varphi_{1}$ holds in all positions between $i$ and $j$. The strict semantics for the until modality U is essential to derive the next modality X . There is an alternative definition for LTL that uses the non-strict semantics for the until modality [26, 36, 55]. In this definition, a word $w$ satisfies the formula $\varphi_{1} \cup \varphi_{2}$ in a position $i$ if and only if either $\varphi_{2}$ holds in the position $i$, or there is a position $j>i$ such that $\varphi_{2}$ holds in the position $j$ and $\varphi_{1}$ holds in the position $i$ and all positions between $i$ and $j$. Since the next modality X is not definable by the until modality interpreted by the non-strict semantics, it is given explicitly in the syntax of LTL in this definition. More precisely, the interpretations for the next modality X and the until modality U are as follows (we use a dot over the modality operator to denote that the modality operator is interpreted by the non-strict semantics):

- $(w, i) \models \dot{X} \varphi$ if and only if $i+1<|w|$ and $(w, i+1) \models \varphi$.
- $(w, i) \models \varphi_{1} \dot{U} \varphi_{2}$ if and only if there exists a position $j$ with $i \leq j<|w|$ such that $(w, j) \models$ $\varphi_{2}$, and for all positions $t$ with $i \leq t<j,(w, t) \models \varphi_{1}$.

There are also definitions for MTL and TPTL that use the non-strict semantics for the until modality $U$, which is defined in a similar way as that for LTL [6, 7]. For LTL and TPTL, both definitions are equivalent to each other with respect to their expressive power. For example, we have $\dot{\mathrm{X}} p \equiv \mathrm{X} p, p \dot{U} q \equiv q \vee(p \wedge(p \cup q))$, and $p \cup q \equiv \dot{\mathrm{X}}(p \dot{U} q)$, where $p$ and $q$ are atomic propositions. But for MTL, we can show that the logic MTL interpreted by the strict semantics is strictly more expressive than its counterpart interpreted by the non-strict semantics (see Section 3.3).

### 2.6 Computational complexity

A Turing machine TM contains an infinite tape divided into cells, and a head that can read and write symbols on the cell and move on the tape. To be more precise, a Turing machine is a 7-tuple $\left\langle Q, \Sigma, \Gamma, \delta, q_{0}, q_{\mathrm{acc}}, q_{\mathrm{rej}}\right\rangle$ where
(1) $Q$ is a non-empty finite set of states,
(2) $\Gamma$ is a non-empty finite set of tape symbols where the blank symbol $\sqcup \in \Gamma$,
(3) $\Sigma=\Gamma \backslash\{\sqcup\}$ is the set of input symbols,
(4) $\delta: Q \times \Gamma \rightarrow Q \times \Gamma \times\{L, R\}$ is the transition function,
(5) $q_{0} \in Q$ is the initial state,
(6) $q_{\text {acc }}$ is the accepting state,
(7) $q_{\text {rej }}$ is the rejecting state.

The input of $\mathbf{T M}$ is a finite string $s=a_{0} a_{1} \ldots a_{n}$ where $a_{i} \in \Sigma(0 \leq i \leq n)$ stored in the tape. Each cell contains a symbol $a_{i}$. Initially, TM reads $a_{0}$ with state $q_{0}$. Then TM runs on $s$ according to the transition function $\boldsymbol{\delta}$. If $\mathbf{T M}$ reads $a_{i}$ with state $q_{i}$, and $\delta\left(a_{i}, q_{i}\right)=\left(a_{j}, q_{j}, L\right)$ (respectively, $\boldsymbol{\delta}\left(a_{i}, q_{i}\right)=\left(a_{j}, q_{j}, R\right)$ ), then $\mathbf{T M}$ erases $a_{i}$ and writes $a_{j}$ in the same cell, and changes into state $q_{j}$ and moves to the left cell (respectively, the right cell). We say that $\mathbf{T M}$ accepts the input string if it reaches the state $q_{\mathrm{acc}}$, and rejects the input string if it reaches the state $q_{\mathrm{rej}}$.

A problem is a set of strings. We say that a problem $\mathbb{P}$ is decidable if there exists a Turing machine $\mathbf{T M}_{1}$ such that for every string $s$, if $s$ belongs to $\mathbb{P}$ then $\mathbf{T M}_{1}$ accepts $s$, otherwise, $\mathbf{T M}_{1}$ rejects $s$.

Let $f: \mathbb{N} \rightarrow \mathbb{N}$ be a function. We say that problem $\mathbb{P}$ is decidable in time $f(n)$ (respectively, space $f(n)$ ) if there exists a Turing machine $\mathbf{T M}_{2}$ which decides $\mathbb{P}$ such that for all
strings $s, \mathbf{T M}_{2}$ can accept or reject $s$ in $f(|s|)$ many steps (respectively, using at most $f(|s|)$ many cells), where $|s|$ is the length of $s$, i.e., the number of symbols in $s$. We will denote by $\operatorname{TIME}(f(n))$ (respectively, $\operatorname{SPACE}(f(n))$ ) the class of all problems that are decidable in time $f(n)$ (respectively, space $f(n)$ ). We define

$$
\begin{aligned}
\mathrm{P} & =\bigcup_{k \in \mathbb{N}} \operatorname{TIME}\left(n^{k}\right), \\
\operatorname{PSPACE} & =\bigcup_{k \in \mathbb{N}} \operatorname{SPACE}\left(n^{k}\right) .
\end{aligned}
$$

If the Turing machine contains two tapes: an input tape and a work tape, where the input tape stores the input and is read-only, and the work tape may be read and written in the usual way, then we can define a sublinear space complexity class where only the cells used on the work tape are counted as follows:

$$
\operatorname{LOGSPACE}=\bigcup_{k \in \mathbb{N}} \operatorname{SPACE}(k \cdot \log (n))
$$

A nondeterministic Turing machine is a variant of Turing machine where at any point in a computation it has several possibilities to proceed. More precisely, its transition function has the form

$$
\delta: Q \times \Gamma \rightarrow \mathscr{P}(Q \times \Gamma \times\{L, R\})
$$

where $\mathscr{P}(Q \times \Gamma \times\{L, R\})$ is the set of all subsets of $Q \times \Gamma \times\{L, R\}$. Let TM be a nondeterministic Turing machine. In the computation of $\mathbf{T M}$, if it reads $a_{i}$ with state $q_{i}$, and $\delta\left(a_{i}, q_{i}\right)=S$ where $S \in \mathscr{P}(Q \times \Gamma \times\{L, R\})$, then $\mathbf{T M}$ nondeterministically chooses some $\left(a_{j}, q_{j}, D\right)(D$ is $L$ or $R$ ) from $S$, and acts according to $\left(a_{j}, q_{j}, D\right)$. We say that $\mathbf{T M}$ accept the input if there is a computation of $\mathbf{T M}$ that can reach the state $q_{\text {acc }}$, and reject otherwise. We will denote by $\operatorname{NTIME}(f(n))$ (respectively, $\operatorname{NSPACE}(f(n))$ ) the class of all problems that are decidable by a non-deterministic Turing machine in time $f(n)$ (respectively, space $f(n)$ ). We define

$$
\begin{aligned}
& \mathrm{NP}=\bigcup_{k \in \mathbb{N}} \operatorname{NTIME}\left(n^{k}\right), \\
& \mathrm{NL}=\bigcup_{k \in \mathbb{N}} \operatorname{NSPACE}(k \cdot \log (n)) .
\end{aligned}
$$

An alternating Turing machine is an ordinary non-deterministic Turing-machine, whose states, except for $q_{\text {acc }}$ and $q_{\mathrm{rej}}$, are divided into two sets: $Q_{\exists}$ (existential states) and $Q_{\forall}$ (uni-
versal states). In the computation of an alternating Turing machine, we say that a state $q$ is accepting if (i) $q=q_{\text {acc }}$ or (ii) $q \in Q_{\exists}$ and there exists a transition from the current configuration leading to an accepting state or (iii) $q \in Q_{\forall}$ and every transition from the current configuration leads to an accepting state. The machine accepts an input $s$ if and only if the initial state over $s$ is accepting.

We will denote by $\operatorname{ATIME}(f(n))$ (respectively, $\operatorname{ASPACE}(f(n))$ ) the class of all problems that are decidable by an alternating Turing machine in time $f(n)$ (respectively, space $f(n)$ ). We define

$$
\begin{aligned}
\operatorname{APTIME} & =\bigcup_{k \in \mathbb{N}} \operatorname{ATIME}\left(n^{k}\right) \\
\operatorname{ALOGSPACE} & =\bigcup_{k \in \mathbb{N}} \operatorname{ASPACE}(k \cdot \log (n)) .
\end{aligned}
$$

It is known that APTIME $=$ PSPACE and ALOGSPACE $=$ PTIME [77].
We say that a problem $\mathbb{P}$ is P -hard (NP-hard and PSPACE-hard, respectively) if for every problem $\mathbb{P}^{\prime}$ in $P$ (NP and PSPACE, respectively) there is a logarithmic space (polynomial time) reduction from $\mathbb{P}^{\prime}$ to $\mathbb{P}$.

A problem $\mathbb{P}$ is P -complete (NP-complete and PSPACE-complete, respectively) if it is in P (NP and PSPACE, respectively) and is P-hard (NP-hard and PSPACE-hard, respectively).

### 2.7 Two-counter machines

A two-counter machine $\mathbf{M}$ contains two counters denoted by $C_{1}$ and $C_{2}$, and a finite set $\left\{\mathbf{I}_{0}, \ldots, \mathbf{I}_{n}\right\}$ of instructions, which operate on $C_{1}$ and $C_{2}$. Each instruction $\mathbf{I}_{j}(0 \leq j \leq n)$ is one of the following instructions, where $i$ is 1 or 2 :
(1) increment: $C_{i}:=C_{i}+1$; nondeterministically go to some $\mathbf{I}_{k} \in S_{j}$, where $S_{j}$ is a nonempty subset of $\left\{\mathbf{I}_{0}, \ldots, \mathbf{I}_{n}\right\}$.
(2) decrement: if $C_{i}=0$ then nondeterministically go to some $\mathbf{I}_{k} \in S_{j}^{1}$ else $C_{i}:=C_{i}-1$; nondeterministically go to some $\mathbf{I}_{m} \in S_{j}^{2}$, where $S_{j}^{1}, S_{j}^{2}$ are nonempty subsets of $\left\{\mathbf{I}_{0}, \ldots, \mathbf{I}_{n}\right\}$.
(3) halt: $\mathbf{M}$ halts.

If for each instruction $\mathbf{I}_{j}(0 \leq j \leq n)$ the set $S_{j}$ (or $S_{j}^{1}$ and $S_{j}^{2}$ ) contains exactly one element, then we say that $\mathbf{M}$ is deterministic. A configuration of a two-counter machine $\mathbf{M}$ is a triple $\gamma=\left(\mathbf{I}_{j}, c_{1}, c_{2}\right)$, where $\mathbf{I}_{j} \in\left\{\mathbf{I}_{0}, \ldots, \mathbf{I}_{n}\right\}$ and $c_{1}, c_{2} \in \mathbb{N}$. A computation of $\mathbf{M}$ is a finite or infinite
sequence $\left(\gamma_{i}\right)_{i \geq 0}$ of configurations, starting from the initial configuration $\gamma_{0}=\left(\mathbf{I}_{0}, 0,0\right)$, such that $\gamma_{i+1}$ is the result of executing the instruction $\mathbf{I}_{i}$ on $\gamma_{i}$ for all $i \geq 0$.

The halting problem for two-counter machines is defined as follows:
Input: a two-counter machine M
Output: yes if there exists a finite computation of $\mathbf{M}$ that reaches a halting instruction, no otherwise.

The recurrent state problem for two-counter machines is defined as follows:
Input: a two-counter machine $\mathbf{M}$
Output: yes if there exists an infinite computation of $\mathbf{M}$ that visits the initial instruction $\mathbf{I}_{0}$ infinitely often, no otherwise.

Both of these two problems are not decidable. In addition, the halting problem is $\Sigma_{1}^{0}$-complete [60], and the recurrent state problem is $\Sigma_{1}^{1}$-complete [7].

## Chapter 3

## The expressive power of MTL and TPTL

In this chapter we introduce the Ehrenfeucht-Fraïssé games for MTL and TPTL, respectively. We show that TPTL is strictly more expressive than MTL over both infinite data words and finite data words. We also consider the expressive power of several fragments of TPTL and MTL by restriction of syntactic resources, e.g., the until rank, the set of constraint numbers (or interval borders) and the number of register variables.

### 3.1 The Ehrenfeucht-Fraïssé game for MTL

In this section we define the Ehrenfeucht-Fraïssé game for MTL, and prove two theorems about the relationship between EF-game and expressive power.

First we give the definition of the until rank of an MTL-formula.
Definition 1. The until rank of an MTL-formula $\varphi$, denoted by $\operatorname{Rank}(\varphi)$, is defined inductively on the structure of $\varphi$ :

- If $\varphi$ is $\top$ or $p \in \mathbf{P}$, then $\operatorname{Rank}(\varphi)=0$.
- If $\varphi$ is $\neg \varphi_{1}$, then $\operatorname{Rank}(\varphi)=\operatorname{Rank}\left(\varphi_{1}\right)$.
- If $\varphi$ is $\varphi_{1} \wedge \varphi_{2}$, then $\operatorname{Rank}(\varphi)=\max \left\{\operatorname{Rank}\left(\varphi_{1}\right), \operatorname{Rank}\left(\varphi_{2}\right)\right\}$.
- If $\varphi$ is $\varphi_{1} U_{I} \varphi_{2}$, then $\operatorname{Rank}(\varphi)=\max \left\{\operatorname{Rank}\left(\varphi_{1}\right), \operatorname{Rank}\left(\varphi_{2}\right)\right\}+1$.

In the following we define several fragments of MTL. Let $S \subseteq \mathbb{Z}$, and let $k \in \mathbb{N}$. Define

$$
\begin{aligned}
& \mathrm{MTL}^{S}=\{\varphi \in \mathrm{MTL} \mid \text { all interval borders in } \varphi \text { are in } S\}, \\
& \mathrm{MTL}_{k}=\left\{\varphi \in \mathrm{MTL}^{\operatorname{Rank}(\varphi) \leq k\}},\right. \\
& \operatorname{MTL}_{k}^{S}=\mathrm{MTL}^{S} \cap \mathrm{MTL}_{k} .
\end{aligned}
$$

It is easily seen that MTL $=\bigcup_{k \in \mathbb{N}} \bigcup_{S \subseteq \mathbb{Z}} \mathrm{MTL}_{k}^{S}$.
Example 4. In MTL ${ }^{\emptyset}$ we can only use the until modality $U_{\mathbb{Z}}$ ( $U$ for short) that is augmented with the interval of all integers, i.e., if $\varphi_{1} U_{I} \varphi_{2} \in \mathrm{MTL}^{\emptyset}$, then $I=\mathbb{Z}$.

Let $S=\{1,3\}$, and let $\varphi$ be a formula in $\mathrm{MTL}^{S}$. Then the until modality U in $\varphi$ can be augmented with the intervals $\mathbb{Z},[1,3],(1,3],[1,3),(1,3)$ or $(-\infty, i),(-\infty, i],[i, i],(i,+\infty),[i,+\infty)$, where $i$ is 1 or 3 .

If $S \subseteq \mathbb{Z}$ is a finite set, we can show that $\mathrm{MTL}_{k}^{S}$ is also finite up to equivalence for every $k \in \mathbb{N}$. This result is important for the proofs of Theorems 1 and 2.

Lemma 1. For every finite $S \subseteq \mathbb{Z}$ and every $k \in \mathbb{N}$, there are only finitely many formulas in $\mathrm{MTL}_{k}^{S}$ up to equivalence.

Proof. Fix a finite set $S \subseteq \mathbb{Z}$. We prove this lemma by induction on $k$.
For $k=0$, no until modality will be used, the number of propositional formulas is finite up to equivalence since $\mathbf{P}$ is a finite set. Suppose that it holds for $k$, we will prove it for $k+1$. Because $S$ is a finite set, the number of different until modalities $\mathrm{U}_{I}$ is finite, where the borders of $I$ are in $S$. So there are finitely many formulas up to equivalence in the set

$$
R=\left\{\varphi_{1} \cup_{I} \varphi_{2} \mid \varphi_{1}, \varphi_{2} \in \mathrm{MTL}_{k}^{S}\right\} \cup \mathrm{MTL}_{k}^{S} .
$$

The formulas obtained by using Boolean connectives on the formulas in $R$ are also finitely many up to equivalence. Hence $\mathrm{MT}_{k+1}^{S}$ is a finite set up to equivalence.

Definition 2. Let $S \subseteq \mathbb{Z}$ and $k \in \mathbb{N}$. Let $w_{0}, w_{1}$ be two data words, and let $i_{0}, i_{1} \geq 0$ be two positions in $w_{0}$ and $w_{1}$, respectively. We say that $w_{0}\left[i_{0}:\right]$ and $w_{1}\left[i_{1}:\right]$ are $\mathrm{MTL}{ }_{k}^{S}$-equivalent, written $\left(w_{0}, i_{0}\right) \equiv_{k}^{S}\left(w_{1}, i_{1}\right)$, if for every $\varphi \in \mathrm{MTL}_{k}^{S},\left(w_{0}, i_{0}\right) \models \varphi$ if and only if $\left(w_{1}, i_{1}\right) \models \varphi$.

We will write $w_{0} \equiv_{k}^{S} w_{1}$ if $\left(w_{0}, 0\right) \equiv{ }_{k}^{S}\left(w_{1}, 0\right)$ in the following.
Definition 3. Let $S \subseteq \mathbb{Z}$ be a finite set, and let $c_{1}, \ldots, c_{n}$ be a list of all numbers in $S$ such that $c_{i}<c_{i+1}(1 \leq i<n)$. For any $a, b \in \mathbb{Z}$, we say that $a \stackrel{S}{=} b$ if $a=b$, or both $a$ and $b$ belong to one of the intervals $\left(-\infty, c_{1}\right),\left(c_{n},+\infty\right),\left(c_{i}, c_{i+1}\right)(1 \leq i<n)$ (or belong to the interval $(-\infty,+\infty)$, if $S=\emptyset$ ).

It is easily seen that for every finite $S \subseteq \mathbb{Z}$ the binary relation $\stackrel{S}{\equiv}$ is an equivalence relation on $\mathbb{Z}$. The equivalence classes form a partition of $\mathbb{Z}$.

Example 5. Let $S=\{1,4,8\}$. The set of equivalence classes is

$$
\{(-\infty, 1),[1,1],(1,4),[4,4],(4,8),[8,8],(8,+\infty)\} .
$$

We have $2 \stackrel{S}{=} 3,5 \stackrel{S}{=} 6, a_{1} \stackrel{S}{=} b_{1}\left(a_{1}, b_{1} \leq 0\right)$ and $a_{2} \xlongequal{\underline{S}} b_{2}\left(a_{2}, b_{2} \geq 9\right)$.
Let $w_{0}, w_{1}$ be two data words. Recall that we use $P_{i, j}$ and $d_{i, j}(i \in\{0,1\}, j \in \mathbb{N})$ to denote the set of propositions and data value in the position $j$ of data word $w_{i}$, respectively.

We define the Ehrenfeucht-Fraïssé game for MTL in the following. The EF-game is played by two players, called Spoiler and Duplicator, on two data words $w_{0}$ and $w_{1}$ with a finite set $S \subseteq \mathbb{Z}$. A game configuration is a pair of positions $\left(i_{0}, i_{1}\right) \in \mathbb{N} \times \mathbb{N}$, where $i_{0}$ is a position in $w_{0}$ and $i_{1}$ is a position in $w_{1}$. In each round of the game, where the current game configuration is $\left(i_{0}, i_{1}\right)$ :
(1) Spoiler chooses an index $l \in\{0,1\}$ and a position $j_{l}>i_{l}$ in data word $w_{l}$.
(2) Duplicator responds with a position $j_{1-l}>i_{1-l}$ in data word $w_{1-l}$ such that

- if $j_{l}=i_{l}+1$, then $j_{1-l}=i_{1-l}+1$, and
- $\left(d_{l, j_{l}}-d_{l, i_{l}}\right) \stackrel{S}{=}\left(d_{1-l, j_{1-l}}-d_{1-l, i_{1-l}}\right)$.

Then Spoiler chooses between one of the following two options:
(a) The new configuration becomes $\left(j_{0}, j_{1}\right)$.
(b) Spoiler chooses a position $i_{1-l}<j_{1-l}^{\prime}<j_{1-l}$ in $w_{1-l}$, Duplicator responds with a position $i_{l}<j_{l}^{\prime}<j_{l}$ in $w_{l}$, and the new configuration becomes $\left(j_{0}^{\prime}, j_{1}^{\prime}\right)$.

We use $\mathrm{MG}_{k}^{S}\left(w_{0}, i_{0}, w_{1}, i_{1}\right)$ to denote the $k$-round EF-game for MTL starting from the position $i_{0}$ in $w_{0}$ and the position $i_{1}$ in $w_{1}$ with a finite set $S \subseteq \mathbb{Z}$.

The winning condition for Duplicator is defined inductively. We say that Duplicator wins the 0 -round EF-game $\mathrm{MG}_{0}^{S}\left(w_{0}, i_{0}, w_{1}, i_{1}\right)$ if $P_{0, i_{0}}=P_{1, i_{1}}$. Duplicator wins the $(k+1)$-round EFgame $\mathrm{MG}_{k+1}^{S}\left(w_{0}, i_{0}, w_{1}, i_{1}\right)$ if she wins the 0-round EF-game $\mathrm{MG}_{0}^{S}\left(w_{0}, i_{0}, w_{1}, i_{1}\right)$, and either $i_{0}$ and $i_{1}$ are the last positions of $w_{0}$ and $w_{1}$, respectively (Spoiler has no position to choose), or for every choice of moves of Spoiler in the first round, Duplicator can respond correctly and wins the $k$-round EF-game $\mathrm{MG}_{k}^{S}\left(w_{0}, n_{0}, w_{1}, n_{1}\right)$, where $\left(n_{0}, n_{1}\right)$ is the new configuration after the first round. If Duplicator cannot win the game, we say that Spoiler wins the game. We write $\left(w_{0}, i_{0}\right) \sim_{k}^{S}\left(w_{1}, i_{1}\right)$ if Duplicator wins the $k$-round EF-game $\mathrm{MG}_{k}^{S}\left(w_{0}, i_{0}, w_{1}, i_{1}\right)$. It follows easily that if $\left(w_{0}, i_{0}\right) \sim_{k}^{S}\left(w_{1}, i_{1}\right)$, then for all $m<k$, $\left(w_{0}, i_{0}\right) \sim_{m}^{S}\left(w_{1}, i_{1}\right)$. We will write $w_{0} \sim_{k}^{S} w_{1}$ if $\left(w_{0}, 0\right) \sim_{k}^{S}\left(w_{1}, 0\right)$ in the following.

Theorem 1. Let $w_{0}, w_{1}$ be two data words, and let $i_{0}, i_{1}$ be two positions in $w_{0}, w_{1}$, respectively. For every finite $S \subseteq \mathbb{Z}$ and every $k \in \mathbb{N},\left(w_{0}, i_{0}\right) \equiv_{k}^{S}\left(w_{1}, i_{1}\right)$ if and only if $\left(w_{0}, i_{0}\right) \sim_{k}^{S}\left(w_{1}, i_{1}\right)$.

Proof. Fix a finite set $S \subseteq \mathbb{Z}$. We prove this theorem by induction on $k$. It is clear for $k=0$. Suppose that this theorem holds for $k$, we show that it also holds for $k+1$.

For the direction " $\Rightarrow "$, we give a proof by contradiction. Suppose $\left(w_{0}, i_{0}\right) \equiv_{k+1}^{S}\left(w_{1}, i_{1}\right)$ holds and $\left(w_{0}, i_{0}\right) \sim_{k+1}^{S}\left(w_{1}, i_{1}\right)$ does not hold. Then Spoiler wins $\mathrm{MG}_{k+1}^{S}\left(w_{0}, i_{0}, w_{1}, i_{1}\right)$. Without loss of generality suppose that Spoiler chooses $w_{0}$ and a position $i_{0}^{\prime}>i_{0}$ in $w_{0}$. For each $i_{0}<j \leq i_{0}^{\prime}$, define

$$
\varphi_{j}=\bigwedge\left\{\varphi \in \mathrm{MTL}_{k}^{S} \mid\left(w_{0}, j\right) \models \varphi\right\}
$$

Note that $\varphi_{j}$ is well-defined since there are only finitely many $\mathrm{MTL}_{k}^{S}$-formulas up to equivalence by Lemma 1. Define the $\mathrm{MTL}_{k+1}^{S}$-formula

$$
\varphi=\left(\bigvee_{i_{0}<j<i_{0}^{\prime}} \varphi_{j}\right) \mathrm{U}_{I} \varphi_{i_{0}^{\prime}}^{1}
$$

where $d=d_{0, i_{0}^{\prime}}-d_{0, i_{0}}$ and

$$
I= \begin{cases}{[d, d]} & \text { if } d \in S \\ (-\infty, a) & \text { if } d<a \text { and } a \text { is the smallest number in } S \\ (b,+\infty) & \text { if } d>b \text { and } b \text { is the largest number in } S \\ (a, b) & \text { if } a, b \in S, a<d<b \text { and there is no } c \in S \text { such that } a<c<b \\ \mathbb{Z} & \text { if } S=\emptyset\end{cases}
$$

Clearly, $\operatorname{Rank}(\varphi) \leq k+1$ and $\left(w_{0}, i_{0}\right) \models \varphi$. We have $\left(w_{1}, i_{1}\right) \models \varphi$ since $\left(w_{0}, i_{0}\right) \equiv_{k+1}^{S}\left(w_{1}, i_{1}\right)$. Hence there exists $i_{1}^{\prime}>i_{1}$ such that $\left(w_{1}, i_{1}^{\prime}\right) \models \varphi_{i_{0}^{\prime}}$ and $d_{1, i_{1}^{\prime}}-d_{1, i_{1}} \in I$, and for all $i_{1}<i_{1}^{\prime \prime}<i_{1}^{\prime}$, $\left(w_{1}, i_{1}^{\prime \prime}\right) \models \bigvee_{i_{0}<j<i_{0}^{\prime}} \varphi_{j}$. So Duplicator can respond with the position $i_{1}^{\prime}$ in $w_{1}$. Now if they start a new round from the configuration $\left(i_{0}^{\prime}, i_{1}^{\prime}\right)$, we know by $\left(w_{1}, i_{1}^{\prime}\right) \models \varphi_{i_{0}^{\prime}}$ and the definition of $\varphi_{i_{0}^{\prime}}$ that $\left(w_{0}, i_{0}^{\prime}\right) \equiv_{k}^{S}\left(w_{1}, i_{1}^{\prime}\right)$. By induction hypothesis, $\left(w_{0}, i_{0}^{\prime}\right) \sim_{k}^{S}\left(w_{1}, i_{1}^{\prime}\right)$, which means that Duplicator wins the remaining $k$ rounds. On the other hand, if Spoiler chooses a position $i_{1}<i_{1}^{\prime \prime}<i_{1}^{\prime}$ in $w_{1}$, we know by $\left(w_{1}, i_{1}^{\prime \prime}\right) \models \bigvee_{i_{0}<j<i_{0}^{\prime}} \varphi_{j}$ that there is a position $i_{0}<i_{0}^{\prime \prime}<i_{0}^{\prime}$ such that $\left(w_{1}, i_{1}^{\prime \prime}\right) \models \varphi_{i_{0}^{\prime \prime}}$. Hence Duplicator can respond with the position $i_{0}^{\prime \prime}$ in $w_{0}$. If they start a new round from the configuration $\left(i_{0}^{\prime \prime}, i_{1}^{\prime \prime}\right)$, we know by the definition of $\varphi_{i_{0}^{\prime \prime}}$ that $\left(w_{0}, i_{0}^{\prime \prime}\right) \equiv_{k}^{S}\left(w_{1}, i_{1}^{\prime \prime}\right)$, and thus, by induction hypothesis, that $\left(w_{0}, i_{0}^{\prime \prime}\right) \sim_{k}^{S}\left(w_{1}, i_{1}^{\prime \prime}\right)$, which means that Duplicator wins the remaining $k$ rounds again. Because $\left(w_{0}, i_{0}\right) \equiv_{k+1}^{S}\left(w_{1}, i_{1}\right)$, we have $P_{0, i_{0}}=P_{1, i_{1}}$. Finally, we know that Duplicator wins the game $\mathrm{MG}_{k+1}^{S}\left(w_{0}, i_{0}, w_{1}, i_{1}\right)$, which contradicts the assumption.

For the " $\Leftarrow$ " direction, suppose that $\left(w_{0}, i_{0}\right) \sim_{k+1}^{S}\left(w_{1}, i_{1}\right)$, i.e., Duplicator wins the game. We show that $\left(w_{0}, i_{0}\right) \equiv_{k+1}^{S}\left(w_{1}, i_{1}\right)$. Let $\varphi \in \mathrm{MTL}_{k+1}^{S}$. If $\operatorname{Rank}(\varphi) \leq k$, then $\left(w_{0}, i_{0}\right) \models \varphi$

[^0]if and only if $\left(w_{1}, i_{1}\right) \models \varphi$, since $\left(w_{0}, i_{0}\right) \sim_{k+1}^{S}\left(w_{1}, i_{1}\right)$ implies $\left(w_{0}, i_{0}\right) \sim_{k}^{S}\left(w_{1}, i_{1}\right)$, and by induction hypothesis, $\left(w_{0}, i_{0}\right) \sim_{k}^{S}\left(w_{1}, i_{1}\right)$ if and only if $\left(w_{0}, i_{0}\right) \equiv_{k}^{S}\left(w_{1}, i_{1}\right)$. If $\operatorname{Rank}(\varphi)=k+1$, we prove for the case $\varphi=\varphi_{1} \mathrm{U}_{I} \varphi_{2}$ where $\varphi_{1}, \varphi_{2} \in \mathrm{MTL}_{k}^{S}$, that $\left(w_{0}, i_{0}\right) \models \varphi_{1} \mathrm{U}_{I} \varphi_{2}$ if and only if $\left(w_{1}, i_{1}\right) \models \varphi_{1} \mathrm{U}_{I} \varphi_{2}$. The proof for the other cases is easy. Without loss of generality, suppose $\left(w_{0}, i_{0}\right) \models \varphi_{1} \mathrm{U}_{I} \varphi_{2}$, we show that $\left(w_{1}, i_{1}\right) \models \varphi_{1} \mathrm{U}_{I} \varphi_{2}$. The other direction can be proved analogously.

We have $\left(w_{0}, i_{0}\right) \models \varphi_{1} \mathrm{U}_{I} \varphi_{2}$ if and only if there exists $i_{0}^{\prime}>i_{0}$ such that $\left(w_{0}, i_{0}^{\prime}\right) \models \varphi_{2}$ and $d_{0, i_{0}^{\prime}}-d_{0, i_{0}} \in I$, and for all $i_{0}<j<i_{0}^{\prime},\left(w_{0}, j\right) \models \varphi_{1}$. Assume Spoiler chooses the position $i_{0}^{\prime}$ in $w_{0}$. Since Duplicator wins the game, she can respond with a position $i_{1}^{\prime}>i_{1}$ in $w_{1}$ such that $\left(d_{0, i_{0}^{\prime}}-d_{0, i_{0}}\right) \stackrel{S}{=}\left(d_{1, i_{1}^{\prime}}-d_{1, i_{1}}\right)$ and $\left(w_{0}, i_{0}^{\prime}\right) \sim_{k}^{S}\left(w_{1}, i_{1}^{\prime}\right)$. By induction hypothesis, $\left(w_{0}, i_{0}^{\prime}\right) \equiv_{k}^{S}$ $\left(w_{1}, i_{1}^{\prime}\right)$. Thus, $\left(w_{1}, i_{1}^{\prime}\right) \models \varphi_{2}$. On the other hand, if Spoiler chooses a position $i_{1}<i_{1}^{\prime \prime}<i_{1}^{\prime}$ in $w_{1}$, we know by assumption that Duplicator can respond with a position $i_{0}<i_{0}^{\prime \prime}<i_{0}^{\prime}$ such that $\left(w_{0}, i_{0}^{\prime \prime}\right) \sim_{k}^{S}\left(w_{1}, i_{1}^{\prime \prime}\right)$. By induction hypothesis, $\left(w_{0}, i_{0}^{\prime \prime}\right) \equiv_{k}^{S}\left(w_{1}, i_{1}^{\prime \prime}\right)$, and hence $\left(w_{1}, i_{1}^{\prime \prime}\right) \models \varphi_{1}$. Since Spoiler can choose an arbitrary position between $i_{1}$ and $i_{1}^{\prime}$, we can know that $\left(w_{1}, j\right) \models$ $\varphi_{1}$ for every $i_{1}<j<i_{1}^{\prime}$. Adding $\left(d_{0, i_{0}^{\prime}}-d_{0, i_{0}}\right) \stackrel{S}{=}\left(d_{1, i_{1}^{\prime}}-d_{1, i_{1}}\right)$ and $\left(w_{1}, i_{1}^{\prime}\right) \models \varphi_{2}$ we have $\left(w_{1}, i_{1}\right) \models \varphi_{1} \mathrm{U}_{I} \varphi_{2}$. Finally, we have $\left(w_{0}, i_{0}\right) \equiv_{k+1}^{S}\left(w_{1}, i_{1}\right)$.

Theorem 2. Let $\mathbf{C}$ be a class of data words. The following are equivalent:
(1) $\mathbf{C}$ is not definable in MTL .
(2) For every finite $S \subseteq \mathbb{Z}$ and every $k \in \mathbb{N}$, there exist two data words $w_{0} \in \mathbf{C}$ and $w_{1} \notin \mathbf{C}$ such that $w_{0} \sim_{k}^{S} w_{1}$.

Proof. From (1) to (2), we give a proof by contradiction. Assume (1) holds and (2) does not hold. Then there exist a finite set $S \subseteq \mathbb{Z}$ and a number $k \in \mathbb{N}$ such that for every pair of data words $w_{0}, w_{1}$, if $w_{0} \in \mathbf{C}$ and $w_{1} \notin \mathbf{C}$, then $w_{0} \mathcal{\chi}_{k}^{S} w_{1}$. By Theorem 1, this implies $w_{0} \not \equiv_{k}^{S} w_{1}$. So for every pair of data words $w_{0}, w_{1}$, if $w_{0} \equiv_{k}^{S} w_{1}$, then $w_{0} \in \mathbf{C}$ if and only if $w_{1} \in \mathbf{C}$. For a data word $w$, we define

$$
\varphi_{w}=\bigwedge\left\{\varphi \in \mathrm{MTL}_{k}^{S} \mid w \models \varphi\right\} .
$$

We define the $\mathrm{MTL}_{k}^{S}$-formula

$$
\Phi=\bigvee_{w \in \mathbf{C}} \varphi_{w}
$$

Note that there are only finitely many formulas in $\mathrm{MTL}_{k}^{S}$ up to equivalence, so both $\varphi_{w}$ and $\Phi$ are well-defined. We show that $\mathbf{C}$ is definable by the formula $\Phi$, which contradicts the assumption. For an arbitrary data word $w$, if $w \in \mathbf{C}$, then $w \models \Phi$ by the definition of $\Phi$. If $w \models \Phi$, there must exists some data word $w^{\prime} \in \mathbf{C}$ such that $w \models \varphi_{w^{\prime}}$. This implies that $w$ and $w^{\prime}$ satisfy the same formulas in $\mathrm{MTL}_{k}^{S}$, i.e., $w \equiv_{k}^{S} w^{\prime}$. Then we have $w \in \mathbf{C}$ since $w^{\prime} \in \mathbf{C}$.

From (2) to (1), suppose by contradiction that $\mathbf{C}$ is definable by the $\mathrm{MTL}_{k}^{S}$-formula $\psi$ for some finite set $S \subseteq \mathbb{Z}$ and $k \in \mathbb{N}$. We can know that for every pair of data words $w_{0}, w_{1}$, if $w_{0} \in \mathbf{C}$ and $w_{1} \notin \mathbf{C}$, then $w_{0} \not \equiv_{k}^{S} w_{1}$, since $w_{0} \models \psi$ and $w_{1} \not \models \psi$. By Theorem 1, this implies $w_{0} \not_{k}^{S} w_{1}$, contrary to (2).

### 3.2 Application of the EF-game for MTL

In this section, we present one of our main results: TPTL is strictly more expressive than MTL over both infinite data words and finite data words. Furthermore, we show that the problem which asks whether a TPTL-formula is definable in MTL is undecidable. We also prove one hierarchy theorem for the fragment of MTL that restrict the until rank and two hierarchy theorems for the fragment of MTL that restrict the set of interval borders.

### 3.2.1 Relative expressiveness of TPTL and MTL

We first prove two useful lemmas.
Lemma 2. Let $S \subseteq \mathbb{Z}$ be a finite set, and let $w_{0}, w_{1}$ be two data words such that $\left|w_{0}\right|=\left|w_{1}\right|$. If for every $i \geq 0, P_{0, i}=P_{1, i}$ and for every $j^{\prime}>j \geq 0,\left(d_{0, j^{\prime}}-d_{0, j}\right) \stackrel{S}{=}\left(d_{1, j^{\prime}}-d_{1, j}\right)$, then for every $k \in \mathbb{N}, w_{0} \sim_{k}^{S} w_{1}$.

Proof. The proof is straightforward. In each round, Duplicator can always respond with the same position that Spoiler chooses in the other data word. It is easy to check that Duplicator wins the game $\mathrm{MG}_{k}^{S}\left(w_{0}, 0, w_{1}, 0\right)$ for every $k \in \mathbb{N}$.

Corollary 1. For every $n \in \mathbb{N}, w$ and $w_{+n}$ satisfy the same $M T L$-formulas.
Lemma 3. Let $S \subseteq \mathbb{Z}$ be a nonempty finite set, and let $m$ be the maximal number in $S$. Let $u_{1}, u_{2}$ be two finite data words and $c \in \mathbb{N}$ such that

$$
\begin{equation*}
\min \left(u_{2}\right)-\max \left(u_{1}\right)>m, \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\min \left(u_{2}\right)+c-\max \left(u_{2}\right)>m . \tag{3.2}
\end{equation*}
$$

Then for every $k \in \mathbb{N}$ and every data word $w$, if either $w$ is empty or

$$
\begin{equation*}
\min (w)-\max \left(u_{2}\right)-k c>m, \tag{3.3}
\end{equation*}
$$

then

$$
u_{1}\left(u_{2}\right)_{+c}^{k} w \sim_{k}^{S} u_{1}\left(u_{2}\right)_{+c}^{k+1} w .
$$

Proof. Without loss of generality we can assume $k \geq 1$ and $w$ is not empty. Let $w_{0}=u_{1}\left(u_{2}\right)_{+c}^{k} w$ and $w_{1}=u_{1}\left(u_{2}\right)_{+c}^{k+1} w$. We show that Duplicator wins the game $\operatorname{MG}_{k}^{S}\left(w_{0}, 0, w_{1}, 0\right)$. We only need to consider the choices of Spoiler in the first round. There are four cases:
(1) Spoiler chooses a position in $w$ from $w_{0}$ or $w_{1}$, Duplicator can respond with the same position in $w$ from the other data word. Let $w^{\prime}$ be the suffix of $w$ from that position. Suppose that they continue to play the remaining $(k-1)$ rounds on the new data word $w^{\prime}$. Obviously, Duplicator wins the game $\mathrm{MG}_{k-1}^{S}\left(w^{\prime}, 0, w^{\prime}, 0\right)$.
(2) Spoiler chooses a position in the prefix $u_{1} u_{2}$ of $w_{0}$ or $w_{1}$, Duplicator can respond with the same position in $u_{1} u_{2}$ from the other data word. Let $u_{1}^{\prime}$ be the suffix of $u_{1} u_{2}$ from that position. Suppose that they continue to play the remaining $(k-1)$ rounds on the new data words $w_{0}^{\prime}=u_{1}^{\prime}\left(u_{2}^{\prime}\right)_{+c}^{k-1} w$ and $w_{1}^{\prime}=u_{1}^{\prime}\left(u_{2}^{\prime}\right)_{+c}^{k} w$, where $u_{2}^{\prime}=\left(u_{2}\right)_{+c}$. It is easily seen that $u_{1}^{\prime}, u_{2}^{\prime}$ also satisfy the premise of the lemma. By induction on $k$, we can show that Duplicator wins the game $\mathrm{MG}_{k-1}^{S}\left(w_{0}^{\prime}, 0, w_{1}^{\prime}, 0\right)$.
(3) Spoiler chooses a position in the $i^{\text {th }}(2 \leq i \leq k)$ repetition of $u_{2}$ in $w_{0}$, Duplicator can respond with the same position in the $(i+1)^{\text {th }}$ repetition of $u_{2}$ in $w_{1}$. Let $w_{0}^{\prime}$ be the suffix of $w_{0}$ from the position that Spoiler chooses in $w_{0}$, and let $w_{1}^{\prime}$ be the suffix of $w_{1}$ from the position with which Duplicator responds in $w_{1}$. Suppose that they continue to play the remaining $(k-1)$ rounds on the new data words $w_{0}^{\prime}$ and $w_{1}^{\prime}$. By Lemma 2, Duplicator wins the game $\mathrm{MG}_{k-1}^{S}\left(w_{0}^{\prime}, 0, w_{1}^{\prime}, 0\right)$.
(4) Spoiler chooses a position in the $i^{\text {th }}(2 \leq i \leq k+1)$ repetition of $u_{2}$ in $w_{1}$, Duplicator can respond with the same position in the $(i-1)^{\text {th }}$ repetition of $u_{2}$ in $w_{0}$. Let $w_{1}^{\prime}$ be the suffix of $w_{1}$ from the position that Spoiler chooses in $w_{1}$, and let $w_{0}^{\prime}$ be the suffix of $w_{0}$ from the position with which Duplicator responds in $w_{0}$. Suppose they continue to play the remaining $(k-1)$-round game on the new data words $w_{0}^{\prime}$ and $w_{1}^{\prime}$. By Lemma 2, Duplicator wins the game $\mathrm{MG}_{k-1}^{S}\left(w_{0}^{\prime}, 0, w_{1}^{\prime}, 0\right)$.

In the first round, whatever Spoiler chooses, Duplicator can respond according to the above four cases. It is easily seen that the response of Duplicator satisfies the winning condition about the atomic propositions and the difference of data values by (3.1), (3.2) and (3.3).

In [6], the authors showed that MTL and TPTL have the same expressive power over infinite monotonic data words. Let $w$ be a data word, and let $i$ be a position in $w$. It is easily seen that $(w, i) \models \mathrm{X} T$ if and only if the position $i$ is not the last position of $w$. So a data word
$w$ is infinite if and only if $w \models \mathrm{X} \top \wedge \mathrm{GX} T$. We consider the expressive power over the class of infinite data words and the class of finite data words separately. In the following we show that TPTL is strictly more expressive than MTL over both infinite and finite data words.

Theorem 3. $\mathrm{TPTL}^{1}$ is strictly more expressive than MTL over both infinite and finite data words.

Proof. To show that MTL $\preccurlyeq T P T L^{1}$, for every MTL-formula $\psi$, we can inductively define an equivalent TPTL ${ }^{1}$-formula $\psi^{\prime}$ by the following rules:

- If $\psi$ is $\top$ or $p \in \mathbf{P}$, then $\psi^{\prime}=\psi$.
- If $\psi$ is $\neg \psi_{1}$, then $\psi^{\prime}=\neg \psi_{1}^{\prime}$.
- If $\psi$ is $\psi_{1} \wedge \psi_{2}$, then $\psi^{\prime}=\psi_{1}^{\prime} \wedge \psi_{2}^{\prime}$.
- If $\psi$ is $\psi_{1} \mathrm{U}_{I} \psi_{2}$, then $\psi^{\prime}=x .\left(\psi_{1}^{\prime} \mathrm{U}\left(\psi_{2}^{\prime} \wedge x \in I\right)\right)$.

In the following we show that the $\mathrm{TPTL}^{1}$-formula $x \cdot \mathrm{XX}(x=0)$ is not definable in MTL over both infinite and finite data words.

First we consider the non-definability over infinite data words. For every finite $S \subseteq \mathbb{Z}$, we define two infinite data words $w_{0}$ and $w_{1}$ such that $w_{0} \not \vDash x . \mathrm{XX}(x=0), w_{1} \models x . \mathrm{XX}(x=0)$, and $w_{0} \sim_{k}^{S} w_{1}$ for every $k \in \mathbb{N}$. Then, by Theorem 2 , we can know that $x . \mathrm{XX}(x=0)$ is not definable in MTL over infinite data words.

Let $S \subseteq \mathbb{Z}$ be a finite set, let $r>0$ be such that all numbers in $S$ are contained in $(-r,+r)$ and let $s>2 r$. Intuitively, we choose $r$ in such a way that a jump of magnitude $\pm r$ in data value cannot be detected by a formula in $\mathrm{MTL}^{S}$, as all numbers in $S$ are contained in $(-r,+r)$. Define two infinite pure data words $w_{0}=(s)(s-2 r)_{+r}^{\omega}$ and $w_{1}=(s)(s-r)_{+r}^{\omega}$ (see Fig. 3.1). It


Fig. 3.1 The infinite data words $w_{0}$ and $w_{1}$
is easily seen that $w_{0} \not \neq x \cdot \mathrm{XX}(x=0)$ and $w_{1} \models x \cdot \mathrm{XX}(x=0)$. We show that Duplicator wins the game $\operatorname{MG}_{k}^{S}\left(w_{0}, 0, w_{1}, 0\right)$ for every $k \in \mathbb{N}$. The proof for the case $k=0$ is easy. Without loss

|  | Case 1 | Case 2 | Case 3 | Case 4 |
| :---: | :---: | :---: | :---: | :---: |
| Move 1 | $(\underline{1}, 1)$ or $(1, \underline{1})$ | $(\underline{2}, 1)$ | $(\underline{i}, i-1)$, <br> $i \geq 3$ | $(i+1, \underline{i})$, <br> $i \geq 2$ |
| Move 2 | - | - | $(j+1, j)$, <br> $1 \leq j \leq \bar{i}-2$ | $(\underline{1}, 1)$ or $(\underline{j}, j-1)$ <br> $2 \leq j \leq i$ |

Table 3.1 The winning strategy for Duplicator in the first round
of generality, we assume $k \geq 1$. We give the winning strategy for Duplicator in the first round. There are four cases (see Table 3.1 ${ }^{2}$ ):
(1) Spoiler chooses the position 1 in $w_{0}$ or $w_{1}$, Duplicator can respond with the position 1 in the other data word. We have $\left(d_{0,1}-d_{0,0}\right) \stackrel{S}{=}\left(d_{1,1}-d_{1,0}\right)$ since $\left(d_{0,1}-d_{0,0}\right)=-2 r$ and $\left(d_{1,1}-d_{1,0}\right)=-r$.
(2) Spoiler chooses the position 2 in $w_{0}$, Duplicator can respond with the position 1 in $w_{1}$. We have $\left(d_{0,2}-d_{0,0}\right) \stackrel{S}{=}\left(d_{1,1}-d_{1,0}\right)$ since $\left(d_{0,2}-d_{0,0}\right)=\left(d_{1,1}-d_{1,0}\right)=-r$.
(3) Spoiler chooses the position $i(i \geq 3)$ in $w_{0}$, Duplicator can respond with the position $i-1$ in $w_{1}$. We have $\left(d_{0, i}-d_{0,0}\right) \stackrel{S}{=}\left(d_{1, i-1}-d_{1,0}\right)$ since $\left(d_{0, i}-d_{0,0}\right)=\left(d_{1, i-1}-d_{1,0}\right)=$ $(i-3) r$. In the next move, if Spoiler chooses a position $1 \leq j \leq i-2$ in $w_{1}$, Duplicator can respond with the position $j+1$ in $w_{0}$.
(4) Spoiler chooses the position $i(i \geq 2)$ in $w_{1}$, Duplicator can respond with the position $i+1$ in $w_{0}$. We have $\left(d_{0, i+1}-d_{0,0}\right) \stackrel{S}{=}\left(d_{1, i}-d_{1,0}\right)$ since $\left(d_{0, i+1}-d_{0,0}\right)=\left(d_{1, i}-d_{1,0}\right)=$ $(i-2) r$. In the next move, if Spoiler chooses the position 1 in $w_{0}$, Duplicator can respond with the position 1 in $w_{1}$. If Spoiler chooses a position $2 \leq j \leq i$ in $w_{0}$, Duplicator can respond with the position $j-1$ in $w_{1}$.

After the first round, the new game configuration is either $(1,1)$ or $(i+1, i)(i \geq 1)$. If the new configuration is $(1,1)$, we have $\left(w_{0}[1:]\right)_{+r}=w_{1}[1:]$. By Lemma 2, Duplicator wins the game $\mathrm{MG}_{k-1}^{S}\left(w_{0}, 1, w_{1}, 1\right)$. If the new configuration is $(i+1, i)(i \geq 1)$, we have $w_{0}[(i+1):]=$ $w_{1}[i:]$. Obviously, Duplicator can win the game $\mathrm{MG}_{k-1}^{S}\left(w_{0}, i+1, w_{1}, i\right)$.

In the following we show that $x . \mathrm{XX}(x=0)$ is not definable in MTL over finite data words. It is similar to the case for infinite data words. Let $S \subseteq \mathbb{Z}$ be a finite set, let $r, s>0$ be defined as

[^1]above. For every $k \in \mathbb{N}$, define two finite pure data words $w_{0}=(s)(s-2 r)_{+r}^{k+3}$ and $w_{1}=(s)(s-$ $r)_{+r}^{k+2}$. We show that Duplicator wins the game $\mathrm{MG}_{k}^{S}\left(w_{0}, 0, w_{1}, 0\right)$. Without loss of generality we assume $k \geq 1$. We can adapt the winning strategy for Duplicator in Table 3.1. After the first round, if the new configuration is $(1,1)$, we have $w_{0}[1:]=(s-2 r)_{+r}^{k+3}$ and $w_{1}[1:]=(s-r)_{+r}^{k+2}$. By Lemma 3, $(s-2 r)_{+r}^{k+3} \sim_{k-1}^{S}(s-2 r)_{+r}^{k+2}$, and by Lemma 2, $(s-2 r)_{+r}^{k+2} \sim_{k-1}^{S}(s-r)_{+r}^{k+2}$. This implies $(s-2 r)_{+r}^{k+3} \sim_{k-1}^{S}(s-r)_{+r}^{k+2}$. So Duplicator wins the game $\mathrm{MG}_{k-1}^{S}\left(w_{0}, 1, w_{1}, 1\right)$. If the new configuration is $(i+1, i)(i \geq 1)$, we have $w_{0}[(i+1):]=w_{1}[i:]$. Obviously, Duplicator can win the game $\mathrm{MG}_{k-1}^{S}\left(w_{0}, i+1, w_{1}, i\right)$.

Remark 2. In [18], the authors showed that the TPTL-formula $x \cdot \mathrm{~F}(b \wedge \mathrm{~F}(c \wedge x \leq 2))$ is not definable in MTL over timed words. A timed word is an infinite sequence $\left(P_{0}, t_{0}\right)\left(P_{1}, t_{1}\right) \ldots$, where $\left(P_{i}, t_{i}\right) \in\left(2^{\mathbf{P}} \times \mathbb{R}^{+}\right)(i \in \mathbb{N})$, such that

- $t_{0}=0$,
- $\forall i \in \mathbb{N}, t_{i+1} \geq t_{i}$,
- $\forall s \in \mathbb{R}^{+}, \exists i \in \mathbb{N}$ such that $t_{i}>s$.

We can show that the formula $x \cdot \mathrm{~F}(b \wedge \mathrm{~F}(c \wedge x \leq 2))$ is also not definable in MTL over infinite data words.

For every finite set $S \subseteq \mathbb{Z}$, let $r>0$ be such that all numbers in $S$ are contained in $(-r,+r)$ and $s>3 r$. Define two infinite data words (see Fig. 3.2)

$$
\begin{aligned}
& w_{0}=(\emptyset, s)(c, s-3 r)(b, s-2 r)(c, s-r)((b, s+r)(c, s+2 r))_{+2 r}^{\omega} \\
& w_{1}=(\emptyset, s)(c, s-2 r)(b, s-r)((c, s+r)(b, s+2 r))_{+2 r}^{\omega}
\end{aligned}
$$

where $b, c$ are atomic propositions. It is easily seen that $w_{0} \models x . \mathrm{F}(b \wedge \mathrm{~F}(c \wedge x \leq 2))$ and $w_{1} \not \vDash$ $x \cdot \mathrm{~F}(b \wedge \mathrm{~F}(c \wedge x \leq 2))$. We leave it to the reader to verify that Duplicator can win the game $\mathrm{MG}_{k}^{S}\left(w_{0}, 0, w_{1}, 0\right)$ for every $k \in \mathbb{N}$.
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Corollary 2. TPTL is strictly more expressive than MTL over both infinite and finite data words.

### 3.2.2 The MTL definability decision problem

In the last subsection, we show that TPTL is strictly more expressive than MTL. It is natural to ask: Given a TPTL-formula $\varphi$, is $\varphi$ definable in MTL? In the following we show that this problem is undecidable over both infinite and finite data words using the EF-game method.

Theorem 4. The problem that whether a TPTL-formula is definable in MTL is undecidable over both infinite and finite data words.

Proof. First we show that whether a TPTL-formula is definable in MTL is undecidable over infinite data words. We reduce the recurrent state problem of two-counter machines which is undecidable to the MTL definability decision problem in the following way: For every twocounter machine $\mathbf{M}$, we construct a TPTL-formula $\psi_{\mathbf{M}}$ such that $\psi_{\mathbf{M}}$ is definable in MTL if and only if $\mathbf{M}$ is a negative instance of the recurrent state problem.

For every two-counter machine $\mathbf{M}$ there is a TPTL-formula $\varphi_{\text {infin }}$ such that $\mathbf{M}$ is a positive instance of the recurrent state problem if and only if there is an infinite data word $w$ such that $w \models \varphi_{\text {infin }}{ }^{3}$. Define

$$
\psi_{\mathbf{M}}=x . \mathrm{XX}(x=0) \wedge \mathrm{F} \varphi_{\text {infin }} .
$$

If $\mathbf{M}$ is a negative instance, then $\varphi_{\text {infin }}$ cannot be satisfied by any infinite data word, hence $\psi_{\mathbf{M}}$ is equivalent to the MTL-formula $\perp$ over infinite data words. Otherwise, if $\mathbf{M}$ is a positive instance, we show that for every finite $S \subseteq \mathbb{Z}$ and $k \in \mathbb{N}$, there are two infinite data words $w_{0}$ and $w_{1}$ such that $w_{0} \not \models \psi_{\mathbf{M}}, w_{1} \models \psi_{\mathbf{M}}$ and $w_{0} \sim_{k}^{S} w_{1}$. Then by Theorem 2, we can know that $\psi_{M}$ is not definable in MTL.

Suppose that $\mathbf{M}$ is a positive instance and $\varphi_{\text {infin }}$ is satisfied by the infinite data word $w$. Let $S \subseteq \mathbb{Z}$ be a finite set, and let $r, s>0$ be such that all numbers in $S$ are contained in $(-r,+r)$ and $s>2 r$. For every $k \in \mathbb{N}$, we define two infinite data words $w_{0}=(s)(s-2 r)_{+r}^{k+3} w_{+m}$ and $w_{1}=(s)(s-r)_{+r}^{k+2} w_{+m}$, where $m=s+(k+1) r$. By Lemma 2, we can know that $w_{+m} \models \varphi_{\text {infin }}$. It is easily seen that $w_{0} \not \models \psi_{\mathbf{M}}$ and $w_{1} \models \psi_{\mathbf{M}}$. We shall show that $w_{0} \sim_{k}^{S} w_{1}$. This can easily be shown by using the winning strategy for Duplicator in the proof of Theorem 3.

To prove that whether a TPTL-formula is definable in MTL is undecidable over finite data words, we use a reduction from the halting problem of two-counter machines. The proof is similar to the infinite case. For every two-counter machine $\mathbf{M}$ there is a TPTL-formula $\varphi_{\text {fin }}$

[^2]such that $\mathbf{M}$ is a positive instance of halting problem if and only if there is a finite data word $w^{\prime}$ such that $w^{\prime} \models \varphi_{\text {fin }}$ (see Chapter 4). For every two-counter machine M, we can define the TPTL-formula $\psi_{\mathbf{M}}^{\prime}=x . \mathrm{XX}(x=0) \wedge \mathrm{F} \varphi_{\text {fin }}$ such that $\psi_{\mathbf{M}}^{\prime}$ is definable in MTL if and only if $\mathbf{M}$ is a negative instance of the halting problem.

Suppose that $\mathbf{M}$ is a positive instance of the halting problem and $\varphi_{\text {fin }}$ is satisfied by the finite data word $w^{\prime}$. Let $S \subseteq \mathbb{Z}$ be a finite set, and let $r, s>0$ be such that all numbers in $S$ are contained in $(-r,+r)$ and $s>2 r$. For every $k \in \mathbb{N}$, we define two finite data words $w_{0}=(s)(s-2 r)_{+r}^{k+3} w_{+m}^{\prime}$ and $w_{1}=(s)(s-r)_{+r}^{k+2} w_{+m}^{\prime}$, where $m=s+(k+1) r$. It is a simple matter to check that $w_{0} \not \vDash \psi_{\mathbf{M}}^{\prime}, w_{1} \models \psi_{\mathbf{M}}^{\prime}$ and $w_{0} \sim_{k}^{S} w_{1}$.

### 3.2.3 Effects on the expressiveness by restriction of syntactic resources

In this subsection, we consider the expressive power of several fragments of MTL by restriction of the until rank or the set of interval borders. In [36], the authors showed that the until rank hierarchy is strict for LTL. In a similar way, we can show that the until rank hierarchy for MTL is also strict over both infinite and finite data words.

Proposition 1. For every $k \in \mathbb{N}, \mathrm{MTL}_{k+1}$ is strictly more expressive than $M T L_{k}$ over both infinite and finite data words.

Proof. Let $\varphi_{1}=(p \wedge \mathrm{X} p)$, where $p$ is an atomic proposition. For every $k \geq 1$, define $\varphi_{k+1}=$ $\left(p \wedge \mathrm{X} \varphi_{k}\right)$. Note that for every $k \geq 1, \varphi_{k} \in \mathrm{MTL}_{k}$. We shall show that $\varphi_{k}$ is not definable in $\mathrm{MTL}_{k-1}$ over both infinite and finite data words.
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Since $\mathrm{MTL}_{k-1}=\bigcup_{\text {finite } S \subseteq \mathbb{Z}} \mathrm{MTL}_{k-1}^{S}$, it will thus be sufficient to prove that $\varphi_{k}$ is not definable in $\mathrm{MTL}_{k-1}^{S}$ for every finite $S \subseteq \mathbb{Z}$. Let $S \subseteq \mathbb{Z}$ be a finite set, and let $r>0$ be such that all numbers in $S$ are less than $r$. First we prove $\varphi_{k}$ is not definable in $\mathrm{MTL}_{k-1}^{S}$ over infinite data words. Define two infinite data words $w_{0}=(p, 0)_{+r}^{k+1}(q,(k+1) r)_{+r}^{\omega}$ and $w_{1}=(p, 0)_{+r}^{k}(q,(k+1) r)_{+r}^{\omega}$, where $p, q$ are propositions (see Fig. 3.3). We see that $w_{0} \models \varphi_{k}$
and $w_{1} \not \models \varphi_{k}$. By Lemma 3, we have $w_{0} \sim_{k-1}^{S} w_{1}$, which implies that $\varphi_{k}$ is not definable in $\mathrm{MTL}_{k-1}^{S}$.

To prove $\varphi_{k}$ is not definable in $\mathrm{MTL}_{k-1}^{S}$ over finite data words, we define two finite data words $w_{0}=(p, 0)_{+r}^{k+1}$ and $w_{1}=(p, 0)_{+r}^{k}$. Again, by Lemma 3, we have $w_{0} \sim_{k-1}^{S} w_{1}$.

Similar to the MTL definability decision problem, we can show that the problem that whether an $\mathrm{MTL}_{k+1}$-formula is definable in $\mathrm{MTL}_{k}$ is also undecidable over both infinite and finite data words.

Proposition 2. For every $k \geq 5$ (respectively, $k \geq 4$ ), the problem that whether an $\mathrm{MTL}_{k+1^{-}}$ formula is definable in $\mathrm{MTL}_{k}$ is undecidable over infinite data words (respectively, finite data words).

Proof. This proof is adapted from the proof of Theorem 4. For every two-counter machine $\mathbf{M}$ there is an MTL-formula $\varphi_{\text {infin }}$ (respectively, $\varphi_{\text {fin }}$ ) such that $\mathbf{M}$ is a positive instance of the recurrent state problem (respectively, the halting problem) if and only if there is an infinite data word $w$ such that $w \models \varphi_{\text {infin }}$ (respectively, a finite data word $w^{\prime}$ such that $w^{\prime} \models \varphi_{\text {fin }}$ ). ${ }^{4} \mathrm{We}$ see that $\operatorname{Rank}\left(\varphi_{\text {infin }}\right)=5$ and $\operatorname{Rank}\left(\varphi_{\text {fin }}\right)=4$. Hence, $\operatorname{Rank}\left(\mathrm{F} \varphi_{\text {infin }}\right)=6$ and $\operatorname{Rank}\left(\mathrm{F} \varphi_{\text {fin }}\right)=5$.

Let $k \geq 5$. First we show that whether an $M T L_{k+1}$-formula is definable in $M T L_{k}$ is undecidable over infinite data words. Define

$$
\psi_{\mathbf{M}}=\varphi_{k+1} \wedge F \varphi_{\text {infin }},
$$

where $\varphi_{k+1}$ is the formula defined in the proof of Proposition 1, and we assume the proposition $p$ does not occur in $\varphi_{\text {infin }}$. We have $\operatorname{Rank}\left(\psi_{\mathbf{M}}\right)=k+1$. If $\mathbf{M}$ is a negative instance, then $\psi_{\mathbf{M}}$ cannot be satisfied by any infinite data word, hence $\psi_{M}$ is equivalent to the formula $\perp$ over infinite data words. Otherwise, if $\mathbf{M}$ is a positive instance, we show that for every finite $S \subseteq \mathbb{Z}$, there are two infinite data words $w_{0}$ and $w_{1}$ such that $w_{0} \models \psi_{\mathbf{M}}, w_{1} \not \vDash \psi_{\mathbf{M}}$ and $w_{0} \sim_{k}^{S} w_{1}$. Then we can know that $\psi_{\mathbf{M}}$ is not definable in $\mathrm{MTL}_{k}$. Let $S \subseteq \mathbb{Z}$ be a finite set, and let $r>0$ be such that all numbers in $S$ are less than $r$. Define $w_{0}=(p, 0)_{+r}^{k+1} w_{+(k+1) r}$ and $w_{1}=(p, 0)_{+r}^{k} w_{+(k+1) r}$. Similar to the proof of Proposition 1, we can show that $w_{0} \sim_{k}^{S} w_{1}$.

To prove that whether an $\mathrm{MTL}_{k+1}$-formula is definable in $\mathrm{MTL}_{k}$ is undecidable over finite data words, where $k \geq 4$, we can define

$$
\psi_{\mathbf{M}}^{\prime}=\varphi_{k+1} \wedge \mathrm{~F} \varphi_{\mathrm{fin}}
$$

[^3]For every finite $S \subseteq \mathbb{Z}$, let $r>0$ be such that all numbers in $S$ are less than $r$. Set $w_{0}=$ $(p, 0)_{+r}^{k+1} w_{+(k+1) r}^{\prime}$ and $w_{1}=(p, 0)_{+r}^{k} w_{+(k+1) r}^{\prime}$. It is a simple matter to check that $w_{0} \models \psi_{\mathbf{M}}$, $w_{1} \not \models \psi_{\mathbf{M}}$ and $w_{0} \sim_{k}^{S} w_{1}$.

Corollary 3. For every $k \in \mathbb{N}$, the problem that whether an MTL-formula is definable in $\mathrm{MTL}_{k}$ is undecidable over both infinite and finite data words.

Let $S_{1} \subseteq \mathbb{Z}$ and let $S_{2}$ be a proper subset of $S_{1}$. Intuitively, $\mathrm{MTL}^{S_{1}}$ is more expressive than $\mathrm{MTL}^{S_{2}}$, e.g., $\mathrm{MTL}^{\{0\}} \preccurlyeq \operatorname{MTL}^{\{0,2\}}$. But this does not hold in general. For example, let $S_{1}=\{0,1,2\}$ and $S_{2}=\{0,2\} . \mathrm{MTL}^{S_{1}}$ and $\mathrm{MTL}^{S_{2}}$ have the same expressive power, since we can replace the interval that uses number 1 as the border by an equivalent interval that uses number 0 or 2 as the border, e.g., the $\mathrm{MTL}^{S_{1}}$-formula $p \mathrm{U}_{[1,1]} q$ is equivalent to the $\mathrm{MTL}^{S_{2}}$ formula $p \mathrm{U}_{(0,2)} q$, where $p, q$ are atomic propositions. In the following we study the effects on the expressive power of MTL by restriction of the set of interval borders.

Lemma 4. Let $S \subseteq \mathbb{Z}$, and let $n \in \mathbb{Z}$. If $\{n-1, n\} \cap S=\emptyset$ or $\{n, n+1\} \cap S=\emptyset$, then the formula $\mathrm{X}_{=n} \top$ is not definable in $\mathrm{MTL}^{S}$ over both infinite and finite data words.

Proof. Since $\mathrm{MTL}^{S}=\bigcup_{\text {finite } S^{\prime} \subseteq S} \bigcup_{k \in \mathbb{N}} \mathrm{MTL}_{k}^{S^{\prime}}$, it is enough to show that $\mathrm{X}_{=n} \top$ is not definable in $\mathrm{MTL}_{k}^{S^{\prime}}$ for every finite $S^{\prime} \subseteq S$ and every $k \in \mathbb{N}$.

We first show that $\mathrm{X}_{=n} \top$ is not definable in $\mathrm{MTL}^{S}$ over infinite data words. Let $S^{\prime} \subseteq S$ be a finite set. If $\{n, n+1\} \cap S=\emptyset$, then let $s, r>0$ be such that $s+n>0$ and all numbers in $S^{\prime}$ are less than $n+r$. We define two pure infinite data words $w_{0}=(s)(s+n)_{+r}^{\omega}$ and $w_{1}=$ $(s)(s+n+1)_{+r}^{\omega}$ (see Fig. 3.4). It is easily seen that $w_{0} \models \mathrm{X}_{=n} \top$ and $w_{1} \not \models \mathrm{X}_{=n} \top$.
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For every $i^{\prime}>i \geq 0$, we have

$$
d_{0, i^{\prime}}-d_{0, i}= \begin{cases}n & \text { if } i^{\prime}=1 \text { and } i=0 \\ n+\left(i^{\prime}-1\right) r & \text { if } i^{\prime}>1 \text { and } i=0 \\ \left(i^{\prime}-i\right) r & \text { if } i^{\prime}>i \geq 1\end{cases}
$$

and

$$
d_{1, i^{\prime}}-d_{1, i}= \begin{cases}n+1 & \text { if } i^{\prime}=1 \text { and } i=0 \\ n+\left(i^{\prime}-1\right) r+1 & \text { if } i^{\prime}>1 \text { and } i=0 \\ \left(i^{\prime}-i\right) r & \text { if } i^{\prime}>i \geq 1\end{cases}
$$

Since $\{n, n+1\} \cap S=\emptyset$ and all numbers in $S^{\prime}$ are less than $n+r$, we have for every $i^{\prime}>i \geq 0$, $\left(d_{0, i^{\prime}}-d_{0, i}\right) \stackrel{S^{\prime}}{=}\left(d_{1, i^{\prime}}-d_{1, i}\right)$. Then, by Lemma 2, we have $w_{0} \sim_{k}^{S^{\prime}} w_{1}$ for every $k \in \mathbb{N}$. This implies that $\mathrm{X}_{=n} \top$ is not definable in $\mathrm{MTL}^{S^{\prime}}$.

Similarly, if $\{n-1, n\} \cap S=\emptyset$, then let $s, r>0$ be such that $s+n-1>0$ and all numbers in $S^{\prime}$ are less than $n+r-1$. We define two pure infinite data words $w_{0}=(s)(s+n)_{+r}^{\omega}$ and $w_{1}=(s)(s+n-1)_{+r}^{\omega}$. We have $w_{0} \models \mathrm{X}_{=n} \top$ and $w_{1} \not \vDash \mathrm{X}_{=n} \top$, and for every $i^{\prime}>i \geq 0$, $\left(d_{0, i^{\prime}}-d_{0, i}\right) \stackrel{S^{\prime}}{\equiv}\left(d_{1, i^{\prime}}-d_{1, i}\right)$. By Lemma 2 again, we have $w_{0} \sim_{k}^{S^{\prime}} w_{1}$ for every $k \in \mathbb{N}$.

To prove $\mathrm{X}_{=n} \top$ is not definable in $\mathrm{MTL}^{S}$ over finite data words, let $S^{\prime} \subseteq S$ be a finite set and let $k \in \mathbb{N}$. We can set $w_{0}=(s)(s+n)_{+r}^{k+1}$ and $w_{1}=(s)(s+n+1)_{+r}^{k+1}$, if $\{n, n+1\} \cap S=\emptyset$, or $w_{0}=(s)(s+n)_{+r}^{k+1}$ and $w_{1}=(s)(s+n-1)_{+r}^{k+1}$, if $\{n-1, n\} \cap S=\emptyset$, where $s, r$ are defined as in the infinite case. By Lemma 2, we have $w_{0} \sim_{k}^{S^{\prime}} w_{1}$.

The following three propositions hold over both infinite data words and finite data words.
Proposition 3. Let $S_{1} \subseteq \mathbb{Z}$ and $S_{2} \subseteq \mathbb{Z}$. $\mathrm{MTL}^{S_{1}} \preccurlyeq \mathrm{MTL}^{S_{2}}$ if and only if for every $n \in S_{1}$, either $n \in S_{2}$ or $\{n-1, n+1\} \subseteq S_{2}$.

Proof. For the direction " $\Rightarrow$ ", suppose that there exists a number $m \in S_{1}$ such that $\{m-1, m\} \cap$ $S_{2}=\emptyset$ or $\{m, m+1\} \cap S_{2}=\emptyset$. Then by Lemma 4, the $\mathrm{MTL}^{S_{1}}$-formula $\mathrm{X}_{=m} \top$ is not definable in MTL ${ }^{S_{2}}$, contrary to $\mathrm{MTL}^{S_{1}} \preccurlyeq \mathrm{MTL}^{S_{2}}$.

For the direction " $\Leftarrow$ ", let $\varphi$ be an $\mathrm{MTL}^{S_{1}}$-formula. We can construct an equivalent $\mathrm{MTL}^{S_{2}}$ formula by replacing every constraint interval in $\varphi$ that uses a number $m$ as the border, where $m \in S_{1}$ and $m \notin S_{2}$, with an equivalent interval that uses $m-1$ or $m+1$ as the border.

For every $n \in \mathbb{Z}$, let $\mathrm{MTL}^{\leq n}=\mathrm{MTL}^{\{m \in \mathbb{Z} \mid m \leq n\}}$. The expressive power relation $\preccurlyeq$ defines a linear order on the set $\left\{\mathrm{MTL}^{\leq n} \mid n \in \mathbb{Z}\right\}$ such that if $n_{1} \leq n_{2}$, then MTL ${ }^{\leq n_{1}} \preccurlyeq \mathrm{MTL}^{\leq n_{2}}$. This gives the following constraint hierarchy for MTL.

Proposition 4. (Linear Constraint Hierarchy of MTL)
For any $n_{1}, n_{2} \in \mathbb{Z}$, if $n_{1}<n_{2}$, then $\mathrm{MTL}^{\leq n_{1}} \prec \mathrm{MTL}^{\leq n_{2}}$.
Proof. Obviously, MTL ${ }^{\leq n_{1}} \preccurlyeq \mathrm{MTL}^{\leq n_{2}}$. By Lemma 4, the MTL ${ }^{\leq n_{2}}$-formula $\mathrm{X}_{=n_{2}} \top$ is not definable in $\mathrm{MTL}^{\leq n_{1}}$. Hence, we have MTL ${ }^{\leq n_{1}} \prec \mathrm{MTL}^{\leq n_{2}}$.

Let $R \subseteq \mathbb{Z}$ be a set such that for every $n \in \mathbb{Z}, n \in R$ if and only if $n+1 \notin R$, e.g., the set of all even numbers. By Proposition 3, we have $\mathrm{MTL}^{R} \equiv \mathrm{MTL}$. For any $S_{1} \subseteq R$ and $S_{2} \subseteq R$, if $S_{1} \subsetneq S_{2}$, by Lemma 4, we have MTL ${ }^{S_{1}} \prec \mathrm{MTL}^{S_{2}}$. The expressive power relation $\preccurlyeq$ defines a partial order on the set $\left\{\mathrm{MTL}^{S} \mid S \subseteq R\right\}$. In the following we give another constraint hierarchy for MTL.

Proposition 5. (Lattice Constraint Hierarchy of MTL)
Let $R \subseteq \mathbb{Z}$ be a set such that for every $n \in \mathbb{Z}, n \in R$ if and only if $n+1 \notin R$. Then $\left\langle\left\{\mathrm{MTL}^{S} \mid\right.\right.$ $S \subseteq R\}, \preccurlyeq\rangle$ constitutes a complete lattice in which
(i) the greatest element is $\mathrm{MTL}{ }^{R}$,
(ii) the least element is $\mathrm{MTL}^{\emptyset}$,
and for every $Q \subseteq \mathscr{P}(R)$, where $\mathscr{P}(R)$ is the power set of $R$,
(iii) $\bigwedge_{S \in Q} \mathrm{MTL}^{S}=\mathrm{MTL}^{\cap_{s \in Q}}{ }^{S}$,
(iv) $\bigvee_{S \in Q} \mathrm{MTL}^{S}=\mathrm{MTL}_{S \in Q} S$.

Proof. The proof for (i) and (ii) is easy.
For (iii), it is easily seen that $\mathrm{MTL}^{\cap_{s \in Q} S}$ is a lower bound of $\left\{\mathrm{MTL}^{S} \mid S \in Q\right\}$. For every $S^{\prime} \subseteq R$, if $\mathrm{MTL}^{S^{\prime}}$ is a lower bound of $\left\{\mathrm{MTL}^{S} \mid S \in Q\right\}$, then we must have $S^{\prime} \subseteq \bigcap_{S \in Q} S$, i.e., $\mathrm{MTL}^{S^{\prime}} \preccurlyeq \mathrm{MTL}^{\cap_{s \in Q} S}$. Otherwise, there exists $m \in S^{\prime}$ such that $m \notin \bigcap_{s \in Q} S$. We can know that $m \notin S_{1}$ for some $S_{1} \in Q$. By Lemma 4, the MTL ${ }^{S^{\prime}}$-formula $\mathrm{X}_{=m} \top$ is not definable in $\mathrm{MTL}^{S_{1}}$, contrary to that $\mathrm{MTL}^{S^{\prime}}$ is a lower bound.

For (iv), it is easily seen that $\mathrm{MTL}_{S \in Q} S$ is an upper bound of $\left\{\mathrm{MTL}^{S} \mid S \in Q\right\}$. For every $S^{\prime} \subseteq R$, if $\mathrm{MTL}^{S^{\prime}}$ is an upper bound of $\left\{\mathrm{MTL}^{S} \mid S \in Q\right\}$, then we must have $\cup_{S \in Q} S \subseteq S^{\prime}$, i.e., $\mathrm{MTL}^{U_{s \in Q} S} \preccurlyeq \mathrm{MTL}^{S^{\prime}}$. Otherwise, there exists $m \in \bigcup_{S \in Q} S$ such that $m \notin S^{\prime}$. We can know that $m \in S_{1}$ for some $S_{1} \in Q$. By Lemma 4, the $\mathrm{MTL}^{S_{1}}$-formula $\mathrm{X}_{=m} \top$ is not definable in MTL ${ }^{S^{\prime}}$, contrary to that $\mathrm{MTL}^{S^{\prime}}$ is an upper bound.

### 3.3 MTL with non-strict semantics

In the definition of MTL, we use the strict semantics for the until modality. There is another definition for MTL that uses the non-strict semantics (see [6], and we denote this logic by weakMTL in this section). In weakMTL, the next modality $X$ is given explicitly in the syntax, since it is not definable by the until modality interpreted by the non-strict semantics.

The interpretations for the next modality and the until modality in weakMTL are as follows (we use a dot over the modality operator to denote that the modality operator is interpreted by the non-strict semantics):

- $(w, i) \models \dot{X}_{I} \varphi$ if and only if $i+1<|w|,(w, i+1) \models \varphi$ and $d_{i+1}-d_{i} \in I$.
- $(w, i) \models \varphi_{1} \dot{\mathrm{U}}_{I} \varphi_{2}$ if and only if there exists a position $j$ with $i \leq j<|w|$ such that $(w, j) \models$ $\varphi_{2}, d_{j}-d_{i} \in I$, and for all positions $t$ with $i \leq t<j,(w, t) \models \varphi_{1}$.

It is easy to check that every weakMTL-formula is equivalent to an MTL-formula. Let $\varphi$ be a weakMTL-formula. The equivalent MTL-formula $\varphi^{\prime}$ can be defined inductively by the following rules:

- If $\varphi$ is $\top$ or $p \in \mathbf{P}$, then $\varphi^{\prime}=\varphi$.
- If $\varphi$ is $\neg \varphi_{1}$, then $\varphi^{\prime}=\neg \varphi_{1}^{\prime}$.
- If $\varphi$ is $\varphi_{1} \wedge \varphi_{2}$, then $\varphi^{\prime}=\varphi_{1}^{\prime} \wedge \varphi_{2}^{\prime}$.
- If $\varphi$ is $\dot{X}_{I} \varphi_{1}$, then $\varphi^{\prime}=\mathrm{X}_{I} \varphi_{1}^{\prime}$.
- If $\varphi$ is $\varphi_{1} \dot{U}_{I} \varphi_{2}$, then

$$
\varphi^{\prime}= \begin{cases}\varphi_{1}^{\prime} \wedge\left(\varphi_{1}^{\prime} \mathrm{U}_{I} \varphi_{2}^{\prime}\right) & \text { if } 0 \notin I, \\ \varphi_{2}^{\prime} \vee\left(\varphi_{1}^{\prime} \wedge\left(\varphi_{1}^{\prime} \mathrm{U}_{I} \varphi_{2}^{\prime}\right)\right) & \text { otherwise } .\end{cases}
$$

In [6], the authors showed that weakMTL and TPTL (with the non-strict semantics) have the same expressive power over infinite monotonic data words. Since every MTL-formula is equivalent to a TPTL-formula (with the strict semantics and over all data words), and both of the strict and the non-strict semantics are equivalent for TPTL. We can conclude that weakMTL and MTL are equivalent over infinite monotonic data words. But over nonmonotonic data words, we can show that MTL is strictly more expressive than weakMTL. To prove this, we first introduce the Ehrenfeucht-Fraïssé game for weakMTL.

The EF-game for weakMTL is similar to the EF-game for MTL. Let $S \subseteq \mathbb{Z}$ be a finite set, and let $w_{0}, w_{1}$ be two data words. In each round of the game, suppose the current game configuration is $\left(i_{0}, i_{1}\right)$, where $i_{0}$ and $i_{1}$ are positions in $w_{0}$ and $w_{1}$, respectively:
(1) Spoiler chooses an index $l \in\{0,1\}$ and a position $j_{l} \geq i_{l}$ in data word $w_{l}$.
(2) Duplicator responds with a position $j_{1-l} \geq i_{1-l}$ in data word $w_{1-l}$ such that

- if $j_{l}=i_{l}+1$, then $j_{1-l}=i_{1-l}+1$, and if $j_{l}=i_{l}$, then $j_{1-l}=i_{1-l}$,
- $\left(d_{l, j_{l}}-d_{l, i_{l}}\right) \stackrel{S}{\equiv}\left(d_{1-l, j_{1-l}}-d_{1-l, i_{1-l}}\right)$.

Then Spoiler chooses between one of the following two options:
(a) The new configuration becomes $\left(j_{0}, j_{1}\right)$.
(b) Spoiler chooses a position $i_{1-l} \leq j_{1-l}^{\prime}<j_{1-l}$ in $w_{1-l}$, Duplicator responds with a position $i_{l} \leq j_{l}^{\prime}<j_{l}$ in $w_{l}$, and the new configuration becomes $\left(j_{0}^{\prime}, j_{1}^{\prime}\right)$.

The difference between the EF-game for weakMTL and the EF-game for MTL is: In the EF-game for weakMTL, Spoiler can choose the current position in $w_{0}$ or $w_{1}$, but in the EFgame for MTL, Spoiler can only choose a position after the current position in $w_{0}$ or $w_{1}$.

We use $\mathrm{wMG}_{k}^{S}\left(w_{0}, i_{0}, w_{1}, i_{1}\right)$ to denote the $k$-round EF-game for weakMTL starting from the position $i_{0}$ in $w_{0}$ and the position $i_{1}$ in $w_{1}$ with a finite set $S \subseteq \mathbb{Z}$. We say that Duplicator wins the 0 -round EF-game $\mathrm{wMG}_{0}^{S}\left(w_{0}, i_{0}, w_{1}, i_{1}\right)$ if $P_{0, i_{0}}=P_{1, i_{1}}$. Duplicator wins the $(k+1)$ round EF-game $\mathrm{wMG}_{k+1}^{S}\left(w_{0}, i_{0}, w_{1}, i_{1}\right)$ if she wins the 0 -round EF-game $\mathrm{wMG}_{0}^{S}\left(w_{0}, i_{0}, w_{1}, i_{1}\right)$, and for every choice of moves of Spoiler in the first round, Duplicator can respond correctly and wins the $k$-round EF-game $\mathrm{wMG}_{k}^{S}\left(w_{0}, n_{0}, w_{1}, n_{1}\right)$, where $\left(n_{0}, n_{1}\right)$ is the new configuration after the first round.

Let $S \subseteq \mathbb{Z}$ and $k \in \mathbb{N}$. The fragments weakMTL ${ }^{S}$, weakMTL $L_{k}$ and weakMTL ${ }_{k}^{S}$ are defined in a similar way to that of MTL. We abuse the notations " $\left(w_{0}, i_{0}\right) \equiv_{k}^{S}\left(w_{1}, i_{1}\right)$ " and " $\left(w_{0}, i_{0}\right) \sim_{k}^{S}$ $\left(w_{1}, i_{1}\right)$ " for weakMTL, which are defined in the expected way. It is a simpler matter to check that Theorems 1 and 2, Lemmas 1, 2 and 3 also hold for weakMTL.

In the following we show that the MTL-formula $F_{=0} T$ is not definable in weakMTL over both infinite and finite data words. Note that a data word $w$ satisfies the formula $F_{=0} T$ if and only if there is a position $j>0$ such that $d_{j}=d_{0}$, where $d_{j}$ and $d_{0}$ are the data values in the positions $j$ and 0 , respectively.

Theorem 5. MTL is strictly more expressive than weakMTL over both infinite and finite data words.

Proof. We prove the theorem by showing that the MTL-formula $F_{=0} \top$ is not definable in weakMTL over both infinite and finite data words. The proof is similar to the proof of Theorem 3. For every finite $S \subseteq \mathbb{Z}$ and every $k \in \mathbb{N}$, we construct two data words $w_{0}, w_{1}$ such that $w_{0} \models \mathrm{~F}_{=0} \top, w_{1} \not \models \mathrm{~F}_{=0} \top$ and $w_{0} \sim_{k}^{S} w_{1}$. Then we can know that $\mathrm{F}_{=0} \top$ is not definable in weakMTL ${ }_{k}^{S}$

First we consider the non-definability over infinite data words. Let $S \subseteq \mathbb{Z}$ be a finite set, and let $s, r>0$ be such that all numbers in $S$ are contained in $(-r,+r)$ and let $s>r$. Define two infinite pure data words $w_{0}=(s)(s+r, s)_{+2 r}^{\omega}$ and $w_{1}=(s)(s+2 r, s+r)_{+2 r}^{\omega}$ (see Fig. 3.5).

In data word $w_{0}$, the data value $s$ in position 2 equals to the data value in position 0 , and in data word $w_{1}$, all data values after position 0 are greater than $s$. It is easily seen that $w_{0} \models \mathrm{~F}_{=0} \top$ and $w_{1} \not \models \mathrm{~F}_{=0} \top$. We show that $w_{0} \sim_{k}^{S} w_{1}$ for every $k \in \mathbb{N}$ in the following. We


Fig. 3.5 The infinite data words $w_{0}$ and $w_{1}$
prove by induction on $k$. It is easy for the case $k=0$. Suppose $k \geq 1$, we give the winning strategy for Duplicator in the first round. There are five cases (see Table $3.2^{5}$ ):
(1) Spoiler chooses the position 0 in $w_{j}(j \in\{0,1\})$, Duplicator can respond with the position 0 in $w_{1-j}$.
(2) Spoiler chooses the position 1 in $w_{j}(j \in\{0,1\})$, Duplicator can respond with the position 1 in $w_{1-j}$. We have $\left(d_{0,1}-d_{0,0}\right) \stackrel{S}{=}\left(d_{1,1}-d_{1,0}\right)$ since $\left(d_{0,1}-d_{0,0}\right)=r$ and $\left(d_{1,1}-d_{1,0}\right)=2 r$. In the next move, if Spoiler chooses the position 0 in $w_{1-j}$, Duplicator can respond with the position 0 in $w_{j}$.
(3) Spoiler chooses the position 2 in $w_{0}$, Duplicator can respond with the position 0 in $w_{1}$. We have $\left(d_{0,2}-d_{0,0}\right) \stackrel{S}{=}\left(d_{1,0}-d_{1,0}\right)$ since $\left(d_{0,2}-d_{0,0}\right)=\left(d_{1,0}-d_{1,0}\right)=0$.
(4) Spoiler chooses the position $i(i \geq 3)$ in $w_{0}$, Duplicator can respond with the position $i-2$ in $w_{1}$. We have $\left(d_{0, i}-d_{0,0}\right) \stackrel{S}{=}\left(d_{1, i-2}-d_{1,0}\right)$ since $\left(d_{0, i}-d_{0,0}\right) \geq r$ and $\left(d_{1, i-2}-\right.$ $\left.d_{1,0}\right) \geq r$. In the next move, if Spoiler chooses a position $0 \leq j \leq i-3$ in $w_{1}$, Duplicator can respond with the position $j+2$ in $w_{0}$.
(5) Spoiler chooses the position $i(i \geq 2)$ in $w_{1}$, Duplicator can respond with the position $i+2$ in $w_{0}$. We have $\left(d_{0, i+2}-d_{0,0}\right) \stackrel{S}{=}\left(d_{1, i}-d_{1,0}\right)$ since $\left(d_{0, i+2}-d_{0,0}\right) \geq r$ and $\left(d_{1, i}-\right.$ $\left.d_{1,0}\right) \geq r$. In the next move, if Spoiler chooses the position 0 (respectively, 1) in $w_{0}$, Duplicator can respond with the position 0 (respectively, 1) in $w_{1}$. If Spoiler chooses a position $2 \leq j \leq i+1$ in $w_{0}$, Duplicator can respond with the position $j-2$ in $w_{1}$.

After the first round, the new game configuration is either $(0,0)$, or $(1,1)$, or $(i+2, i)(i \geq$ $0)$. We shall show that Duplicator can win the remaining $(k-1)$ rounds from these configurations. If the new configuration is $(0,0)$, by induction hypothesis, we have $w_{0} \sim_{k-1}^{S} w_{1}$,

[^4]|  | Case 1 | Case 2 | Case 3 | Case 4 | Case 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Move 1 | $(\underline{0}, 0)$ <br> or $(0, \underline{0})$ | $(\underline{1}, 1)$ <br> or $(1, \underline{1})$ | $(\underline{2}, 0)$ | $(\underline{i}, i-2)$, <br> $i \geq 3$ | $(i+2, \underline{i})$, <br> $i \geq 2$ |
| Move 2 | - | $(0, \underline{0})$ if $(\underline{1}, 1)$, <br> $(\underline{0}, 0)$ if $(1, \underline{1})$ | - | $(j+2, \underline{j})$, <br> $0 \leq j \leq \bar{i}-3$ | $(\underline{0}, 0),(\underline{1}, 1)$ <br> or $(\underline{j}, j-2)$, <br> $2 \leq j \leq i+1$ |

Table 3.2 The winning strategy for Duplicator in the first round
which means that Duplicator can win the remaining $(k-1)$ rounds. If the new configuration is $(1,1)$, we have $\left(w_{0}[1:]\right)_{+r}=w_{1}[1:]$, by Lemma 2, we have $\left(w_{0}, 1\right) \sim_{k-1}^{S}\left(w_{1}, 1\right)$. If the new configuration is $(i+2, i)(i \geq 0)$, by Lemma 2 again, we have $\left(w_{0}, i+2\right) \sim_{k-1}^{S}\left(w_{1}, i\right)$.

In the following we show that $\mathrm{F}_{=0} \top$ is not definable in weakMTL over finite data words. It is similar to the case for infinite data words. Let $S \subseteq \mathbb{Z}$ be a finite set, and let $r, s>0$ be defined as above. For every $k \in \mathbb{N}$, define $w_{0}=(s)(s+r, s)_{+2 r}^{k+1}$ and $w_{1}=(s)(s+2 r, s+r)_{+2 r}^{k}$. It is easily seen that $w_{0} \models \mathrm{~F}_{=0} \top$ and $w_{1} \not \models \mathrm{~F}_{=0} \top$. We shall show that $w_{0} \sim_{k}^{S} w_{1}$.

We prove, by induction on $k$, that for every $l \geq k, w_{0}^{\prime} \sim_{k}^{S} w_{1}^{\prime}$, where $w_{0}^{\prime}=(s)(s+r, s)_{+2 r}^{l+1}$ and $w_{1}^{\prime}=(s)(s+2 r, s+r)_{+2 r}^{l}$. It is clear for the case $k=0$. Let $k \geq 1$ and $l \geq k$. We show that Duplicator wins the game $\mathrm{wMG}_{k}^{S}\left(w_{0}^{\prime}, 0, w_{1}^{\prime}, 0\right)$. In the first round, we can adapt the winning strategy for Duplicator in Table 3.2. After the first round, if the new configuration is $(0,0)$, by induction hypothesis, we have $w_{0}^{\prime} \sim_{k-1}^{S} w_{1}^{\prime}$. If the new configuration is $(1,1)$, by Lemma 3, we have $\left(w_{0}^{\prime}, 1\right) \sim_{k-1}^{S}\left(w_{1}^{\prime}, 1\right)$. If the new configuration is $(i+2, i)(i \geq 0)$, by Lemma 2 , we have $\left(w_{0}^{\prime}, i+2\right) \sim_{k-1}^{S}\left(w_{1}^{\prime}, i\right)$.

### 3.4 The Ehrenfeucht-Fraïssé game for TPTL

In Section 3.1, we define the Ehrenfeucht-Fraïssé game for MTL. Using it we prove several results about the expressive power of MTL. To study the expressive power of TPTL, we define the Ehrenfeucht-Fraïssé game for TPTL in this section.

The until rank of a TPTL-formula $\varphi$, denoted by $\operatorname{Rank}(\varphi)$, is defined analogously to that of MTL-formulas, where we additionally define $\operatorname{Rank}(x \sim c)=0$ and $\operatorname{Rank}(x \cdot \varphi)=\operatorname{Rank}(\varphi)$. Let $S \subseteq \mathbb{Z}$, and let $k \in \mathbb{N}$, we define

$$
\begin{aligned}
& \operatorname{TPTL}^{S}=\{\varphi \in \operatorname{TPTL} \mid \text { for every constraints } x \sim c \text { in } \varphi, c \in S\} \\
& \operatorname{TPTL}_{k}=\{\varphi \in \operatorname{TPTL} \mid \operatorname{Rank}(\varphi) \leq k\}
\end{aligned}
$$

Let $r \in \mathbb{N}$. Recall that we use $\mathrm{TPTL}^{r}$ to denote the fragment of TPTL that uses at most $r$ register variables. We define

$$
\begin{aligned}
& \mathrm{TPTL}^{r, S}=\mathrm{TPTL}^{r} \cap \mathrm{TPTL}^{S}, \\
& \mathrm{TPTL}_{k}^{r, S}=\mathrm{TPTL}^{r} \cap \mathrm{TPTL}^{S} \cap \mathrm{TPTL}_{k},
\end{aligned}
$$

where $S \subseteq \mathbb{Z}$ and $r, k \in \mathbb{N}$.
Lemma 5. For every finite $S \subseteq \mathbb{Z}$, every $r \in \mathbb{N}$ and every $k \in \mathbb{N}$, there are only finitely many formulas in $\mathrm{TPTL}_{k}^{r, S}$ up to equivalence.
Proof. This lemma is proved in the much same way as Lemma 1. Fix a finite set $S \subseteq \mathbb{Z}$ and a number $r \in \mathbb{N}$. So there are only finitely many different constraint formulas $x \sim c$.

We prove this lemma by induction on $k$. For $k=0$, no until modality will be used, the number of formulas built from $\top$, propositions and constraint formulas using Boolean connectives and freeze quantifiers " $x_{i}$." $(1 \leq i \leq r)$ is finite up to equivalence. Suppose that it holds for $k$, we will prove it for $k+1$. Define

$$
R=\left\{\varphi_{1} \cup \varphi_{2} \mid \varphi_{1}, \varphi_{2} \in \mathrm{TPTL}_{k}^{r, S}\right\} \cup \mathrm{TPTL}_{k}^{r, S}
$$

It is easily seen that $R$ is a finite set up to equivalence. The formulas obtained by using Boolean connectives and freeze quantifiers on the formulas in $R$ are also finitely many up to equivalence. Hence, $\mathrm{TPTL}_{k+1}^{r, S}$ is a finite set up to equivalence.
Definition 4. Let $w_{0}, w_{1}$ be two data words, let $i_{0}, i_{1} \geq 0$ be two positions in $w_{0}$ and $w_{1}$, respectively, let $v_{0}, v_{1}$ be two register valuations, and let $S \subseteq \mathbb{Z}, r \in \mathbb{N}, k \in \mathbb{N}$. We say that $\left(w_{0}\left[i_{0}:\right], v_{0}\right)$ and $\left(w_{1}\left[i_{1}:\right], v_{1}\right)$ are $\operatorname{TPTL}_{k}^{r, S}$-equivalent, written $\left(w_{0}, i_{0}, v_{0}\right) \equiv_{k}^{r, S}\left(w_{1}, i_{1}, v_{1}\right)$, if for every $\varphi \in \mathrm{TPTL}_{k}^{r, S},\left(w_{0}, i_{0}, v_{0}\right) \models \varphi$ if and only if $\left(w_{1}, i_{1}, v_{1}\right) \models \varphi$.

We will write $w_{0} \equiv_{k}^{r, S} w_{1}$ if $\left(w_{0}, 0, \overline{0}\right) \equiv_{k}^{r, S}\left(w_{1}, 0, \overline{0}\right)$ in the following.
The Ehrenfeucht-Fraïssé game for TPTL is played by Spoiler and Duplicator on two data words $w_{0}$ and $w_{1}$ with a finite set of register variables $\left\{x_{1}, \ldots, x_{r}\right\}$ and a finite set of constraint numbers $S \subseteq \mathbb{Z}$. A game configuration is a tuple $\left(i_{0}, v_{0}, i_{1}, v_{1}\right)$, where $v_{0}, v_{1}$ are two register valuations, and $i_{0}, i_{1} \geq 0$ are positions in $w_{0}$ and $w_{1}$, respectively. Let $v$ be a register valuation, let $Y$ be a set of register variables and let $d \in \mathbb{N}$. Define the register valuation

$$
v[Y \mapsto d](x)= \begin{cases}d & \text { if } x \in Y \\ v(x) & \text { otherwise }\end{cases}
$$

In each round of the game (suppose the current game configuration is $\left(i_{0}, v_{0}, i_{1}, v_{1}\right)$ ):
(1) Spoiler chooses a subset $Y \subseteq\left\{x_{1}, \ldots, x_{r}\right\}$ and sets $v_{t}^{\prime}=v_{t}\left[Y \mapsto d_{t, i_{t}}\right](t \in\{0,1\})$.
(2) Spoiler chooses an index $l \in\{0,1\}$ and a position $j_{l}>i_{l}$ in data word $w_{l}$.
(3) Duplicator responds with a position $j_{1-l}>i_{1-l}$ in data word $w_{1-l}$ such that if $j_{l}=i_{l}+1$, then $j_{1-l}=i_{1-l}+1$. Then Spoiler chooses between one of the following two options:

- The new configuration becomes $\left(j_{0}, v_{0}^{\prime}, j_{1}, v_{1}^{\prime}\right)$.
- Spoiler chooses a position $i_{1-l}<j_{1-l}^{\prime}<j_{1-l}$ in $w_{1-l}$, Duplicator responds with a position $i_{l}<j_{l}^{\prime}<j_{l}$ in $w_{l}$, and the new configuration becomes $\left(j_{0}^{\prime}, v_{0}^{\prime}, j_{1}^{\prime}, v_{1}^{\prime}\right)$.

We use $\mathrm{TG}_{k}^{r, S}\left(w_{0}, i_{0}, v_{0}, w_{1}, i_{1}, v_{1}\right)$ to denote the $k$-round EF-game for TPTL starting from the positions $i_{0}, i_{1}$ with the register valuations $v_{0}, v_{1}$ in data words $w_{0}$ and $w_{1}$, respectively, with the register variables set $\left\{x_{1}, \ldots, x_{r}\right\}$ and constraint numbers set $S$.

The winning condition for Duplicator is defined inductively. We say that Duplicator wins the 0-round EF-game $\mathrm{TG}_{0}^{r, S}\left(w_{0}, i_{0}, v_{0}, w_{1}, i_{1}, v_{1}\right)$ if $P_{0, i_{0}}=P_{1, i_{1}}$, and for all constraints $x \sim c$ where $x \in\left\{x_{1}, \ldots, x_{r}\right\}$ and $c \in S,\left(w_{0}, i_{0}, v_{0}\right) \models x \sim c$ if and only if $\left(w_{1}, i_{1}, v_{1}\right) \models$ $x \sim c$. Duplicator wins the $(k+1)$-round EF-game $\mathrm{TG}_{k+1}^{r, S}\left(w_{0}, i_{0}, v_{0}, w_{1}, i_{1}, v_{1}\right)$ if she wins the 0 -round EF-game $\mathrm{TG}_{0}^{r, S}\left(w_{0}, i_{0}, v_{0}, w_{1}, i_{1}, v_{1}\right)$, and either $i_{0}$ and $i_{1}$ are the last position of $w_{0}$ and $w_{1}$, respectively (Spoiler has no position to choose), or for every choice of moves of Spoiler in the first round, Duplicator can respond correctly and wins the $k$-round EFgame $\mathrm{TG}_{k}^{r, S}\left(w_{0}, n_{0}, v_{0}^{\prime}, w_{1}, n_{1}, v_{1}^{\prime}\right)$, where $\left(n_{0}, v_{0}^{\prime}, n_{1}, v_{1}^{\prime}\right)$ is the new configuration after the first round. If Duplicator cannot win the game, we say that Spoiler wins the game. We write $\left(w_{0}, i_{0}, v_{0}\right) \sim_{k}^{r, S}\left(w_{1}, i_{1}, v_{1}\right)$ if Duplicator wins the $k$-round EF-game $\mathrm{TG}_{k}^{r, S}\left(w_{0}, i_{0}, v_{0}, w_{1}, i_{1}, v_{1}\right)$. It follows easily that if $\left(w_{0}, i_{0}, v_{0}\right) \sim_{k}^{r, S}\left(w_{1}, i_{1}, v_{1}\right)$, then $\left(w_{0}, i_{0}, v_{0}\right) \sim_{m}^{r, S}\left(w_{1}, i_{1}, v_{1}\right)$ for all $m<k$. We will write $w_{0} \sim_{k}^{r, S} w_{1}$ if $\left(w_{0}, 0, \overline{0}\right) \sim_{k}^{r, S}\left(w_{1}, 0, \overline{0}\right)$ in the following.

Theorem 6. Let $w_{0}, w_{1}$ be two data words, let $i_{0}, i_{1} \geq 0$ be two positions in $w_{0}$ and $w_{1}$, respectively, and let $v_{0}, v_{1}$ be two register valuations. For every finite $S \subseteq \mathbb{Z}$, every $r \in \mathbb{N}$ and every $k \in \mathbb{N},\left(w_{0}, i_{0}, v_{0}\right) \equiv_{k}^{r, S}\left(w_{1}, i_{1}, v_{1}\right)$ if and only if $\left(w_{0}, i_{0}, v_{0}\right) \sim_{k}^{r, S}\left(w_{1}, i_{1}, v_{1}\right)$.

Proof. Fix a finite set of register variables $\left\{x_{1}, \ldots, x_{r}\right\}$ and a finite set of constraint numbers $S \subseteq \mathbb{Z}$. We prove this theorem by induction on $k$. It is clear for $k=0$. Suppose that this theorem holds for $k$. We prove that it also holds for $k+1$.

For the direction " $\Rightarrow$ ", we give a proof by contradiction. Suppose that $\left(w_{0}, i_{0}, v_{0}\right) \equiv_{k+1}^{r, S}$ $\left(w_{1}, i_{1}, v_{1}\right)$ holds and $\left(w_{0}, i_{0}, v_{0}\right) \sim_{k+1}^{r, S}\left(w_{1}, i_{1}, v_{1}\right)$ does not hold. Then Spoiler wins the game $\mathrm{TG}_{k+1}^{r, S}\left(w_{0}, i_{0}, v_{0}, w_{1}, i_{1}, v_{1}\right)$. By induction hypothesis, it is easily seen that $\left(w_{0}, i_{0}, v_{0}\right) \sim_{0}^{r, S}$ ( $w_{1}, i_{1}, v_{1}$ ), i.e., Duplicator wins the 0 -round EF-game from the configuration ( $i_{0}, v_{0}, i_{1}, v_{1}$ ). In
the following we show that Duplicator can always win the remaining $k$-round EF-game, a contradiction. Without loss of generality suppose that Spoiler chooses a subset $Y \subseteq\left\{x_{1}, \ldots, x_{r}\right\}$ and sets $v_{0}^{\prime}=v_{0}^{\prime}\left[Y \mapsto d_{0, i_{0}}\right]$ and $v_{1}^{\prime}=v_{1}^{\prime}\left[Y \mapsto d_{1, i_{1}}\right]$, and then chooses a position $i_{0}^{\prime}>i_{0}$ in $w_{0}$. For each $i_{0}<j \leq i_{0}^{\prime}$, define

$$
\varphi_{j}=\bigwedge\left\{\varphi \in \operatorname{TPTL}_{k}^{r, S} \mid\left(w_{0}, j, v_{0}^{\prime}\right) \models \varphi\right\} .
$$

Note that $\varphi_{j}$ is well-defined since $\mathrm{TPTL}_{k}^{r, S}$ is a finite set up to equivalence by Lemma 5. Define the TPTL ${ }_{k+1}^{r, S}$-formula

$$
\varphi=y_{1} \ldots y_{h} \cdot\left(\left(\bigvee_{i_{0}<j<i_{0}^{\prime}} \varphi_{j}\right) \cup \varphi_{i_{0}^{\prime}}\right) 6
$$

where $y_{1}, \ldots, y_{h}$ are all register variables in $Y$. Clearly, $\left(w_{0}, i_{0}, v_{0}\right) \models \varphi$. We have $\left(w_{1}, i_{1}, v_{1}\right) \models$ $\varphi$, since $\operatorname{Rank}(\varphi) \leq k+1$ and $\left(w_{0}, i_{0}, v_{0}\right) \equiv_{k+1}^{r, S}\left(w_{1}, i_{1}, v_{1}\right)$. Hence there exists $i_{1}^{\prime}>i_{1}$ such that $\left(w_{1}, i_{1}^{\prime}, v_{1}^{\prime}\right) \models \varphi_{i_{0}^{\prime}}$ and for all $i_{1}<i_{1}^{\prime \prime}<i_{1}^{\prime},\left(w_{1}, i_{1}^{\prime \prime}, v_{1}^{\prime}\right) \models \bigvee_{i_{0}<j<i_{0}^{\prime}} \varphi_{j}$. Hence Duplicator can respond with the position $i_{1}^{\prime}$ in $w_{1}$. If they start a new round from the configuration $\left(i_{0}^{\prime}, v_{0}^{\prime}, i_{1}^{\prime}, v_{1}^{\prime}\right)$, we know by $\left(w_{1}, i_{1}^{\prime}, v_{1}^{\prime}\right) \models \varphi_{i_{0}^{\prime}}$ and the definition of $\varphi_{i_{0}^{\prime}}$ that $\left(w_{0}, i_{0}^{\prime}, v_{0}^{\prime}\right) \equiv_{k}^{r, S}$ $\left(w_{1}, i_{1}^{\prime}, v_{1}^{\prime}\right)$. By induction hypothesis, $\left(w_{0}, i_{0}^{\prime}, v_{0}^{\prime}\right) \sim_{k}^{r, S}\left(w_{1}, i_{1}^{\prime}, v_{1}^{\prime}\right)$. On the other hand, if Spoiler chooses a position $i_{1}<i_{1}^{\prime \prime}<i_{1}^{\prime}$ in $w_{1}$, we know by $\left(w_{1}, i_{1}^{\prime \prime}, v_{1}^{\prime}\right) \models \bigvee_{i_{0}<j<i_{0}^{\prime}} \varphi_{j}$ that there is some $i_{0}<i_{0}^{\prime \prime}<i_{0}^{\prime}$ such that $\left(w_{1}, i_{1}^{\prime \prime}, v_{1}^{\prime}\right) \models \varphi_{i_{0}^{\prime \prime}}$. Hence Duplicator can respond with the position $i_{0}^{\prime \prime}$ in $w_{0}$. If they start a new round from the configuration $\left(i_{0}^{\prime \prime}, v_{0}^{\prime}, i_{1}^{\prime \prime}, v_{1}^{\prime}\right)$, we know by the definition of $\varphi_{i_{0}^{\prime \prime}}$ that $\left(w_{0}, i_{0}^{\prime \prime}, v_{0}^{\prime}\right) \equiv_{k}^{r, S}\left(w_{1}, i_{1}^{\prime \prime}, v_{1}^{\prime}\right)$, and thus, by induction hypothesis, that $\left(w_{0}, i_{0}^{\prime \prime}, v_{0}^{\prime}\right) \sim_{k}^{r, S}$ $\left(w_{1}, i_{1}^{\prime \prime}, v_{1}^{\prime}\right)$.

For the direction " $\Leftarrow$ ", suppose $\left(w_{0}, i_{0}, v_{0}\right) \sim_{k+1}^{r, S}\left(w_{1}, i_{1}, v_{1}\right)$, i.e., Duplicator wins the game. We show that $\left(w_{0}, i_{0}, v_{0}\right) \equiv_{k+1}^{r, S}\left(w_{1}, i_{1}, v_{1}\right)$. Let $\varphi \in \operatorname{TPTL}_{k+1}^{r, S}$. If $\operatorname{Rank}(\varphi) \leq k$, then, by induction hypothesis, $\left(w_{0}, i_{0}, v_{0}\right) \models \varphi$ if and only if $\left(w_{1}, i_{1}, v_{1}\right) \models \varphi$. If $\operatorname{Rank}(\varphi)=k+1$, we assume that $\varphi=y_{1} \ldots y_{h} \cdot\left(\varphi_{1} \cup \varphi_{2}\right)$, where $\varphi_{1}, \varphi_{2} \in \operatorname{TPTL}_{k}^{r, S}$, which is the most interesting case. The proof for the other cases is easy. We must show that $\left(w_{0}, i_{0}, v_{0}\right) \models \varphi$ if and only if $\left(w_{1}, i_{1}, v_{1}\right) \models \varphi$. Suppose $\left(w_{0}, i_{0}, v_{0}\right) \models \varphi$, we prove $\left(w_{1}, i_{1}, v_{1}\right) \models \varphi$. The other direction can be proved analogously.

Let $Y=\left\{y_{1}, \ldots, y_{h}\right\}$. Then $\left(w_{0}, i_{0}, v_{0}\right) \models y_{1} \ldots y_{h} .\left(\varphi_{1} \cup \varphi_{2}\right)$ if and only if $\left(w_{0}, i_{0}, v_{0}[Y \mapsto\right.$ $\left.\left.d_{0, i_{0}}\right]\right) \models \varphi_{1} \cup \varphi_{2}$ if and only if there is a position $i_{0}^{\prime}>i_{0}$ such that $\left(w_{0}, i_{0}^{\prime}, v_{0}\left[Y \mapsto d_{0, i_{0}}\right]\right) \models \varphi_{2}$, and for all $i_{0}<j<i_{0}^{\prime},\left(w_{0}, j, v_{0}\left[Y \mapsto d_{0, i_{0}}\right]\right) \models \varphi_{1}$.

Assume Spoiler chooses the set $Y$ and sets the register valuations $v_{0}^{\prime}=v_{0}\left[Y \mapsto d_{0, d_{0}}\right], v_{1}^{\prime}=$ $v_{1}\left[Y \mapsto d_{1, d_{1}}\right]$, and then chooses $i_{0}^{\prime}>i_{0}$ in $w_{0}$. Since Duplicator wins the game, she can respond

[^5]with a position $i_{1}^{\prime}>i_{1}$ in $w_{1}$ such that $\left(w_{0}, i_{0}^{\prime}, v_{0}^{\prime}\right) \sim_{k}^{r, S}\left(w_{1}, i_{1}^{\prime}, v_{1}^{\prime}\right)$. By induction hypothesis, we have $\left(w_{1}, i_{1}^{\prime}, v_{1}^{\prime}\right) \models \varphi_{2}$. On the other hand, if Spoiler chooses a position $i_{1}<i_{1}^{\prime \prime}<i_{1}^{\prime}$ in $w_{1}$, Duplicator can respond with a position $i_{0}<i_{0}^{\prime \prime}<i_{0}^{\prime}$ such that $\left(w_{0}, i_{0}^{\prime \prime}, v_{0}^{\prime}\right) \sim_{k}^{r, S}\left(w_{1}, i_{1}^{\prime \prime}, v_{1}^{\prime}\right)$. Hence, by induction hypothesis, $\left(w_{1}, i_{1}^{\prime \prime}, v_{1}^{\prime}\right) \models \varphi_{1}$. Since Spoiler can choose an arbitrary position between $i_{1}$ and $i_{1}^{\prime}$, we know that $\left(w_{1}, j, v_{1}^{\prime}\right) \models \varphi_{1}$ for all $i_{1}<j<i_{1}^{\prime}$. Adding $\left(w_{1}, i_{1}^{\prime}, v_{1}^{\prime}\right) \models \varphi_{2}$ we have $\left(w_{1}, i_{1}, v_{1}^{\prime}\right) \models \varphi_{1} \cup \varphi_{2}$, i.e., $\left(w_{1}, i_{1}, v_{1}\right) \models y_{1} \ldots y_{h} .\left(\varphi_{1} \cup \varphi_{2}\right)$.

Theorem 7. Let $\mathbf{C}$ be a class of data words. For every finite $S \subseteq \mathbb{Z}$, every $r \in \mathbb{N}$ and every $k \in \mathbb{N}$, the following are equivalent:
(1) $\mathbf{C}$ is not definable in $\mathrm{TPTL}_{k}^{r, S}$.
(2) There exist two data words $w_{0} \in \mathbf{C}$ and $w_{1} \notin \mathbf{C}$ such that $w_{0} \sim_{k}^{r, S} w_{1}$.

Proof. From (1) to (2), we give a proof by contradiction. Assume (1) holds and (2) does not hold. Then for every pair of data words $w_{0}$ and $w_{1}$, if $w_{0} \in \mathbf{C}$ and $w_{1} \notin \mathbf{C}$, then $w_{0} \mathcal{\chi}_{k}^{r, S} w_{1}$. By Theorem 6, this implies $w_{0} \not \equiv_{k}^{r, S} w_{1}$. So if $w_{0} \equiv_{k}^{r, S} w_{1}$, then $w_{0} \in \mathbf{C}$ if and only if $w_{1} \in \mathbf{C}$. Let $w$ be a data word, we define

$$
\varphi_{w}=\bigwedge\left\{\varphi \in \mathrm{TPTL}_{k}^{r, S} \mid w \models \varphi\right\}
$$

and

$$
\Phi=\bigvee_{w \in \mathbf{C}} \varphi_{w}
$$

Note that there are only finitely many formulas in $\mathrm{TPTL}_{k}^{r, S}$ up to equivalence, so both $\varphi_{w}$ and $\Phi$ are well-defined. We next show that $\mathbf{C}$ is definable by the formula $\Phi$, which contradicts the assumption. For every data word $w$, if $w \in \mathbf{C}$, then $w \models \Phi$ by the definition of $\Phi$. If $w \models \Phi$, there must exists some data word $w^{\prime} \in \mathbf{C}$ such that $w \models \varphi_{w^{\prime}}$. This implies that $w$ and $w^{\prime}$ satisfy the same TPTL ${ }_{k}^{r, S}$-formulas, i.e., $w \equiv_{k}^{r, S} w^{\prime}$. From $w^{\prime} \in \mathbf{C}$ we can know that $w \in \mathbf{C}$.

From (2) to (1), suppose that there are two data words $w_{0} \in \mathbf{C}$ and $w_{1} \notin \mathbf{C}$ such that $w_{0} \sim_{k}^{r, S} w_{1}$. By Theorem 6, we have $w_{0} \equiv \equiv_{k}^{r, S} w_{1}$. This means that for every $\mathrm{TPTL}_{k}^{r, S}$-formula $\varphi, w_{0} \models \varphi$ if and only if $w_{1} \models \varphi$. Hence, $\mathbf{C}$ is not definable in $\mathrm{TPTL}_{k}^{r, S}$.

### 3.5 Application of the EF-game for TPTL

In this section, we consider the expressive power of several fragments of TPTL by restriction of the until rank, the set of constraint numbers and the number of register variables. Similar to MTL, we show that the until rank hierarchy and the constraint hierarchy are still strict for TPTL. First we give a lemma that is useful for the proof.

Lemma 6. Let $S \subseteq \mathbb{Z}$ be a finite set, and let $r \in \mathbb{N}$. Let $w_{0}, w_{1}$ be two data words such that $\left|w_{0}\right|=\left|w_{1}\right|$ and for every $i \geq 0, P_{0, i}=P_{1, i}$ and for every $i^{\prime}>i \geq 0$,

$$
\begin{equation*}
\left(d_{0, i^{\prime}}-d_{0, i}\right) \stackrel{S}{\equiv}\left(d_{1, i^{\prime}}-d_{1, i}\right) . \tag{3.4}
\end{equation*}
$$

For any two register valuations $v_{0}$ and $v_{1}$, iffor every $i \geq 0$ and every constraint $x \sim c$, where $x \in\left\{x_{1}, \ldots, x_{r}\right\}$ and $c \in S$,

$$
\begin{equation*}
\left(w_{0}, i, v_{0}\right) \models x \sim c \text { if and only if }\left(w_{1}, i, v_{1}\right) \models x \sim c \text {, } \tag{3.5}
\end{equation*}
$$

then for every $k \in \mathbb{N},\left(w_{0}, 0, v_{0}\right) \equiv_{k}^{r, S}\left(w_{1}, 0, v_{1}\right)$.
Proof. Let $k \in \mathbb{N}$, we show that Duplicator wins the game $\mathrm{TG}_{k}^{r, S}\left(w_{0}, 0, v_{0}, w_{1}, 0, v_{1}\right)$.
In each round, Duplicator can always respond with the same position that Spoiler chooses in the other data word. After one round, suppose the new game configuration is $\left(j, v_{0}^{\prime}, j, v_{1}^{\prime}\right)$, where $j>0$. It is easily seen that $P_{0, j}=P_{1, j}$, since $P_{0, i}=P_{1, i}$ for every $i \geq 0$. We need to show that $\left(w_{0}, j, v_{0}^{\prime}\right) \models x \sim c$ if and only if $\left(w_{1}, j, v_{1}^{\prime}\right) \models x \sim c$ for every constraint $x \sim c$, where $x \in\left\{x_{1}, \ldots, x_{r}\right\}$ and $c \in S$. Let $x \sim c$ be a constraint. There are two cases:
(1) The register variable $x$ is not freezed by Spoiler until now, i.e., $v_{0}^{\prime}(x)=v_{0}(x)$ and $v_{1}^{\prime}(x)=$ $v_{1}(x)$, by (3.5), we have $\left(w_{0}, j, v_{0}^{\prime}\right) \models x \sim c$ if and only if $\left(w_{1}, j, v_{1}^{\prime}\right) \models x \sim c$.
(2) If $v_{0}^{\prime}(x)$ and $v_{1}^{\prime}(x)$ are obtained by freezing $x$ to the data values in position $j^{\prime}\left(0 \leq j^{\prime}<\right.$ $j$ ) in $w_{0}$ and $w_{1}$, respectively, i.e., $v_{0}^{\prime}(x)=d_{0, j^{\prime}}$ and $v_{1}^{\prime}(x)=d_{1, j^{\prime}}$, by (3.4), we have $\left(d_{0, j}-d_{0, j^{\prime}}\right) \stackrel{S}{\equiv}\left(d_{1, j}-d_{1, j^{\prime}}\right)$. Hence, $\left(w_{0}, j, v_{0}^{\prime}\right) \models x \sim c$ if and only if $\left(d_{0, j}-d_{0, j^{\prime}}\right) \sim c$ if and only if $\left(d_{1, j}-d_{1, j^{\prime}}\right) \sim c$ if and only if $\left(w_{1}, j, v_{1}^{\prime}\right) \models x \sim c$.

Corollary 4. For every $n \in \mathbb{N}, w$ and $w_{+n}$ satisfy the same TPTL-formulas.
Proposition 6. Let $S \subseteq \mathbb{Z}$ be a finite set, and let $C=\max \{|c| \mid c \in S\}$. Then for every finite data word $w$, there exists a finite data word $u$ such that $|w|=|u|$ and

- all data values in $u$ are bound by $|u| \cdot(C+1)$,
- $w$ and $u$ satisfy the same formulas in TPTL ${ }^{S}$.

Proof. Suppose that $|w|=n$. Let $\pi:=a_{1}, \ldots, a_{n}$ be an enumeration of all data values in $w$ such that $a_{i} \leq a_{i+1}$ for all $1 \leq i<n$. For each $1<i \leq n$, define $\delta_{i}=a_{i}-a_{i-1}$. We define a
new sequence $\pi^{\prime}:=b_{1}, \ldots, b_{n}$ inductively as follows: $b_{1}=0$ and for all $1<i \leq n$,

$$
b_{i}= \begin{cases}b_{i-1}+\delta_{i} & \text { if } \delta_{i} \leq C, \\ b_{i-1}+C+1 & \text { if } \delta_{i}>C .\end{cases}
$$

Intuitively, the data values $b_{i}$ are obtained by shrinking the $a_{i}$ so that the largest difference between two different data values is bounded by $C+1$. We obtain a new data word $u$ by replacing in $w$ every data value $a_{i}$ by $b_{i}(1 \leq i \leq n)$. Note that $b_{n} \leq(n-1)(C+1)$. Hence, all data values in $u$ are bound by $|u| \cdot(C+1)$.

Let $d_{j_{1}}$ and $d_{j_{2}}$ (respectively, $d_{j_{1}}^{\prime}$ and $d_{j_{2}}^{\prime}$ ) be the data values in the $j_{1}{ }^{\text {th }}$ position and $j_{2}{ }^{\text {th }}$ position of $w$ (respectively, $u$ ), respectively, where $0 \leq j_{1}<j_{2}<n$. Without loss of generality we can assume $d_{j_{1}} \leq d_{j_{2}}$. Let $a_{i}, \ldots, a_{i+k}$ (respectively, $b_{i}, \ldots, b_{i+k}$ ) be the sub-sequence in $\pi$ (respectively, $\pi^{\prime}$ ) such that $a_{i}=d_{j_{1}}$ and $a_{i+k}=d_{j_{2}}$ (respectively, $b_{i}=d_{j_{1}}^{\prime}$ and $b_{i+k}=d_{j_{2}}^{\prime}$ ). If $a_{t+1}-a_{t} \leq C$ for every $i \leq t<i+k$, then, by the definition of $\pi^{\prime}$, we have $b_{t+1}-b_{t}=a_{t+1}-a_{t}$ for every $i \leq t<i+k$, which implies $d_{j_{2}}-d_{j_{1}}=d_{j_{2}}^{\prime}-d_{j_{1}}^{\prime}$. If $a_{t+1}-a_{t}>C$ for some $i \leq t<i+k$ (hence, $d_{j_{2}}-d_{j_{1}}>C$ ), then, by the definition of $\pi^{\prime}$, we have $b_{t+1}-b_{t}=C+1$, which implies $d_{j_{2}}^{\prime}-d_{j_{1}}^{\prime}>C$. Finally, we can conclude that $d_{j_{2}}-d_{j_{1}} \stackrel{S}{=} d_{j_{2}}^{\prime}-d_{j_{1}}^{\prime}$ for any $j_{1}, j_{2}$ such that $0 \leq j_{1}<j_{2}<n$. By Lemma 6, this implies that $w \equiv_{k}^{r, S} u$ for every $r \in \mathbb{N}$ and every $k \in \mathbb{N}$, i.e., $w$ and $u$ satisfy the same formulas in TPTL ${ }^{S}$.

### 3.5.1 Effects on the expressiveness by restriction of the number of register variables

In Section 3.2, we show that TPTL is strictly more expressive than MTL. The register variables play a crucial role in reaching this greater expressiveness. We want to explore more deeply whether the number of register variables allowed in a TPTL-formula has an impact on the expressive power of the logic. We are able to show that there is a strict increase in expressiveness when allowing two register variables instead of just one. For the general case, we conjecture that for every $r \in \mathbb{N}$, TPTL $^{r+1}$ is strictly more expressive than TPTL ${ }^{r}$.

Theorem 8. TPTL ${ }^{2}$ is strictly more expressive than $\mathrm{TPTL}^{1}$ over both infinite and finite data words.

Proof. In the following we show that the $\mathrm{TPTL}^{2}$-formula

$$
\varphi=x_{1} \cdot \mathrm{X}\left(x_{1}>0 \wedge x_{2} \cdot \mathrm{~F}\left(x_{1}>0 \wedge x_{2}<0\right)\right)
$$

is not definable in TPTL ${ }^{1}$ over both infinite and finite data words. To prove this, it is enough to show that $\varphi$ is not definable in $\operatorname{TPTL}_{k}^{1, S}$ for every finite $S \subseteq \mathbb{Z}$ and $k \in \mathbb{N}$.

We first prove $\varphi$ is not definable in TPTL ${ }^{1}$ over infinite data words. Let $S \subseteq \mathbb{Z}$ be a finite set and let $k \in \mathbb{N}$. Let $s, r>0$ be such that all numbers in $S$ are contained in $(-r,+r)$ and $s-k r>0$. We define two pure infinite data words $w_{0}$ and $w_{1}$ as follows (see Fig. 3.6):

$$
\begin{aligned}
& w_{0}=(s, s+2 r)(s-k r)_{+r}^{k+2}(s+3 r)_{+r}^{\omega}, \\
& w_{1}=(s, s+2 r)(s-k r)_{+r}^{k+1}(s+3 r)_{+r}^{\omega} .
\end{aligned}
$$

In data word $w_{0}$, the data value $s+2 r$ in position 1 is larger than the data value $s$ in position 0 , and the data value $s+r$ in position $k+3$ is between $s$ and $s+2 r$. So we have $w_{0} \models \varphi$. In data word $w_{1}$, there are no data values between $s$ and $s+2 r$ after position 1 . So we have $w_{1} \not \vDash \varphi$. We show that $w_{0} \sim_{k}^{1, S} w_{1}$ in the following. By Theorem 7, we can know that $\varphi$ is not definable in $\mathrm{TPTL}_{k}^{1, S}$. It is clear for the case $k=0$. We assume $k \geq 1$.


Fig. 3.6 The two data words $w_{0}$ and $w_{1}$

Without loss of generality we use the tuple ( $i_{0}, n_{0}, i_{1}, n_{1}$ ) to denote the game configuration $\left(i_{0}, v_{0}, i_{1}, v_{1}\right)$, where $i_{0}, i_{1}$ are positions in $w_{0}, w_{1}$, respectively, and $v_{0}\left(x_{1}\right)=n_{0}$ and $v_{1}\left(x_{1}\right)=n_{1}$ (note that only one register variable $x_{1}$ can be used in the game).

The initial game configuration is $(0, s, 0, s)$. In the first round, if Spoiler chooses a position $i(i \geq 1)$ in $w_{l}(l \in\{0,1\})$, Duplicator can respond with the same position $i$ in $w_{1-l}$. In the next move, if Spoiler chooses a position $0<j<i$ in $w_{1-l}$, Duplicator can respond with the same position $j$ in $w_{l}$. After the first round, the new game configuration is either $(i, s, i, s)(i \geq 2)$, or $(1, s, 1, s)$. If the new configuration is $(i, s, i, s)(i \geq 2)$, by Lemma 6 , we can know that $\left(w_{0}, i, v_{0}^{\prime}\right) \sim_{k-1}^{1, S}\left(w_{1}, i, v_{1}^{\prime}\right)$, where $v_{0}^{\prime}\left(x_{1}\right)=s$ and $v_{1}^{\prime}\left(x_{1}\right)=s$, i.e., Duplicator wins the remaining $(k-1)$ rounds. If the new configuration is $(1, s, 1, s)$, there are two cases in the second round:
(1) Spoiler does not freeze $x_{1}$ to the data value $s+2 r$ in the current position. This case is easy. Duplicator can always respond with the same position that Spoiler chooses in the other data word. By Lemma 6, Duplicator can win the remaining rounds.
(2) Spoiler freezes $x_{1}$ to the data value $s+2 r$, i.e., the configuration becomes $(1, s+2 r, 1, s+$ $2 r)$. Let $v_{0}^{\prime \prime}\left(x_{1}\right)=s+2 r$ and $v_{1}^{\prime \prime}\left(x_{1}\right)=s+2 r$. We show that $\left(w_{0}, 1, v_{0}^{\prime \prime}\right) \sim_{k-1}^{1, S}\left(w_{1}, 1, v_{1}^{\prime \prime}\right)$. There are three cases in the next round:
(a) Spoiler chooses the position 2 in $w_{l}(l \in\{0,1\})$, Duplicator can respond with the same position in $w_{1-l}$. We shall show that Duplicator wins the remaining $(k-2)$ rounds from the new configuration $(2, s+2 r, 2, s+2 r)$. This is equivalent to show that Duplicator wins the game $\mathrm{TG}_{h}^{1, S}\left(w_{0}^{\prime}, 0, v_{0}^{\prime \prime}, w_{1}^{\prime}, 0, v_{1}^{\prime \prime}\right)$, where $h=k-2$ and

$$
\begin{aligned}
& w_{0}^{\prime}=(s-(h+2) r)_{+r}^{h+4}(s+3 r)_{+r}^{\omega}, \\
& w_{1}^{\prime}=(s-(h+2) r)_{+r}^{h+3}(s+3 r)_{+r}^{\omega} .
\end{aligned}
$$

By induction on $h$, we can show that $\left(w_{0}^{\prime}, 0, v_{0}^{\prime \prime}\right) \sim_{h}^{1, S}\left(w_{1}^{\prime}, 0, v_{1}^{\prime \prime}\right)$.
(b) Spoiler chooses position $i(i \geq 3)$ in $w_{0}$, Duplicator can respond with the position $i-1$ in $w_{1}$. In the next move, if Spoiler chooses a position $1<j<i-1$ in $w_{1}$, Duplicator can respond with the position $j+1$ in $w_{0}$. After this round, the new configuration is $(i, s+2 r, i-1, s+2 r)(i \geq 3)$. By Lemma 6, we can know that $\left(w_{0}, i, v_{0}^{\prime \prime}\right) \sim_{k-2}^{1, S}\left(w_{1}, i-1, v_{1}^{\prime \prime}\right)$, i.e., Duplicator wins the remaining $(k-2)$ rounds.
(c) Spoiler chooses position $i(i \geq 3)$ in $w_{1}$, Duplicator can respond with the position $i+1$ in $w_{0}$. In the next move, if Spoiler chooses the position 2 in $w_{0}$, Duplicator can also respond with the position 2 in $w_{1}$. If Spoiler chooses a position $2<j \leq i$ in $w_{0}$, Duplicator can respond with the position $j-1$ in $w_{1}$. After this round, the new configuration is either $(2, s+2 r, 2, s+2 r)$, then by (a) we have $\left(w_{0}, 2, v_{0}^{\prime \prime}\right) \sim_{k-2}^{1, S}$ $\left(w_{1}, 2, v_{1}^{\prime \prime}\right)$, or $(i+1, s+2 r, i, s+2 r)(i \geq 2)$, then by Lemma 6 we have $\left(w_{0}, i+\right.$ $\left.1, v_{0}^{\prime \prime}\right) \sim_{k-2}^{1, S}\left(w_{1}, i, v_{1}^{\prime \prime}\right)$.

To prove $\varphi$ is not definable in TPTL ${ }^{1}$ over finite data words, let $S \subseteq \mathbb{Z}$ be a finite set, let $k \in \mathbb{N}$, and let $s, r>0$ be defined as above. Define

$$
\begin{aligned}
& w_{0}=(s, s+2 r)(s-k r)_{+r}^{k+2}(s+3 r)_{+r}^{k}, \\
& w_{1}=(s, s+2 r)(s-k r)_{+r}^{k+1}(s+3 r)_{+r}^{k} .
\end{aligned}
$$

Similar to the proof for the infinite case, it is easy to check that $w_{0} \sim_{k}^{1, S} w_{1}$.

### 3.5.2 Effects on the expressiveness by restriction of the until rank and the set of constraint numbers

In the following proposition we show that the until rank hierarchy for TPTL is strict over both infinite and finite data words.

Proposition 7. For every $k \in \mathbb{N}, \mathrm{TPTL}_{k+1}$ is strictly more expressive than $\mathrm{TPTL}_{k}$ over both infinite and finite data words.

Proof. Let $\varphi_{1}=(p \wedge X p)$, and for every $k \geq 1$, let $\varphi_{k+1}=\left(p \wedge X \varphi_{k}\right)$, where $p$ is an atomic proposition. We have $\operatorname{Rank}\left(\varphi_{k}\right)=k$. We shall show that $\varphi_{k}$ is not definable in $\mathrm{TPTL}_{k-1}$ over both infinite and finite data words. It is enough to show that $\varphi_{k}$ is not definable in $\mathrm{TPTL}_{k-1}^{r, S}$ for every finite $S \subseteq \mathbb{Z}$ and every $r \in \mathbb{N}$.


Fig. 3.7 The data words $w_{0}$ and $w_{1}$
First we prove $\varphi_{k}$ is not definable in $\operatorname{TPT}_{k-1}^{r, S}$ over infinite data words. Define two infinite data words $w_{0}=(p, 0)_{+0}^{k+1}(q, 0)_{+0}^{\omega}$ and $w_{1}=(p, 0)_{+0}^{k}(q, 0)_{+0}^{\omega}$, where $p, q$ are propositions (see Fig. 3.7). We see that $w_{0} \models \varphi_{k}$ and $w_{1} \not \models \varphi_{k}$.

In the following we prove by induction on $k$ that $w_{0} \sim_{k-1}^{r, S} w_{1}$, then by Theorem 7, we can know that $\varphi_{k}$ is not definable in $\mathrm{TPTL}_{k-1}^{r, S}$. It is easy for the case $k=1$. Suppose $k \geq 2$. We give the winning strategy for Duplicator in the first round. There are three cases:
(1) Spoiler chooses the position 1 in $w_{0}$ or $w_{1}$, Duplicator can respond with the position 1 in the other data word.
(2) Spoiler chooses the position $i(i \geq 2)$ in $w_{0}$, Duplicator can respond with the position $i-1$ in $w_{1}$. In the next move, if Spoiler chooses a position $0<j<i-1$ in $w_{1}$, Duplicator can respond with the position $j+1$ in $w_{0}$.
(3) Spoiler chooses the position $i(i \geq 2)$ in $w_{1}$, Duplicator can respond with the position $i+$ 1 in $w_{0}$. In the next move, if Spoiler chooses the position 1 in $w_{0}$, Duplicator can respond with the position 1 in $w_{1}$. If Spoiler chooses a position $2 \leq j \leq i$ in $w_{0}$, Duplicator can respond with the position $j-1$ in $w_{1}$.

Let $v$ be the register valuation that maps all register variables to 0 . Note that the register valuation is always $v$ during the game (all register variables can only be freezed to the value 0 ). After the first round, the new game configuration is either ( $1, v, 1, v$ ), then by induction hypothesis, we have $\left(w_{0}, 1, v\right) \sim_{k-2}^{r, S}\left(w_{1}, 1, v\right)$, or $(i+1, v, i, v)(i \geq 1)$, then by Lemma 6 , we have $\left(w_{0}, i+1, v\right) \sim_{k-2}^{r, S}\left(w_{1}, i, v\right)$.

To prove $\varphi_{k}$ is not definable in TPTL ${ }_{k-1}^{r, S}$ over finite data words, we define $w_{0}=(p, 0)_{+0}^{k+1}$ and $w_{1}=(p, 0)_{+0}^{k}$. Similar to the infinite case, we can show that $w_{0} \sim_{k-1}^{r, S} w_{1}$.

In Proposition 2 we show that the problem that whether an $M T L_{k+1}$-formula is definable in $M T L_{k}$ is undecidable. Since every MTL-formula is equivalent to a TPTL-formula with the same until rank, we can adapt the proof for TPTL. The following proposition can be proved in much the same way as Proposition 2.

Proposition 8. For every $k \geq 5$ (respectively, $k \geq 4$ ), the problem that whether a $\mathrm{TPTL}_{k+1^{-}}$ formula is definable in $\mathrm{TPTL}_{k}$ is undecidable over infinite data words (respectively, finite data words).

In the following we consider the effects on the expressive power of TPTL by restriction of the set of constraint numbers.

Lemma 7. Let $S \subseteq \mathbb{Z}$, and let $n \in \mathbb{Z}$. If $\{n-1, n\} \cap S=\emptyset$ or $\{n, n+1\} \cap S=\emptyset$, then the formula $x . \mathrm{X}(x=n)$ is not definable in TPTL $^{S}$ over both infinite and finite data words.

Proof. The proof is similar to the proof of Lemma 4. We show that the formula $x \cdot \mathrm{X}(x=n)$ is not definable in TPTL ${ }_{k}^{r, S^{\prime}}$ for every finite $S^{\prime} \subseteq S$, every $r \in \mathbb{N}$ and every $k \in \mathbb{N}$.

We first show that the formula is not definable in $\mathrm{TPTL}_{k}^{r, S^{\prime}}$ over infinite data words. If $\{n, n+1\} \cap S=\emptyset$, then let $s, r>0$ be such that $s+n>0$ and all numbers in $S^{\prime}$ are less than $n+r$. We define two data words $w_{0}=(s)(s+n)_{+r}^{\omega}$ and $w_{1}=(s)(s+n+1)_{+r}^{\omega}$. If $\{n-1, n\} \cap S=\emptyset$, then let $s, r>0$ be such that $s+n-1>0$ and all numbers in $S^{\prime}$ are less than $n+r-1$. We define $w_{0}=(s)(s+n)_{+r}^{\omega}$ and $w_{1}=(s)(s+n-1)_{+r}^{\omega}$. It is easily seen that $w_{0} \models x . \mathrm{X}(x=n)$ and $w_{1} \not \vDash x . \mathrm{X}(x=n)$. By Lemma 6, we have $w_{0} \sim_{k}^{r, S^{\prime}} w_{1}$ for every $k \in \mathbb{N}$. Then by Theorem 7, we can know that $x . \mathrm{X}(x=n)$ is not definable in $\mathrm{TPTL}_{k}^{r, S^{\prime}}$ for every $k \in \mathbb{N}$.

To prove the formula is not definable in $\mathrm{TPTL}_{k}^{r, S^{\prime}}$ over finite data words, we can adapt the proof for the infinite case. Let $k \in \mathbb{N}$, we can set $w_{0}=(s)(s+n)_{+r}^{k+1}$ and $w_{1}=(s)(s+n+1)_{+r}^{k+1}$, if $\{n, n+1\} \cap S=\emptyset$, or $w_{0}=(s)(s+n)_{+r}^{k+1}$ and $w_{1}=(s)(s+n-1)_{+r}^{k+1}$, if $\{n-1, n\} \cap S=\emptyset$. By Lemma 6, we have $w_{0} \sim_{k}^{r, S^{\prime}} w_{1}$.

The following three propositions hold over both infinite data words and finite data words.

Proposition 9. Let $S_{1} \subseteq \mathbb{Z}$ and $S_{2} \subseteq \mathbb{Z}$. TPTL ${ }^{S_{1}} \preccurlyeq \operatorname{TPTL}^{S_{2}}$ if and only if for every $n \in S_{1}$, either $n \in S_{2}$ or $\{n-1, n+1\} \subseteq S_{2}$.

Proof. For the direction " $\Rightarrow$ ", suppose that there exists a number $m \in S_{1}$ such that $\{m-$ $1, m\} \cap S_{2}=\emptyset$ or $\{m, m+1\} \cap S_{2}=\emptyset$. Then by Lemma 7, the TPTL ${ }^{S_{1}}$-formula $x$. $\mathrm{X}(x=m)$ is not definable in TPTL ${ }^{S_{2}}$, contrary to TPTL ${ }^{S_{1}} \preccurlyeq \mathrm{TPTL}^{S_{2}}$.

For the direction " $\Leftarrow$ ", let $\varphi$ be a TPTL ${ }^{S_{1}}$-formula. We can construct an equivalent TPTL ${ }^{S_{2}}$ _formula by replacing every constraint formula $x \sim m$ in $\varphi$, where $m \in S_{1}$ and $m \notin S_{2}$, with an equivalent constraint formula $\alpha$, where

$$
\alpha= \begin{cases}x \leq m-1 \vee x \geq m+1 & \text { if } x \sim m \text { is } x \neq m, \\ x \geq m+1 & \text { if } x \sim m \text { is } x>m, \\ x>m-1 & \text { if } x \sim m \text { is } x \geq m, \\ x \leq m-1 & \text { if } x \sim m \text { is } x<m, \\ x<m+1 & \text { if } x \sim m \text { is } x \leq m .\end{cases}
$$

For every $n \in \mathbb{Z}$, let $\mathrm{TPTL}^{\leq n}=\operatorname{TPTL}^{\{m \in \mathbb{Z} \mid m \leq n\}}$. By Lemma 7 and Proposition 9, we have the following two hierarchies for TPTL.

Proposition 10. (Linear Constraint Hierarchy of TPTL) For any $n_{1}, n_{2} \in \mathbb{Z}$, if $n_{1}<n_{2}$, then TPTL ${ }^{\leq n_{1}} \prec$ TPTL $^{\leq n_{2}}$.

Proposition 11. (Lattice Constraint Hierarchy of TPTL)
Let $R \subseteq \mathbb{Z}$ be a set such that for every $n \in \mathbb{Z}, n \in R$ if and only if $n+1 \notin R$. Then $\left\langle\left\{\mathrm{TPTL}^{S} \mid\right.\right.$ $S \subseteq R\}, \preccurlyeq\rangle$ constitutes a complete lattice in which
(i) the greatest element is $\mathrm{TPTL}^{R}$,
(ii) the least element is $\mathrm{TPTL}^{\emptyset}$,
and for every $Q \subseteq \mathscr{P}(R)$, where $\mathscr{P}(R)$ is the power set of $R$,
(iii) $\wedge_{S \in Q} \mathrm{TPTL}^{S}=\operatorname{TPTL}^{\cap_{s \in Q} S}$,
(iv) $\bigvee_{S \in Q} \operatorname{TPTL}^{S}=\operatorname{TPTL} \cup_{S \in Q} S$.

### 3.6 Summary of the relative expressive power

We conclude the relative expressive power of weakMTL, MTL and TPTL in Fig. 3.8. For LTL and TPTL, the semantics (strict or non-strict) has no effect on their expressive power, whereas MTL with strict semantics is strictly more expressive than MTL with non-strict semantics (weakMTL) over all data words. MTL is strictly less expressive than TPTL on data words. Actually, MTL is strictly less expressive than TPTL ${ }^{1}$, and TPTL ${ }^{1}$ is strictly less expressive than TPTL ${ }^{2}$. It is still open that whether TPTL ${ }^{r+1}$ is strictly more expressive than $\mathrm{TPTL}^{r}$ for $r \geq 2$. The until rank for both MTL and TPTL is strict.


Fig. 3.8 The relative expressive power of MTL and TPTL

## Chapter 4

## The satisfiability problems for MTL and TPTL

In this chapter, we consider the satisfiability problems (SAT) for MTL and TPTL. A formula is satisfiable if it is satisfied by a data word. The satisfiability problem asks, given a formula $\varphi$, whether $\varphi$ is satisfiable or not. More precisely, let $\mathscr{L}$ be a logic and let $\mathbf{C}$ be a class of data words, the satisfiability problem for $\mathscr{L}$ over $\mathbf{C}$ is:

Input: A formula $\varphi \in \mathscr{L}$.
Output: yes if there exists $w \in \mathbf{C}$ such that $w \models \varphi$, no otherwise.

We are interested in infinitary and finitary versions of the satisfiability problem, where $\mathbf{C}$ is the class of infinite data words and the class of finite data words, respectively.

The arithmetical hierarchy classifies problems based on the complexity of first-order arithmetic formulas that define them. The class $\Sigma_{1}^{0}$ in the arithmetical hierarchy consists of all problems that can be defined by a formula which begins with a sequence of existential quantifiers and followed by a formula with only bounded quantifiers in it. $\Sigma_{1}^{0}$ contains exactly all recursively enumerable sets. Analytical hierarchy is an extension of the arithmetical hierarchy, where second-order arithmetic formulas can be used to classify problems. The class $\Sigma_{1}^{1}$ in the analytical hierarchy consists of all problems that can be defined by a second-order arithmetic formula which begins with a sequence of second-order existential quantifiers and followed by a formula with no second-order quantifiers. $\Sigma_{1}^{1}$ contains highly undecidable problems, including nonarithmetical problems. For more details about the arithmetical hierarchy and the analytical hierarchy we refer the reader to [73].

In [7], Alur and Henzinger proved that infinitary SAT for TPTL is $\Sigma_{1}^{1}$-complete, even if one does not allow for propositions. The proof in the cited paper is by reduction of the recurrent
state problem for two-counter machines. However, one can easily adapt the proof for finitary SAT using a reduction of the halting problem for two-counter machines.

Theorem 9 ([7]). For TPTL, infinitary SAT is $\Sigma_{1}^{1}$-complete and finitary SAT is $\Sigma_{1}^{0}$-complete.
Proof. We use a reduction of the halting problem for two-counter machines to prove finitary SAT for TPTL is undecidable. This also implies the $\Sigma_{1}^{0}$-hardness of finitary SAT. To show that finitary SAT is in $\Sigma_{1}^{0}$, we only need to show that all satisfiable TPTL-formulas over finite data word are recursively enumerable. Let $\varphi$ ba a TPTL-formula. We use $\mathbf{P}_{\varphi}$ to denote the set of all propositions occurring in $\varphi$. Observe that for each $n \in \mathbb{N}$, there are only finitely many data words $w$ over $\mathbf{P}_{\varphi}$ such that $|w| \leq n$ and all data values in $w$ are bounded by $n$. Define

$$
S=\{(\varphi, n) \mid \varphi \text { is a TPTL-formula and } n \in \mathbb{N}\}
$$

It is easily seen that $S$ is recursively enumerable. Let $\pi$ be an enumeration of $S$. For each $(\varphi, n)$ in $\pi$, we check for every data word $w$ over $\mathbf{P}_{\varphi}$ whether $w \models \varphi$, where $|w| \leq n$ and all data values in $w$ are bounded by $n$. If there is a data word that satisfies $\varphi$, then we output $\varphi$. Otherwise, we check the next pair in $\pi$. In this way, we can enumerate all satisfiable TPTLformulas. This procedure is effective, since for every pair $(\varphi, n)$ there are only finitely many data words need to check and the path checking problem for TPTL over finite data words is decidable by Theorem 18 in Chapter 5.

Remark 3. One can change the TPTL-formulas in the proof of Theorem 9 in [7] such that they only use one register variable. This means that Theorem 9 also holds for TPTL ${ }^{1}$. However, by the result for MTL in Section 4.1, we can also conclude the same result for TPTL ${ }^{1}$.

Every formula in MTL can effectively be translated into a TPTL-formula. Hence the the upper bound of infinitary SAT (respectively, finitary SAT) for TPTL also apply to infinitary SAT (respectively, finitary SAT) for MTL and other fragments of MTL and TPTL (we will not prove this in addition in the following proofs). We show that, for most of the logics in this chapter, infinitary SAT is $\Sigma_{1}^{1}$-complete and finitary SAT is $\Sigma_{1}^{0}$-complete. We also prove that finitary SAT and infinitary SAT coincide for positive TPTL and positive MTL, and SAT for existential TPTL and existential MTL are NP-complete. As a consequence, the $\Sigma_{1}^{1}$-hardness of infinitary SAT excludes the possibility to axiomatize validity for MTL and TPTL in a standard proof calculus system.

Generally, we prove the undecidability of infinitary SAT (respectively, finitary SAT) for a logic $\mathscr{L}$ by a reduction from the recurrent state problem (respectively, halting problem) of two-counter machines in the following way: For every two-counter machine $\mathbf{M}$, we construct a formula $\varphi_{\text {infin }}\left(\right.$ respectively, $\left.\varphi_{\text {fin }}\right)$ of $\mathscr{L}$ such that $\varphi_{\text {infin }}\left(\right.$ respectively, $\left.\varphi_{\text {fin }}\right)$ is satisfied by an
infinite data word (respectively, a finite data word) if and only if $\mathbf{M}$ is a positive instance of the recurrent state problem (respectively, the halting problem).

Let $\mathbf{M}$ be a two-counter machine with instructions set $\left\{\mathbf{I}_{0}, \ldots, \mathbf{I}_{n}\right\}$. In this chapter, for technical reasons, we always assume that $\mathbf{I}_{0} \neq \mathbf{I}_{n}$ and $\mathbf{I}_{n}$ is the only halting instruction halt. We will write $\mathbf{I}_{n}$ simply halt for readability when no confusion can arise.

### 4.1 The satisfiability problem for MTL

In this section, we consider infinitary SAT and finitary SAT for MTL. We show that both of them are not decidable. Since every MTL-formula is equivalent to a $\mathrm{TPTL}^{1}$-formula, we can know that this result also holds for TPTL ${ }^{1}$.

Theorem 10. For MTL, infinitary SAT is $\Sigma_{1}^{1}$-complete and finitary SAT is $\Sigma_{1}^{0}$-complete.
Proof. Let $\mathbf{M}$ be a two-counter machine with instructions $\mathbf{I}_{0}, \ldots, \mathbf{I}_{n}$. Define a set of propositions $\mathbf{P}=\left\{\mathbf{I}_{0}, \ldots, \mathbf{I}_{n}, \mathbf{C}_{1}, \mathbf{C}_{2}\right\}$. First we show how to encode a computation of $\mathbf{M}$ into a data word over $\mathbf{P}$. Let $(J, c, d)$ be a configuration of $\mathbf{M}$, where $J \in\left\{\mathbf{I}_{0}, \ldots, \mathbf{I}_{n}\right\}$ and $c, d \in \mathbb{N}$. We encode it by the data word $(J, 0)\left(\mathbf{C}_{1}, c\right)\left(\mathbf{C}_{2}, d\right)$. In the encoding of the configuration we store the number 0 in the pair with an instruction proposition such that we can use it to test whether the data value stored in $\mathbf{C}_{1}$ or $\mathbf{C}_{2}$ is 0 or not. Let $\pi=\left(J_{0}, c_{0}, d_{0}\right)\left(J_{1}, c_{1}, d_{1}\right) \ldots$ be a computation of $\mathbf{M}$, where $\left(J_{0}, c_{0}, d_{0}\right)=\left(\mathbf{I}_{0}, 0,0\right), J_{i} \in\left\{\mathbf{I}_{0}, \ldots, \mathbf{I}_{n}\right\}$ and $c_{i}, d_{i} \in \mathbb{N}(i \geq 1)$. We can encode $\pi$ into the following data word:

$$
\left(J_{0}, 0\right)\left(\mathbf{C}_{1}, c_{0}\right)\left(\mathbf{C}_{2}, d_{0}\right)\left(J_{1}, 0\right)\left(\mathbf{C}_{1}, c_{1}\right)\left(\mathbf{C}_{2}, d_{1}\right) \ldots
$$

In the following we define several MTL-formulas which express that a data word encodes a computation of $\mathbf{M}$ properly, where $\mathrm{X}^{m}$ is an abbreviation for $m$ copies of the modality X .
(1) There is exactly one proposition from $\mathbf{P}$ that holds in each position:

$$
\varphi_{\text {prop }}:=\left(\bigvee_{p \in \mathbf{P}} p\right) \wedge \bigwedge_{p \in \mathbf{P}}\left(p \rightarrow \bigwedge_{q \in \mathbf{P} \backslash\{p\}} \neg q\right) .
$$

(2) The sequence of all propositions in the data word is of the form $J_{0}, \mathbf{C}_{1}, \mathbf{C}_{2}, J_{1}, \mathbf{C}_{1}, \mathbf{C}_{2}, \ldots$ :

$$
\varphi_{\text {seq }}:=\left(\left(\bigvee_{0 \leq i \leq n} \mathbf{I}_{i}\right) \rightarrow\left(\mathrm{X} \mathbf{C}_{1} \wedge \mathrm{X}^{2} \mathbf{C}_{2}\right)\right) \wedge\left(\mathbf{C}_{2} \rightarrow \mathrm{X} \bigvee_{0 \leq i \leq n} \mathbf{I}_{i}\right)
$$

(3) The initial configuration is $\left(\mathbf{I}_{0}, 0,0\right)$ :

$$
\varphi_{\text {init }}:=\mathbf{I}_{0} \wedge \mathrm{X}_{=0}\left(\mathbf{C}_{1} \wedge \mathrm{X}_{=0} \mathbf{C}_{2}\right) .
$$

(4) For the halting instruction $\mathbf{I}_{n}$ (i.e., halt), define

$$
\varphi_{\text {halt }}:=\text { halt } \wedge \varphi_{\text {prop }} \wedge X\left(\mathbf{C}_{1} \wedge \varphi_{\text {prop }}\right) \wedge X^{2}\left(\mathbf{C}_{2} \wedge \varphi_{\text {prop }}\right)
$$

(5) For an increment instruction $\mathbf{I}_{j}: \mathbf{C}_{1}:=\mathbf{C}_{1}+1$; go to some $\mathbf{I}_{k} \in S_{j}$, where $S_{j}$ is a nonempty subset of $\left\{\mathbf{I}_{0}, \ldots, \mathbf{I}_{n}\right\}$, define

$$
\varphi_{I_{j}}:=\mathbf{I}_{j} \rightarrow \bigvee_{\mathbf{I}_{k} \in S_{j}}\left[\left(\left(\mathbf{C}_{1} \vee \mathbf{C}_{2}\right) \mathrm{U}_{=0} \mathbf{I}_{k}\right) \wedge \mathrm{X}\left(\left(\mathbf{C}_{2} \vee \mathbf{I}_{k}\right) \mathrm{U}_{=1} \mathbf{C}_{1}\right) \wedge \mathrm{X}^{2}\left(\left(\mathbf{I}_{k} \vee \mathbf{C}_{1}\right) \mathrm{U}_{=0} \mathbf{C}_{2}\right)\right]
$$

If $\mathbf{I}_{j}$ operates on $\mathbf{C}_{2}$, then define

$$
\varphi_{I_{j}}:=\mathbf{I}_{j} \rightarrow \bigvee_{\mathbf{I}_{k} \in S_{j}}\left[\left(\left(\mathbf{C}_{1} \vee \mathbf{C}_{2}\right) \mathrm{U}_{=0} \mathbf{I}_{k}\right) \wedge \mathrm{X}\left(\left(\mathbf{C}_{2} \vee \mathbf{I}_{k}\right) \mathrm{U}_{=0} \mathbf{C}_{1}\right) \wedge \mathrm{X}^{2}\left(\left(\mathbf{I}_{k} \vee \mathbf{C}_{1}\right) \mathrm{U}_{=1} \mathbf{C}_{2}\right)\right] .
$$

(6) For a decrement instruction $\mathbf{I}_{j}$ : if $\mathbf{C}_{1}=0$ then go to some $\mathbf{I}_{k} \in S_{j}^{1}$ else $\mathbf{C}_{1}:=\mathbf{C}_{1}-1$; go to some $\mathbf{I}_{m} \in S_{j}^{2}$, where $S_{j}^{1}$ and $S_{j}^{2}$ are nonempty subsets of $\left\{\mathbf{I}_{0}, \ldots, \mathbf{I}_{n}\right\}$, define

$$
\varphi_{I_{j}}:=\left(\mathbf{I}_{j} \wedge \mathrm{X}_{=0} \mathbf{C}_{1} \rightarrow \psi_{\text {zero }}\right) \wedge\left(\mathbf{I}_{j} \wedge \mathrm{X}_{>0} \mathbf{C}_{1} \rightarrow \psi_{\text {notzero }}\right),
$$

where

$$
\begin{gathered}
\psi_{\text {zero }}:=\bigvee_{\mathbf{I}_{k} \in S_{j}^{1}}\left[\left(\left(\mathbf{C}_{1} \vee \mathbf{C}_{2}\right) \mathrm{U}_{=0} \mathbf{I}_{k}\right) \wedge \mathrm{X}\left(\left(\mathbf{C}_{2} \vee \mathbf{I}_{k}\right) \mathrm{U}_{=0} \mathbf{C}_{1}\right) \wedge \mathrm{X}^{2}\left(\left(\mathbf{I}_{k} \vee \mathbf{C}_{1}\right) \mathrm{U}_{=0} \mathbf{C}_{2}\right)\right], \\
\psi_{\text {notzero }}:=\bigvee_{\mathbf{I}_{m} \in S_{j}^{2}}\left[\left(\left(\mathbf{C}_{1} \vee \mathbf{C}_{2}\right) \mathrm{U}_{=0} \mathbf{I}_{m}\right) \wedge \mathrm{X}\left(\left(\mathbf{C}_{2} \vee \mathbf{I}_{m}\right) \mathrm{U}_{=-1} \mathbf{C}_{1}\right) \wedge \mathrm{X}^{2}\left(\left(\mathbf{I}_{m} \vee \mathbf{C}_{1}\right) \mathrm{U}_{=0} \mathbf{C}_{2}\right)\right] .
\end{gathered}
$$

If $\mathbf{I}_{j}$ operates on $\mathbf{C}_{2}$, then define

$$
\varphi_{I_{j}}:=\left(\mathbf{I}_{j} \wedge\left(\mathbf{C}_{1} \mathrm{U}_{=0} \mathbf{C}_{2}\right) \rightarrow \psi_{\text {zero }}\right) \wedge\left(\mathbf{I}_{j} \wedge\left(\mathbf{C}_{1} \mathrm{U}_{>0} \mathbf{C}_{2}\right) \rightarrow \psi_{\text {notzero }}^{\prime}\right),
$$

where

$$
\psi_{\text {notzero }}^{\prime}:=\bigvee_{\mathbf{I}_{m} \in S_{j}^{2}}\left[\left(\left(\mathbf{C}_{1} \vee \mathbf{C}_{2}\right) \mathrm{U}_{=0} \mathbf{I}_{m}\right) \wedge \mathrm{X}\left(\left(\mathbf{C}_{2} \vee \mathbf{I}_{m}\right) \mathrm{U}_{=0} \mathbf{C}_{1}\right) \wedge \mathrm{X}^{2}\left(\left(\mathbf{I}_{m} \vee \mathbf{C}_{1}\right) \mathrm{U}_{=-1} \mathbf{C}_{2}\right)\right]
$$

We define two formulas $\varphi_{\text {infin }}$ and $\varphi_{\text {fin }}$ in the following such that $\varphi_{\text {infin }}$ (respectively, $\varphi_{\text {fin }}$ ) is satisfiable if and only if $\mathbf{M}$ has a recurring computation (respectively, a halting computation).

$$
\begin{aligned}
\varphi_{\text {infin }}:= & \varphi_{\text {init }} \wedge \varphi_{\text {prop }} \wedge \varphi_{I_{0}} \wedge \mathrm{GF} \mathbf{I}_{0} \wedge \\
& G\left(\varphi_{\text {prop }} \wedge \varphi_{\text {seq }} \wedge \neg \text { halt } \wedge \bigwedge_{0 \leq j<n} \varphi_{I_{j}}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
\varphi_{\text {fin }}:= & \varphi_{\text {init }} \wedge \varphi_{\text {prop }} \wedge \varphi_{I_{0}} \wedge \text { Fhalt } \wedge \\
& \left(\varphi_{\text {prop }} \wedge \varphi_{\text {seq }} \wedge \neg \text { halt } \wedge \bigwedge_{0 \leq j<n} \varphi_{I_{j}}\right) \cup \varphi_{\text {halt }}
\end{aligned}
$$

It is easily seen that if $\mathbf{M}$ is a positive instance of the recurrent state problem (respectively, the halting problem), then there is an infinite data word $w$ (respectively, a finite data word $w^{\prime}$ ) which is the encoding of a recurring computation of $\mathbf{M}$ (respectively, a halting computation of M) such that $w \models \varphi_{\text {infin }}$ (respectively, $w^{\prime} \models \varphi_{\text {fin }}$ ). Conversely, if $\varphi_{\text {infin }}$ is satisfiable over infinite data words, then there is an infinite data word that encodes an infinite computation of $\mathbf{M}$, which visits the instruction $\mathbf{I}_{0}$ infinitely often by the formula $G F \mathbf{I}_{0}$. Similarly, if $\varphi_{\text {fin }}$ is satisfiable over finite data words, then there is a finite data word that encodes a finite computation of $\mathbf{M}$ which reaches the instruction halt.

### 4.2 SAT for the positive fragments of MTL and TPTL

In this section, we consider the satisfiability problem for the positive fragments of MTL and TPTL, in which the negation operator $\neg$ is only applied to propositions or atomic constraints. We show that a positive formula is satisfiable if and only if it is satisfied by a finite data word. This means that finitary SAT and infinitary SAT coincide for positive formulas. First we give the definitions for positive MTL and positive TPTL in the following.

Definition 5. The set of positive MTL-formulas (posMTL) is built by the following grammar:

$$
\varphi::=\top|\perp| p|\neg p| \varphi \wedge \varphi|\varphi \vee \varphi| \varphi \cup_{I} \varphi
$$

The set of positive TPTL-formulas (posTPTL) is built by the following grammar:

$$
\varphi::=\top|\perp| p|\neg p| x \sim c|\neg x \sim c| \varphi \wedge \varphi|\varphi \vee \varphi| \varphi \cup \varphi \mid x . \varphi
$$

In the following, we show that a posTPTL-formula is satisfiable if and only if it is satisfied by a finite data word. First we prove two lemmas.

Lemma 8. Let $u$ be a finite data word, let $i$ be a position in $u$ and let $v$ be a register valuation. Then for every posTPTL-formula $\varphi$ and every data word $w$, if $(u, i, v) \models \varphi$, then $(u w, i, v) \models \varphi$.

Proof. We prove the lemma by induction on $\varphi$. The proof for the cases that $\varphi$ is $\top, \perp, p, \neg p, x \sim$ $c$ or $\neg x \sim c$ is easy.

- If $\varphi$ is $\varphi_{1} \wedge \varphi_{2}$, then $(u, i, v) \models \varphi_{1} \wedge \varphi_{2}$ if and only if $(u, i, v) \models \varphi_{1}$ and $(u, i, v) \models \varphi_{2}$. By induction hypothesis, we have $(u w, i, v) \models \varphi_{1}$ and $(u w, i, v) \models \varphi_{2}$. This implies $(u w, i, v) \models \varphi_{1} \wedge \varphi_{2}$.
- If $\varphi$ is $\varphi_{1} \vee \varphi_{2}$, then $(u, i, v) \models \varphi_{1} \vee \varphi_{2}$ if and only if $(u, i, v) \models \varphi_{1}$ or $(u, i, v) \models \varphi_{2}$. By induction hypothesis, we have $(u w, i, v) \models \varphi_{1}$ or $(u w, i, v) \models \varphi_{2}$. This implies $(u w, i, v) \models \varphi_{1} \vee \varphi_{2}$.
- If $\varphi$ is $x . \varphi_{1}$, then $(u, i, v) \models x . \varphi_{1}$ if and only if $\left(u, i, v\left[x \mapsto d_{i}\right]\right) \models \varphi_{1}$. By induction hypothesis, we have $\left(u w, i, v\left[x \mapsto d_{i}\right]\right) \models \varphi_{1}$. This implies $(u w, i, v) \models x . \varphi_{1}$.
- If $\varphi$ is $\varphi_{1} \cup \varphi_{2}$, then $(u, i, v) \models \varphi_{1} \cup \varphi_{2}$ if and only if there is a position $i<j<|u|$ such that $(u, j, v) \models \varphi_{2}$ and for all $i<t<j,(u, t, v) \models \varphi_{1}$. By induction hypothesis, we have $(u w, j, v) \models \varphi_{2}$ and for all $i<t<j,(u w, t, v) \models \varphi_{1}$. This implies $(u w, i, v) \models \varphi_{1} \cup \varphi_{2}$.

Lemma 9. Let $w$ be a data word, let $i$ be a position in $w$ and let $v$ be a register valuation. Then for every posTPTL-formula $\varphi$, if $(w, i, v) \models \varphi$, then there exists a position $j \geq i$ in $w$ such that $(w[0: j], i, v) \models \varphi$.

Proof. We prove the lemma by induction on $\varphi$.

- If $\varphi$ is $\top, \perp, p, \neg p, x \sim c$ or $\neg x \sim c$, then $(w, i, v) \models \varphi$ if and only if $(w[0: i], i, v) \models \varphi$.
- If $\varphi$ is $\varphi_{1} \wedge \varphi_{2}$, then $(w, i, v) \models \varphi_{1} \wedge \varphi_{2}$ if and only if $(w, i, v) \models \varphi_{1}$ and $(w, i, v) \models \varphi_{2}$. By induction hypothesis, there exist two positions $j_{1} \geq i$ and $j_{2} \geq i$ in $w$ such that $\left(w\left[0: j_{1}\right], i, v\right) \models \varphi_{1}$ and $\left(w\left[0: j_{2}\right], i, v\right) \models \varphi_{2}$. Let $j=\max \left\{j_{1}, j_{2}\right\}$. By Lemma 8, we have $(w[0: j], i, v) \models \varphi_{1}$ and $(w[0: j], i, v) \models \varphi_{2}$. This implies $(w[0: j], i, v) \models \varphi_{1} \wedge \varphi_{2}$.
- If $\varphi$ is $\varphi_{1} \vee \varphi_{2}$, then $(w, i, v) \models \varphi_{1} \vee \varphi_{2}$ if and only if $(w, i, v) \models \varphi_{1}$ or $(w, i, v) \models \varphi_{2}$. By induction hypothesis, there exist two positions $j_{1} \geq i$ and $j_{2} \geq i$ in $w$ such that $\left(w\left[0: j_{1}\right], i, v\right) \models \varphi_{1}$ or $\left(w\left[0: j_{2}\right], i, v\right) \models \varphi_{2}$. Let $j=\max \left\{j_{1}, j_{2}\right\}$. By Lemma 8, we have $(w[0: j], i, v) \models \varphi_{1}$ or $(w[0: j], i, v) \models \varphi_{2}$. This implies $(w[0: j], i, v) \models \varphi_{1} \vee \varphi_{2}$.
- If $\varphi$ is $x . \varphi_{1}$, then $(w, i, v) \models x . \varphi_{1}$ if and only if $\left(w, i, v\left[x \mapsto d_{i}\right]\right) \models \varphi_{1}$. By induction hypothesis, there exists a position $j \geq i$ in $w$ such that $\left(w[0: j], i, v\left[x \mapsto d_{i}\right]\right) \models \varphi_{1}$. This implies $(w[0: j], i, v) \models x . \varphi_{1}$.
- If $\varphi$ is $\varphi_{1} \cup \varphi_{2}$, then $(w, i, v) \models \varphi_{1} \cup \varphi_{2}$ if and only if there is a position $i<i^{\prime}<|w|$ such that $\left(w, i^{\prime}, v\right) \models \varphi_{2}$ and for all $i<t<i^{\prime},(w, t, v) \models \varphi_{1}$. Suppose $i^{\prime}=i+n$, where $n \geq 1$. By inductive hypothesis, there exist positions $j_{s} \geq(i+s)$ in $w$, where $1 \leq s \leq n$, such that $\left(w\left[0: j_{n}\right], i+n, v\right) \models \varphi_{2}$ and for all $1 \leq s<n,\left(w\left[0: j_{s}\right], i+s, v\right) \models \varphi_{1}$. Let $j=\max \left\{j_{1}, \ldots, j_{n}\right\}$. By Lemma 8, we have $(w[0: j], i+n, v) \models \varphi_{2}$ and for all $1 \leq s<n$, $(w[0: j], i+s, v) \models \varphi_{1}$. This implies $(w[0: j], i, v) \models \varphi_{1} \cup \varphi_{2}$.

Theorem 11. (Finite Model Property for positive TPTL)
For every posTPTL-formula $\varphi$, if $\varphi$ is satisfiable, then it is satisfied by a finite data word.
Proof. Let $\varphi$ be a posTPTL-formula. Suppose that there exists a data word $w$ such that $w \models \varphi$. By Lemma 9, we can know that there exists a position $j$ in $w$ such that $w[0: j] \models \varphi$. Obviously, $w[0: j]$ is a finite data word.

Since every posMTL-formula is equivalent to a posTPTL-formula, we can get the following corollary.

Corollary 5. For every posMTL-formula $\varphi$, if $\varphi$ is satisfiable, then it is satisfied by a finite data word.

Theorem 12. For posMTL and posTPTL, finitary SAT and infinitary SAT coincide, and both of them are $\Sigma_{1}^{0}$-complete.

Proof. It is easily seen that finitary SAT and infinitary SAT coincide for posMTL and posTPTL by Lemma 8 and Theorem 11.

We show that finitary SAT is $\Sigma_{1}^{0}$-complete for posMTL by a reduction from the halting problem for two-counter machines. Note that the formula $\varphi_{\text {fin }}$ constructed in the proof of Theorem 10 is in positive form except the formulas $\varphi_{I_{j}}$ for decrement instructions $\mathbf{I}_{j}$ in it. We can construct an equivalent posMTL-formula $\varphi_{\text {fin }}^{\prime}$ by replacing $\varphi_{I_{j}}$ with equivalent formulas. Let $\mathbf{I}_{j}$ be a decrement instruction. If $\mathbf{I}_{j}$ operates on $\mathbf{C}_{1}$, then we can replace $\varphi_{I_{j}}$ constructed in (6) in the proof of Theorem 10 with the following posMTL-formula

$$
\varphi_{I_{j}}^{\prime}:=\left(\neg \mathbf{I}_{j} \vee X_{>0} \mathbf{C}_{1} \vee \psi_{\text {zero }}\right) \wedge\left(\neg \mathbf{I}_{j} \vee X_{=0} \mathbf{C}_{1} \vee \psi_{\text {notzero }}\right) .
$$

If $\mathbf{I}_{j}$ operates on $\mathbf{C}_{2}$, then we can replace $\varphi_{I_{j}}$ with

$$
\varphi_{I_{j}}^{\prime}:=\left(\neg \mathbf{I}_{j} \vee\left(\mathbf{C}_{1} \mathrm{U}_{>0} \mathbf{C}_{2}\right) \vee \psi_{\text {zero }}\right) \wedge\left(\neg \mathbf{I}_{j} \vee\left(\mathbf{C}_{1} \mathrm{U}_{=0} \mathbf{C}_{2}\right) \vee \psi_{\text {notzero }}^{\prime}\right) .
$$

Clearly, $\varphi_{\text {fin }}^{\prime}$ is equivalent to a posTPTL-formula, so finitary SAT for posTPTL is also $\Sigma_{1}^{0}$-complete.

### 4.3 SAT for the unary fragments of MTL and TPTL

In this section, we consider the satisfiability problem for the unary fragments of MTL and TPTL, in which only the modalities $F$ and $X$ are allowed to use. First we give the definitions for unaMTL and unaTPTL in the following.

Definition 6. The set of unary MTL-formulas (unaMTL) is built by the following grammar:

$$
\varphi::=\top|p| \neg \varphi|\varphi \wedge \varphi| \mathrm{X}_{I} \varphi \mid \mathrm{F}_{I} \varphi
$$

The set of unary TPTL-formulas (unaTPTL) is built by the following grammar:

$$
\varphi::=\top|p| x \sim c|\neg \varphi| \varphi \wedge \varphi|\mathrm{X} \varphi| \mathrm{F} \varphi \mid x . \varphi
$$

In [28], non-primitive recursive complexity for finitary SAT for unary freezeLTL ${ }^{1}$ is proved. This result was strengthened to SAT for unary freezeLTL ${ }^{1}$ without the X modality [40]. Unfortunately, if we extend freezeLTL ${ }^{1}$ to TPTL $^{1}$, we can obtain undecidability for the satisfiability problem, and this still holds even for TPTL ${ }^{1}$ without the X modality. We also prove undecidability of SAT for unaMTL, however, it is an open problem whether undecidability also holds for the unaMTL fragment in which the X modality is not allowed.

Theorem 13. For unaMTL, infinitary SAT is $\Sigma_{1}^{1}$-complete and finitary SAT is $\Sigma_{1}^{0}$-complete. For unaTPTL ${ }^{1}$, this is even the case if we do not allow for the X modality.

Proof. Let $\mathbf{M}$ be a two-counter machine with instructions $\mathbf{I}_{0}, \ldots, \mathbf{I}_{n}$. Define a set of propositions $\mathbf{P}=\left\{\mathbf{I}_{0}, \ldots, \mathbf{I}_{n}, \mathbf{C}_{1}, \mathbf{C}_{2}\right\}$. First we show how to encode the computation of $\mathbf{M}$ into a data word over $\mathbf{P}$. Let $\pi=\left(J_{0}, c_{0}, d_{0}\right)\left(J_{1}, c_{1}, d_{1}\right) \ldots$ be a computation of $\mathbf{M}$, where $\left(J_{0}, c_{0}, d_{0}\right)=$ $\left(\mathbf{I}_{0}, 0,0\right), J_{i} \in\left\{\mathbf{I}_{0}, \ldots, \mathbf{I}_{n}\right\}$ and $c_{i}, d_{i} \in \mathbb{N}(i \geq 1)$. We can encode $\pi$ as follows:

$$
\left(J_{0}, 0\right)\left(\mathbf{C}_{1}, c_{0}\right)\left(\mathbf{C}_{2}, d_{0}\right)\left(J_{1}, 1\right)\left(\mathbf{C}_{1}, c_{1}+1\right)\left(\mathbf{C}_{2}, d_{1}+1\right) \ldots,
$$

i.e., for each $i \geq 0$, the $i^{\text {th }}$ configuration of $\pi$ is encoded by the data word

$$
\left(J_{i}, i\right)\left(\mathbf{C}_{1}, c_{i}+i\right)\left(\mathbf{C}_{2}, d_{i}+i\right)
$$

The data values in the positions where instruction propositions $J_{i}$ hold are strictly monotonic and increase progressively by exactly 1 . We can use these numbers for the zero test operation. By this encoding we can know that for any two consecutive configurations in the computation, the subdata word

$$
(J, i)\left(\mathbf{C}_{1}, n_{1,1}\right)\left(\mathbf{C}_{2}, n_{2,1}\right)\left(J^{\prime}, i+1\right)\left(\mathbf{C}_{1}, n_{1,2}\right)\left(\mathbf{C}_{2}, n_{2,2}\right),
$$

which is the encoding of them in the data word that encodes the whole computation, satisfies the following conditions, where $j$ is 1 or 2 :

- If $J$ sets $\mathbf{C}_{j}:=\mathbf{C}_{j}+1$, then $n_{j, 2}=n_{j, 1}+2$.
- If $J$ sets $\mathbf{C}_{j}:=\mathbf{C}_{j}-1$, then $n_{j, 2}=n_{j, 1}$.
- If $\mathbf{C}_{j}$ does not change, then $n_{j, 2}=n_{j, 1}+1$.

Hence, the data values in the positions where $\mathbf{C}_{1}$ (respectively, $\mathbf{C}_{2}$ ) holds are also monotonic. We can exploit this monotonicity property to get rid of the $U$ modality, and also the X modality for unaTPTL ${ }^{1}$.

In the following we define several unaMTL-formulas (respectively, unaTPTL ${ }^{1}$-formulas without the X modality) which express that a data word encodes a computation of $\mathbf{M}$ properly. It is easily seen that every unaMTL-formula without the $X$ modality can effectively be translated into an equivalent unaTPTL ${ }^{1}$-formula without the X modality. So we do not define the unaTPTL ${ }^{1}$-formulas explicitly where we have these unaMTL-formulas below. But for the unaMTL-formulas that use the $X$ modality, we will give the equivalent unaTPTL ${ }^{1}$-formulas without the $X$ modality.
(1) There is exactly one proposition from $\mathbf{P}$ that holds in every position:

$$
\varphi_{\text {prop }}:=\left(\bigvee_{p \in \mathbf{P}} p\right) \wedge \bigwedge_{p \in \mathbf{P}}\left(p \rightarrow \bigwedge_{q \in \mathbf{P} \backslash\{p\}} \neg q\right) .
$$

(2) The data values in the positions where $\mathbf{I}_{i}(0 \leq i \leq n)$ holds are strictly monotonic and increase progressively by exactly 1 . Define $\varphi_{\text {dat }}$ to be a conjunction of the following two formulas.

- The data values are strictly monotonic:

$$
\left(\bigvee_{0 \leq i \leq n} \mathbf{I}_{i}\right) \rightarrow \neg \mathrm{F}_{\leq 0} \bigvee_{0 \leq i \leq n} \mathbf{I}_{i} .
$$

- The data values increase by 1 :

$$
\left(\underset{0 \leq i<n}{\bigvee} \mathbf{I}_{i}\right) \rightarrow \mathrm{F}_{=1} \bigvee_{0 \leq i \leq n} \mathbf{I}_{i}
$$

(3) The sequence of all propositions in the data word is of the form $J_{0}, \mathbf{C}_{1}, \mathbf{C}_{2}, J_{1}, \mathbf{C}_{1}, \mathbf{C}_{2}, \ldots$.

- For unaMTL, define

$$
\varphi_{\text {seq }}:=\left(\left(\bigvee_{0 \leq i \leq n} \mathbf{I}_{i}\right) \rightarrow\left(\mathrm{X} \mathbf{C}_{1} \wedge \mathrm{X}^{2} \mathbf{C}_{2}\right)\right) \wedge\left(\mathbf{C}_{2} \rightarrow \mathrm{X} \underset{0 \leq i \leq n}{\bigvee} \mathbf{I}_{i}\right)
$$

- For unaTPTL ${ }^{1}$ without the $X$ modality, define $\varphi_{\text {seq }}^{\prime}$ to be a conjunction of the following two formulas.
- There are two propositions $\mathbf{C}_{1}$ and $\mathbf{C}_{2}$ between two consecutive instruction propositions:

$$
\left(\underset{0 \leq i \leq n}{ } \mathbf{I}_{i}\right) \rightarrow x . \mathrm{F}\left[\mathbf{C}_{1} \wedge \mathrm{~F}\left(\mathbf{C}_{2} \wedge \mathrm{~F}\left(x=1 \wedge \bigvee_{0 \leq i \leq n} \mathbf{I}_{i}\right)\right)\right]
$$

- There is only one proposition $\mathbf{C}_{1}$ (respectively, $\mathbf{C}_{2}$ ) between two consecutive instruction propositions:

$$
\begin{aligned}
& \left(\bigvee_{0 \leq i \leq n} \mathbf{I}_{i}\right) \rightarrow \neg x . \mathrm{F}\left[\mathbf{C}_{1} \wedge \mathrm{~F}\left(\mathbf{C}_{1} \wedge \mathrm{~F}\left(x=1 \wedge \bigvee_{0 \leq i \leq n} \mathbf{I}_{i}\right)\right)\right] \\
\wedge & \left(\bigvee_{0 \leq i \leq n} \mathbf{I}_{i}\right) \rightarrow \neg x . \mathrm{F}\left[\mathbf{C}_{2} \wedge \mathrm{~F}\left(\mathbf{C}_{2} \wedge \mathrm{~F}\left(x=1 \wedge \bigvee_{0 \leq i \leq n} \mathbf{I}_{i}\right)\right)\right]
\end{aligned}
$$

(4) The data values in the positions where $\mathbf{C}_{1}$ (respectively, $\mathbf{C}_{2}$ ) holds are monotonic, and are no less than the previous data values in the positions where instruction propositions hold:

$$
\begin{aligned}
\varphi_{\text {cntdat }}:= & \left(\mathbf{C}_{1} \rightarrow \neg \mathrm{~F}_{<0} \mathbf{C}_{1}\right) \wedge\left(\mathbf{C}_{2} \rightarrow \neg \mathrm{~F}_{<0} \mathbf{C}_{2}\right) \\
& \wedge\left(\bigvee_{0 \leq i \leq n} \mathbf{I}_{i}\right) \rightarrow \neg\left(\mathrm{F}_{<0} \mathbf{C}_{1} \vee \mathrm{~F}_{<0} \mathbf{C}_{2}\right) .
\end{aligned}
$$

(5) The initial configuration is $\left(\mathbf{I}_{0}, 0,0\right)$.

- For unaMTL, define

$$
\varphi_{\text {init }}:=\mathbf{I}_{0} \wedge \mathrm{X}_{=0}\left(\mathbf{C}_{1} \wedge \mathrm{X}_{=0} \mathbf{C}_{2}\right) .
$$

- For unaTPTL ${ }^{1}$ without the $X$ modality, define

$$
\varphi_{\text {init }}^{\prime}:=\mathbf{I}_{0} \wedge x . \mathrm{F}\left[\mathbf{C}_{1} \wedge x=0 \wedge \mathrm{~F}\left(\mathbf{C}_{2} \wedge x=0 \wedge \mathrm{~F}\left(x=1 \wedge \bigvee_{0 \leq i \leq n} \mathbf{I}_{i}\right)\right)\right]
$$

(6) For the halting instruction $\mathbf{I}_{n}$ (i.e., halt), define

$$
\begin{aligned}
\varphi_{\text {halt }}:= & \text { halt } \wedge \varphi_{\text {prop }} \wedge G\left(\varphi_{\text {prop }} \wedge \neg \bigvee_{0 \leq i \leq n} \mathbf{I}_{i}\right) \wedge \\
& F\left(\mathbf{C}_{1} \wedge F \mathbf{C}_{2}\right) \wedge G\left(\left(\mathbf{C}_{1} \rightarrow \neg F \mathbf{C}_{1}\right) \wedge\left(\mathbf{C}_{2} \rightarrow \neg \mathrm{~F} T\right)\right) .
\end{aligned}
$$

This formula guarantees that the data word ends with $\left(\right.$ halt,$\left.n_{1}\right)\left(\mathbf{C}_{1}, n_{2}\right)\left(\mathbf{C}_{2}, n_{3}\right)$, where $n_{1}, n_{2}, n_{3} \in \mathbb{N}$.
(7) $\mathbf{I}_{j}$ is an increment instruction: $\mathbf{C}_{1}:=\mathbf{C}_{1}+1$; go to some $\mathbf{I}_{k} \in S_{j}$.

- For unaMTL, define

$$
\varphi_{I_{j}}:=\mathbf{I}_{j} \rightarrow\left[\left(\mathrm{~F}_{=1} \bigvee_{\mathbf{I}_{k} \in S_{j}} \mathbf{I}_{k}\right) \wedge \mathrm{X}\left(\neg \mathrm{~F}_{<2} \mathbf{C}_{1} \wedge \mathrm{~F}_{=2} \mathbf{C}_{1}\right) \wedge \mathrm{X}^{2}\left(\neg \mathrm{~F}_{<1} \mathbf{C}_{2} \wedge \mathrm{~F}_{=1} \mathbf{C}_{2}\right)\right]
$$

Note that incrementing the counter $\mathbf{C}_{1}$ by 1 corresponds to incrementing the data value by exactly 2 in the encoding. The value of counter $\mathbf{C}_{2}$ does not change, and this corresponds to incrementing the data value by exactly 1 .

If $\mathbf{I}_{j}$ operates on $\mathbf{C}_{2}$, then define

$$
\varphi_{I_{j}}:=\mathbf{I}_{j} \rightarrow\left[\left(\mathrm{~F}_{=1} \bigvee_{\mathbf{I}_{k} \in S_{j}} \mathbf{I}_{k}\right) \wedge \mathrm{X}\left(\neg \mathrm{~F}_{<1} \mathbf{C}_{1} \wedge \mathrm{~F}_{=1} \mathbf{C}_{1}\right) \wedge \mathrm{X}^{2}\left(\neg \mathrm{~F}_{<2} \mathbf{C}_{2} \wedge \mathrm{~F}_{=2} \mathbf{C}_{2}\right)\right]
$$

- For unaTPTL ${ }^{1}$ without the $X$ modality, define

$$
\varphi_{I_{j}}^{\prime}:=\mathbf{I}_{j} \rightarrow \bigvee_{\mathbf{I}_{k} \in S_{j}}\left(\varphi_{\mathbf{C}_{1}} \wedge \varphi_{\mathbf{C}_{2}}\right)
$$

where

$$
\begin{aligned}
& \varphi_{\mathbf{C}_{1}}:=x . \mathrm{F}\left[\mathbf{C}_{1} \wedge \mathrm{~F}\left(x=1 \wedge \mathbf{I}_{k}\right) \wedge x . \mathrm{G}\left(\mathbf{C}_{1} \rightarrow x \geq 2\right) \wedge x . \mathrm{F}\left(\mathbf{C}_{1} \wedge x=2\right)\right], \\
& \varphi_{\mathbf{C}_{2}}:=x . \mathrm{F}\left[\mathbf{C}_{2} \wedge \mathrm{~F}\left(x=1 \wedge \mathbf{I}_{k}\right) \wedge x \cdot \mathrm{G}\left(\mathbf{C}_{2} \rightarrow x \geq 1\right) \wedge x . \mathrm{F}\left(\mathbf{C}_{2} \wedge x=1\right)\right] .
\end{aligned}
$$

Note that the formula $\mathrm{F}\left(x=1 \wedge \mathbf{I}_{k}\right)$ in $\varphi_{\mathbf{C}_{j}}(j \in\{1,2\})$ guarantees that the $\mathbf{C}_{j}$ in consideration is exactly the one between $\mathbf{I}_{j}$ and $\mathbf{I}_{k}$. Hence we can get rid of the X modality.

If $\mathbf{I}_{j}$ operates on $\mathbf{C}_{2}$, then define

$$
\varphi_{I_{j}}^{\prime}:=\mathbf{I}_{j} \rightarrow \bigvee_{\mathbf{I}_{k} \in S_{j}}\left(\varphi_{\mathbf{C}_{1}}^{\prime} \wedge \varphi_{\mathbf{C}_{2}}^{\prime}\right),
$$

where

$$
\begin{aligned}
& \varphi_{\mathbf{C}_{1}}^{\prime}:=x \cdot \mathrm{~F}\left[\mathbf{C}_{1} \wedge \mathrm{~F}\left(x=1 \wedge \mathbf{I}_{k}\right) \wedge x \cdot \mathrm{G}\left(\mathbf{C}_{1} \rightarrow x \geq 1\right) \wedge x \cdot \mathrm{~F}\left(\mathbf{C}_{1} \wedge x=1\right)\right], \\
& \varphi_{\mathbf{C}_{2}}^{\prime}:=x \cdot \mathrm{~F}\left[\mathbf{C}_{2} \wedge \mathrm{~F}\left(x=1 \wedge \mathbf{I}_{k}\right) \wedge x \cdot \mathrm{G}\left(\mathbf{C}_{2} \rightarrow x \geq 2\right) \wedge x \cdot \mathrm{~F}\left(\mathbf{C}_{2} \wedge x=2\right)\right] .
\end{aligned}
$$

(8) $\mathbf{I}_{j}$ is a decrement instruction: if $\mathbf{C}_{1}=0$ then go to some $\mathbf{I}_{k} \in S_{j}^{1}$ else $\mathbf{C}_{1}:=\mathbf{C}_{1}-1$; go to some $\mathbf{I}_{m} \in S_{j}^{2}$.

- For unaMTL, define

$$
\varphi_{I_{j}}:=\left(\mathbf{I}_{j} \wedge \mathrm{~F}_{=0} \mathbf{C}_{1} \rightarrow \psi_{\text {zero }}\right) \wedge\left(\mathbf{I}_{j} \wedge \neg \mathrm{~F}_{=0} \mathbf{C}_{1} \rightarrow \psi_{\text {notzero }}\right)
$$

where

$$
\psi_{\text {zero }}:=X\left(\mathbf{C}_{1} \wedge \neg \mathrm{~F}_{<1} \mathbf{C}_{1} \wedge \mathrm{~F}_{=1} \mathbf{C}_{1}\right) \wedge \mathrm{X}^{2}\left(\mathbf{C}_{2} \wedge \neg \mathrm{~F}_{<1} \mathbf{C}_{2} \wedge \mathrm{~F}_{=1} \mathbf{C}_{2}\right) \wedge \mathrm{F}_{=1} \bigvee_{\mathbf{I}_{k} \in S_{j}^{1}} \mathbf{I}_{k},
$$

and

$$
\psi_{\text {notzero }}:=\mathrm{X}\left(\mathbf{C}_{1} \wedge \mathrm{~F}_{=0} \mathbf{C}_{1}\right) \wedge \mathrm{X}^{2}\left(\mathbf{C}_{2} \wedge \neg \mathrm{~F}_{<1} \mathbf{C}_{2} \wedge \mathrm{~F}_{=1} \mathbf{C}_{2}\right) \wedge \mathrm{F}_{=1} \bigvee_{\mathbf{I}_{m} \in S_{j}^{2}} \mathbf{I}_{m} .
$$

Note that decrementing the value of $\mathbf{C}_{1}$ corresponds to not changing the data value in the encoding.

If $\mathbf{I}_{j}$ operates on $\mathbf{C}_{2}$, then define

$$
\varphi_{I_{j}}:=\left(\mathbf{I}_{j} \wedge \mathrm{~F}_{=0} \mathbf{C}_{2} \rightarrow \psi_{\text {zero }}\right) \wedge\left(\mathbf{I}_{j} \wedge \neg \mathrm{~F}_{=0} \mathbf{C}_{2} \rightarrow \psi_{\text {notzero }}^{\prime}\right),
$$

where

$$
\psi_{\text {notzero }}^{\prime}:=X\left(\mathbf{C}_{1} \wedge \neg \mathrm{~F}_{<1} \mathbf{C}_{1} \wedge \mathrm{~F}_{=1} \mathbf{C}_{1}\right) \wedge \mathrm{X}^{2}\left(\mathbf{C}_{2} \wedge \mathrm{~F}_{=0} \mathbf{C}_{2}\right) \wedge \mathrm{F}_{=1} \bigvee_{\mathbf{I}_{m} \in S_{j}^{2}} \mathbf{I}_{m} .
$$

- For unaTPTL ${ }^{1}$ without the X modality, define

$$
\varphi_{I_{j}}^{\prime}:=\left(\mathbf{I}_{j} \wedge x . \mathrm{F}\left(x=0 \wedge \mathbf{C}_{1}\right) \rightarrow \phi_{\text {zero }}\right) \wedge\left(\mathbf{I}_{j} \wedge \neg x . \mathrm{F}\left(x=0 \wedge \mathbf{C}_{1}\right) \rightarrow \phi_{\text {notzero }}\right),
$$

where

$$
\begin{aligned}
\phi_{\text {zero }}:= & \bigvee_{\mathbf{I}_{k} \in S_{j}^{1}}\left\langle x . \mathrm{F}\left[\mathbf{C}_{1} \wedge \mathrm{~F}\left(x=1 \wedge \mathbf{I}_{k}\right) \wedge x . \mathrm{G}\left(\mathbf{C}_{1} \rightarrow x \geq 1\right) \wedge x . \mathrm{F}\left(\mathbf{C}_{1} \wedge x=1\right)\right]\right. \\
& \left.\wedge x \cdot \mathrm{~F}\left[\mathbf{C}_{2} \wedge \mathrm{~F}\left(x=1 \wedge \mathbf{I}_{k}\right) \wedge x . \mathrm{G}\left(\mathbf{C}_{2} \rightarrow x \geq 1\right) \wedge x . \mathrm{F}\left(\mathbf{C}_{2} \wedge x=1\right)\right]\right\rangle, \\
\phi_{\text {notzero }}:= & \bigvee_{\mathbf{I}_{m} \in S_{j}^{2}}\left\langle x . \mathrm{F}\left[\mathbf{C}_{1} \wedge \mathrm{~F}\left(x=1 \wedge \mathbf{I}_{m}\right) \wedge x . \mathrm{F}\left(\mathbf{C}_{1} \wedge x=0\right)\right]\right. \\
& \left.\wedge x . \mathrm{F}\left[\mathbf{C}_{2} \wedge \mathrm{~F}\left(x=1 \wedge \mathbf{I}_{m}\right) \wedge x . \mathrm{G}\left(\mathbf{C}_{2} \rightarrow x \geq 1\right) \wedge x . \mathrm{F}\left(\mathbf{C}_{2} \wedge x=1\right)\right]\right\rangle .
\end{aligned}
$$

If $\mathbf{I}_{j}$ operates on $\mathbf{C}_{2}$, then define

$$
\varphi_{I_{j}}^{\prime}:=\left(\mathbf{I}_{j} \wedge x . \mathrm{F}\left(x=0 \wedge \mathbf{C}_{2}\right) \rightarrow \phi_{\text {zero }}\right) \wedge\left(\mathbf{I}_{j} \wedge \neg x . \mathrm{F}\left(x=0 \wedge \mathbf{C}_{2}\right) \rightarrow \phi_{\text {notzero }}^{\prime}\right),
$$

where

$$
\begin{aligned}
\phi_{\text {notzero }}^{\prime}:= & \bigvee_{\mathbf{I}_{m} \in S_{j}^{2}}\left\langle x \cdot \mathrm{~F}\left[\mathbf{C}_{2} \wedge \mathrm{~F}\left(x=1 \wedge \mathbf{I}_{m}\right) \wedge x \cdot \mathrm{~F}\left(\mathbf{C}_{2} \wedge x=0\right)\right]\right. \\
& \left.\wedge x \cdot \mathrm{~F}\left[\mathbf{C}_{1} \wedge \mathrm{~F}\left(x=1 \wedge \mathbf{I}_{m}\right) \wedge x \cdot \mathrm{G}\left(\mathbf{C}_{1} \rightarrow x \geq 1\right) \wedge x \cdot \mathrm{~F}\left(\mathbf{C}_{1} \wedge x=1\right)\right]\right\rangle .
\end{aligned}
$$

In the following we define two formulas $\varphi_{\text {infin }}$ and $\varphi_{\text {fin }}$ (respectively, $\varphi_{\text {infin }}^{\prime}$ and $\varphi_{\text {fin }}^{\prime}$ ) for unaMTL (respectively, unaTPTL ${ }^{1}$ without the $X$ modality) that can capture the infinite computation of $\mathbf{M}$ that visits the initial instruction $\mathbf{I}_{0}$ infinitely often and the finite computation of $\mathbf{M}$ that reaches the halting instruction halt, respectively.

For unaMTL, define

$$
\begin{aligned}
\varphi_{\text {infin }}:= & \varphi_{\text {init }} \wedge \varphi_{\text {prop }} \wedge \varphi_{I_{0}} \wedge \varphi_{\text {dat }} \wedge \varphi_{\text {cntdat }} \wedge \mathrm{GF} \mathbf{I}_{0} \wedge \\
& G\left(\varphi_{\text {prop }} \wedge \varphi_{\text {seq }} \wedge \varphi_{\text {dat }} \wedge \varphi_{\text {cntdat }} \wedge \neg \text { halt } \wedge \bigwedge_{0 \leq j<n} \varphi_{I_{j}}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
\varphi_{\text {fin }}:= & \varphi_{\text {init }} \wedge \varphi_{\text {prop }} \wedge \varphi_{I_{0}} \wedge \varphi_{\text {dat }} \wedge \varphi_{\text {cntdat }} \wedge F \varphi_{\text {halt }} \wedge \\
& G\left(\mathrm{~F} \varphi_{\text {halt }} \rightarrow \varphi_{\text {prop }} \wedge \varphi_{\text {seq }} \wedge \varphi_{\text {dat }} \wedge \varphi_{\text {cntdat }} \wedge \bigwedge_{0 \leq j<n} \varphi_{I_{j}}\right) .
\end{aligned}
$$

For unaTPTL ${ }^{1}$ without the $X$ modality, define

$$
\begin{aligned}
\varphi_{\text {infin }}^{\prime}:= & \varphi_{\text {init }}^{\prime} \wedge \varphi_{\text {prop }} \wedge \varphi_{\text {seq }}^{\prime} \wedge \varphi_{I_{0}}^{\prime} \wedge \varphi_{\text {dat }} \wedge \varphi_{\text {cntdat }} \wedge \mathrm{GFI}_{0} \wedge \\
& G\left(\varphi_{\text {prop }} \wedge \varphi_{\text {seq }}^{\prime} \wedge \varphi_{\text {dat }} \wedge \varphi_{\text {cntdat }} \wedge \neg \text { halt } \wedge \bigwedge_{0 \leq j<n} \varphi_{I_{j}}^{\prime}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
\varphi_{\text {fin }}^{\prime}:= & \varphi_{\text {init }}^{\prime} \wedge \varphi_{\text {prop }} \wedge \varphi_{\text {seq }}^{\prime} \wedge \varphi_{I_{0}}^{\prime} \wedge \varphi_{\text {dat }} \wedge \varphi_{\text {cntdat }} \wedge \mathrm{F} \varphi_{\text {halt }} \wedge \\
& \mathrm{G}\left(\mathrm{~F} \varphi_{\text {halt }} \rightarrow \varphi_{\text {prop }} \wedge \varphi_{\text {seq }}^{\prime} \wedge \varphi_{\text {dat }} \wedge \varphi_{\text {cntdat }} \wedge \bigwedge_{0 \leq j<n} \varphi_{I_{j}}^{\prime}\right)
\end{aligned}
$$

We see at once that $\varphi_{\text {infin }}$ and $\varphi_{\text {infin }}^{\prime}$ (respectively, $\varphi_{\text {fin }}$ and $\varphi_{\text {fin }}^{\prime}$ ) are satisfiable if and only if $\mathbf{M}$ has a recurring computation (respectively, a halting computation).

Corollary 6. For unaTPTL, infinitary SAT is $\Sigma_{1}^{1}$-complete and finitary SAT is $\Sigma_{1}^{0}$-complete.

### 4.4 SAT for the pure fragment of MTL

In Theorem 5 of [7], the authors proved that infinitary SAT is undecidable for the pure fragment of TPTL. In this section, we consider the satisfiability problem for the pure fragment of MTL. We show that both of infinitary SAT and finitary SAT are not decidable for the pure fragment of MTL. First we give the definition for pureMTL in the following.

Definition 7. The set of pure MTL-formulas (pureMTL) is built by the following grammar:

$$
\varphi::=\top|\neg \varphi| \varphi \wedge \varphi \mid \varphi \cup_{I} \varphi
$$

In the theorem blew, we show that the propositions are not necessary to get the undecidability. The satisfiability problem is still undecidable for MTL even without any propositions.

Theorem 14. For pureMTL, infinitary SAT is $\Sigma_{1}^{1}$-complete and finitary SAT is $\Sigma_{1}^{0}$-complete.
Proof. Let $\mathbf{M}$ be a two-counter machine with instructions $\mathbf{I}_{0}, \ldots, \mathbf{I}_{n}$. For each configuration $\left(\mathbf{I}_{j}, c, d\right)$ of $\mathbf{M}$, where $j \in\{0, \ldots, n\}$ and $c, d \in \mathbb{N}$, we encode it into the following pure data word (we put the numbers into pairs for readability of the proof)

$$
\underbrace{(0,3) \overbrace{(0,1) \cdots(0,1)(0,2)(0,1) \cdots(0,1)}^{n+1}}_{\mathbf{I}_{j}} \underbrace{(0,4+c)}_{\mathbf{C}_{1}} \underbrace{(0,4+d)}_{\mathbf{C}_{2}} .
$$

It starts with the pair $(0,3)$, and followed by $n+1$ pairs: one is $(0,2)$, and the remaining are $(0,1)$. The pair $(0,2)$ is the $(j+1)^{\text {th }}$ pair after the pair $(0,3)$. These $n+2$ pairs encode the instruction $\mathbf{I}_{j}$. After that, the pair $(0,4+c)$ encodes the value of $\mathbf{C}_{1}$ and the pair $(0,4+d)$ encodes the value of $\mathbf{C}_{2}$. The encoding of a computation of $\mathbf{M}$ is a sequence of encodings for each configuration of it.

In the following we define several pureMTL-formulas which express that a pure data word encodes a computation of $\mathbf{M}$ properly.
(1) The pair $(0,3)$ identifies an instruction (i.e., the beginning of the encoding of a configuration):

$$
\varphi_{\text {inst }}:=X_{=3} X_{=-3} \top
$$

(2) For each instruction $\mathbf{I}_{j}(j \in\{0, \ldots, n\})$, define

$$
\psi_{j}:=X_{=3} X_{=-3}\left(X_{=1} X_{=-1}\right)^{j} X_{=2} X_{=-2}\left(X_{=1} X_{=-1}\right)^{n-j} X_{\geq 4} X_{\leq 4} X_{\geq 4} \top,
$$

where $\left(\mathrm{X}_{=1} \mathrm{X}=-1\right)^{k}$ is an abbreviation for $k$ copies of $\mathrm{X}=1 \mathrm{X}=-1$.
(3) The data word is a concatenation of encodings of configurations:

$$
\varphi_{\text {struct }}:=\left(\bigvee_{0 \leq j \leq n} \psi_{j}\right) \rightarrow X^{2 n+8}\left(\bigvee_{0 \leq j \leq n} \psi_{j}\right)
$$

(4) The initial configuration is $\left(\mathbf{I}_{0}, 0,0\right)$ :

$$
\varphi_{\text {init }}:=\psi_{0} \wedge \mathrm{X}^{2+4 n}\left(\mathrm{X}_{=4} \mathrm{X}_{=-4}\right)^{2} \top
$$

(5) For the halting instruction $\mathbf{I}_{n}$ (i.e., halt), define

$$
\varphi_{\text {halt }}:=X_{=3} X_{=-3}\left(X_{=1} X_{=-1}\right)^{n} X_{=2} X_{=-2} X_{\geq 4} X_{\leq 4} X_{\geq 4}(\neg X T) .
$$

(6) For an increment instruction $I_{j}: \mathbf{C}_{1}:=\mathbf{C}_{1}+1$; go to some $I_{k} \in S_{j}$, define

$$
\varphi_{I_{j}}:=\psi_{j} \rightarrow\left(\neg \varphi_{\text {inst }} \cup_{=0} \bigvee_{\mathbf{I}_{k} \in S_{j}} \psi_{k}\right) \wedge \varphi_{\mathbf{C}_{1}} \wedge \varphi_{\mathbf{C}_{2}}
$$

where

$$
\begin{aligned}
& \varphi_{\mathbf{C}_{1}}:=X^{2 n+5}\left[\left(\neg X^{3} \varphi_{\text {inst }}\right) U_{=1}\left(X^{3} \varphi_{\text {inst }}\right)\right], \\
& \varphi_{\mathbf{C}_{2}}:=X^{2 n+7}\left[\left(\neg X \varphi_{\text {inst }}\right) U_{=0}\left(X \varphi_{\text {inst }}\right)\right] .
\end{aligned}
$$

If $\mathbf{I}_{j}$ operates on $\mathbf{C}_{2}$, then define:

$$
\varphi_{I_{j}}:=\psi_{j} \rightarrow\left(\neg \varphi_{\text {inst }} \cup_{=0} \bigvee_{\mathbf{I}_{k} \in S_{j}} \psi_{k}\right) \wedge \varphi_{\mathbf{C}_{1}}^{\prime} \wedge \varphi_{\mathbf{C}_{2}}^{\prime}
$$

where

$$
\begin{aligned}
& \varphi_{\mathbf{C}_{1}}:=X^{2 n+5}\left[\left(\neg X^{3} \varphi_{\text {inst }}\right) U_{=0}\left(X^{3} \varphi_{\text {inst }}\right)\right], \\
& \varphi_{\mathbf{C}_{2}}:=X^{2 n+7}\left[\left(\neg X \varphi_{\text {inst }}\right) U_{=1}\left(X \varphi_{\text {inst }}\right)\right] .
\end{aligned}
$$

(7) For a decrement instruction $I_{j}$ : if $\mathbf{C}_{1}=0$ then go to some $I_{k} \in S_{j}^{1}$ else $\mathbf{C}_{1}:=\mathbf{C}_{1}-1$; go to some $I_{m} \in S_{j}^{2}$, define

$$
\begin{aligned}
\varphi_{I_{j}}:=\psi_{j} \rightarrow & \left\langle\left[\neg \varphi_{\text {inst }} \mathrm{U}_{=4} \mathrm{X}^{3} \varphi_{\text {inst }} \rightarrow\left(\neg \varphi_{\text {inst }} \mathrm{U}_{=0} \bigvee_{\mathbf{I}_{k} \in S_{j}^{1}} \psi_{k}\right) \wedge \varphi_{\text {zero }}\right] \wedge\right. \\
& {\left.\left[\neg \varphi_{\text {inst }} \mathrm{U}_{>4} \mathrm{X}^{3} \varphi_{\text {inst }} \rightarrow\left(\neg \varphi_{\text {inst }} \mathrm{U}_{=0} \bigvee_{\mathbf{I}_{m} \in S_{j}^{2}} \psi_{m}\right) \wedge \varphi_{\text {notzero }}\right]\right\rangle, }
\end{aligned}
$$

where

$$
\begin{aligned}
& \varphi_{\text {zero }}:=X^{2 n+5}\left[\left(\neg X^{3} \varphi_{\text {inst }}\right) U_{=0}\left(X^{3} \varphi_{\text {inst }}\right)\right] \wedge X^{2 n+7}\left[\left(\neg X \varphi_{\text {inst }}\right) U_{=0}\left(X \varphi_{\text {inst }}\right)\right], \\
& \varphi_{\text {notzero }}:=X^{2 n+5}\left[\left(\neg X^{3} \varphi_{\text {inst }}\right) U_{=-1}\left(X^{3} \varphi_{\text {inst }}\right)\right] \wedge X^{2 n+7}\left[\left(\neg X \varphi_{\text {inst }}\right) U_{=0}\left(X \varphi_{\text {inst }}\right)\right] .
\end{aligned}
$$

If $\mathbf{I}_{j}$ operates on $\mathbf{C}_{2}$, then define:

$$
\begin{aligned}
\varphi_{I_{j}}:=\psi_{j} \rightarrow & \left\langle\left[\neg \varphi_{\text {inst }} \mathrm{U}_{=4} \mathrm{X} \varphi_{\text {inst }} \rightarrow\left(\neg \varphi_{\text {inst }} \mathrm{U}_{=0} \bigvee_{\mathbf{I}_{k} \in S_{j}^{1}} \psi_{k}\right) \wedge \varphi_{\text {zero }}\right] \wedge\right. \\
& {\left.\left[\neg \varphi_{\text {inst }} \mathrm{U}_{>4} \mathrm{X} \varphi_{\text {inst }} \rightarrow\left(\neg \varphi_{\text {inst }} \mathrm{U}_{=0} \bigvee_{\mathbf{I}_{m} \in S_{j}^{2}} \psi_{m}\right) \wedge \varphi_{\text {notzero }}^{\prime}\right]\right\rangle, }
\end{aligned}
$$

where

$$
\varphi_{\text {notzero }}^{\prime}:=X^{2 n+5}\left[\left(\neg X^{3} \varphi_{\text {inst }}\right) U_{=0}\left(X^{3} \varphi_{\text {inst }}\right)\right] \wedge X^{2 n+7}\left[\left(\neg X \varphi_{\text {inst }}\right) U_{=-1}\left(X \varphi_{\text {inst }}\right)\right]
$$

We define two pureMTL-formulas $\varphi_{\text {infin }}$ and $\varphi_{\text {fin }}$ in the following:

$$
\begin{aligned}
& \varphi_{\text {infin }}:=\varphi_{\text {init }} \wedge \varphi_{I_{0}} \wedge \varphi_{\text {struct }} \wedge \mathrm{GF} \psi_{0} \wedge \mathrm{G}\left(\varphi_{\text {struct }} \wedge \bigwedge_{0 \leq j<n} \varphi_{I_{j}}\right), \\
& \varphi_{\text {fin }}:=\varphi_{\text {init }} \wedge \varphi_{I_{0}} \wedge \varphi_{\text {struct }} \wedge \mathrm{F} \varphi_{\text {halt }} \wedge \mathrm{G}\left(\mathrm{~F} \varphi_{\text {halt }} \rightarrow \varphi_{\text {struct }} \wedge \bigwedge_{0 \leq j<n} \varphi_{I_{j}}\right)
\end{aligned}
$$

It is easy to check that $\varphi_{\text {infin }}$ (respectively, $\varphi_{\text {fin }}$ ) is satisfiable if and only if $\mathbf{M}$ has a recurring computation (respectively, a halting computation).

### 4.5 SAT for other fragments of MTL and TPTL

In this section, we consider the satisfiability problem for some other fragments of MTL and TPTL. We show that SAT is still undecidable even for unary MTL with two propositions, but for existential TPTL, SAT is NP-complete.

### 4.5.1 The satisfiability problem for unary MTL with two propositions

By an observation of the proof for Theorem 5 in [7], we see that no until modality is used in it. It means that this theorem also holds for the pure unary fragment of TPTL. It is of interest
to consider the satisfiability problem for the pure unary fragment of MTL. In Theorem 13 and Theorem 14, we show that SAT is undecidable for unaMTL and pureMTL, respectively. But in the proofs of them, we either use propositions (the number of propositions depends on the number of instructions, which is not fixed) or use the until modality. In the following we show that two propositions are enough for unaMTL to get the undecidability.

Theorem 15. For the fragment of unaMTL with at least two propositions, infinitary SAT is $\Sigma_{1}^{1}$-complete and finitary SAT is $\Sigma_{1}^{0}$-complete.

Proof. First we give a proof for the theorem that uses four propositions, then we show how to reduce the number of propositions to two. Let $\mathbf{P}=\left\{\right.$ Zero, Instr, $\left.\mathbf{C}_{1}, \mathbf{C}_{2}\right\}$. Suppose that $\mathbf{M}$ is a two-counter machine with instructions $\mathbf{I}_{0}, \ldots, \mathbf{I}_{n}$, and $\pi=\left(\mathbf{I}_{j_{0}}, c_{0}, d_{0}\right)\left(\mathbf{I}_{j_{1}}, c_{1}, d_{1}\right)\left(\mathbf{I}_{j_{2}}, c_{2}, d_{2}\right) \ldots$ is a computation of $\mathbf{M}$, where $\left(\mathbf{I}_{j_{0}}, c_{0}, d_{0}\right)=\left(\mathbf{I}_{0}, 0,0\right), j_{i} \in\{0, \ldots, n\}$ and $c_{i}, d_{i} \in \mathbb{N}(i \geq 1)$. We encode $\pi$ into a data word over $\mathbf{P}$ as follows:

```
\((\) Zero, 0\()(\mathbf{I n s t r}, 0)\left(\mathbf{C}_{1}, 0\right)\left(\mathbf{C}_{2}, 0\right)\)
\((\mathbf{Z e r o}, n),\left(\mathbf{I n s t r}, n+j_{1}\right),\left(\mathbf{C}_{1}, n+n \cdot c_{1}\right)\left(\mathbf{C}_{2}, n+n \cdot d_{1}\right)\)
\((\mathbf{Z e r o}, 2 n)\left(\mathbf{I n s t r}, 2 n+j_{2}\right)\left(\mathbf{C}_{1}, 2 n+n \cdot c_{2}\right)\left(\mathbf{C}_{2}, 2 n+n \cdot d_{2}\right)\)
```

i.e., for each $i \geq 0$, the $i^{\text {th }}$ configuration is encoded by

$$
(\text { Zero }, i \cdot n),\left(\mathbf{I n s t r}, i \cdot n+j_{i}\right),\left(\mathbf{C}_{1}, i \cdot n+n \cdot c_{i}\right)\left(\mathbf{C}_{2}, i \cdot n+n \cdot d_{i}\right) .
$$

The data values in the positions where Zero holds are strictly monotonic and increase progressively by exactly $n$. We use these numbers for the zero test operation. If counter $\mathbf{C}_{i}(i \in\{1,2\})$ is increased by 1 (decreased by 1 , not changed, respectively), then the corresponding data value in the encoding is increased by $2 n$ (not changed, increased by $n$, respectively). Hence, the data values in the positions where $\mathbf{C}_{1}$ (respectively, $\mathbf{C}_{2}$ ) holds are also monotonic. We exploit this monotonicity property to get rid of the $U$ modality.

In the following we define several unaMTL-formulas which express that a data word encodes a computation of $\mathbf{M}$ properly.
(1) There is exactly one proposition from $\mathbf{P}$ that holds in every position:

$$
\varphi_{\text {prop }}:=\left(\bigvee_{p \in \mathbf{P}} p\right) \wedge \bigwedge_{p \in \mathbf{P}}\left(p \rightarrow \bigwedge_{q \in \mathbf{P} \backslash\{p\}} \neg q\right) .
$$

(2) The sequence of all propositions in the data word is of the form

Zero, Instr, $\mathbf{C}_{1} \mathbf{C}_{2}$, Zero, Instr, $\mathbf{C}_{1} \mathbf{C}_{2}, \ldots$ :

$$
\varphi_{\text {seq }}:=\left(\text { Zero } \rightarrow X \text { Instr } \wedge X^{2} \mathbf{C}_{1} \wedge X^{3} \mathbf{C}_{2}\right) \wedge\left(\mathbf{C}_{2} \rightarrow \text { XZero }\right)
$$

(3) The data values in the positions where Zero holds are increasing exactly by $n$ :

$$
\varphi_{\text {dat }}:=\text { Zero } \rightarrow\left(\mathrm{F}_{=n} \text { Zero } \wedge \neg \mathrm{F}_{<n} \text { Zero }\right) .
$$

(4) The data value in the position where $\mathbf{I n s t r}$ holds encodes an instruction $\mathbf{I}_{j}(0 \leq j \leq n)$ :

$$
\varphi_{\text {instr }}:=\text { Zero } \rightarrow \mathrm{X}_{[0, n]} \text { Instr. }
$$

(5) The data values in the positions where $\mathbf{C}_{1}$ (respectively, $\mathbf{C}_{2}$ ) holds are monotonic, and are no less than the previous data values in the positions where Zero holds:

$$
\begin{aligned}
\varphi_{\text {cntdat }}:= & \left(\mathbf{C}_{1} \rightarrow \neg\left(\mathrm{~F}_{<0} \mathbf{C}_{1}\right)\right) \wedge\left(\mathbf{C}_{2} \rightarrow \neg\left(\mathrm{~F}_{<0} \mathbf{C}_{2}\right)\right) \\
& \wedge\left(\text { Zero } \rightarrow \neg\left(\mathrm{F}_{<0} \mathbf{C}_{1} \vee \mathrm{~F}_{<0} \mathbf{C}_{2}\right)\right) .
\end{aligned}
$$

(6) The initial configuration is $\left(\mathbf{I}_{0}, 0,0\right)$ :

$$
\varphi_{\text {init }}:=\mathbf{Z e r o} \wedge X_{=0}\left(\mathbf{I n s t r} \wedge X_{=0}\left(\mathbf{C}_{1} \wedge \mathrm{X}_{=0} \mathbf{C}_{2}\right)\right) .
$$

(7) For the halting instruction $\mathbf{I}_{n}$ (i.e., halt), define

$$
\varphi_{\text {halt }}:=\mathbf{Z e r o} \wedge \varphi_{\text {prop }} \wedge X_{=n}\left[\mathbf{I n s t r} \wedge \varphi_{\text {prop }} \wedge X\left(\varphi_{\text {prop }} \wedge \mathbf{C}_{1} \wedge X\left(\varphi_{\text {prop }} \wedge \mathbf{C}_{2} \wedge \neg \mathrm{X} \top\right)\right)\right]
$$

This formula says that the data word ends with $($ Zero,$d)(\mathbf{I n s t r}, d+n)\left(\mathbf{C}_{1}, d_{1}\right)\left(\mathbf{C}_{2}, d_{2}\right)$, where $d, d_{1}, d_{2} \in \mathbb{N}$.
(8) For an increment instruction $I_{j}: \mathbf{C}_{1}:=\mathbf{C}_{1}+1$; go to some $I_{k} \in S_{j}$, define

$$
\varphi_{I_{j}}:=\mathbf{Z e r o} \wedge \mathrm{X}_{=j} \mathbf{I n s t r} \rightarrow\left(\mathrm{~F}_{=n}\left(\mathbf{Z e r o} \wedge \bigvee_{\mathbf{I}_{k} \in S_{j}} \mathrm{X}_{=k} \mathbf{I n s t r}\right) \wedge \varphi_{\mathbf{C}_{1}} \wedge \varphi_{\mathbf{C}_{2}}\right),
$$

where

$$
\begin{aligned}
& \varphi_{\mathbf{C}_{1}}:=\mathrm{X}^{2}\left(\mathbf{C}_{1} \wedge \mathrm{~F}_{=2 n} \mathbf{C}_{1} \wedge \neg \mathrm{~F}_{<2 n} \mathbf{C}_{1}\right), \\
& \varphi_{\mathbf{C}_{2}}:=\mathrm{X}^{3}\left(\mathbf{C}_{2} \wedge \mathrm{~F}_{=n} \mathbf{C}_{2} \wedge \neg \mathrm{~F}_{<n} \mathbf{C}_{2}\right) .
\end{aligned}
$$

If $\mathbf{I}_{j}$ operates on $\mathbf{C}_{2}$, then define:

$$
\varphi_{I_{j}}:=\text { Zero } \wedge \mathrm{X}_{=j} \text { Instr } \rightarrow\left(\mathrm{F}_{=n}\left(\text { Zero } \wedge \bigvee_{\mathbf{I}_{k} \in S_{j}} \mathrm{X}_{=k} \text { Instr }\right) \wedge \varphi_{\mathbf{C}_{1}}^{\prime} \wedge \varphi_{\mathbf{C}_{2}}^{\prime}\right),
$$

where

$$
\begin{aligned}
& \varphi_{\mathbf{C}_{1}}^{\prime}:=\mathrm{X}^{2}\left(\mathbf{C}_{1} \wedge \mathrm{~F}_{=n} \mathbf{C}_{1} \wedge \neg \mathrm{~F}_{<n} \mathbf{C}_{1}\right), \\
& \varphi_{\mathbf{C}_{2}}^{\prime}:=\mathrm{X}^{3}\left(\mathbf{C}_{2} \wedge \mathrm{~F}_{=2 n} \mathbf{C}_{2} \wedge \neg \mathrm{~F}_{<2 n} \mathbf{C}_{2}\right) .
\end{aligned}
$$

(9) For a decrement instruction $I_{j}$ : if $\mathbf{C}_{1}=0$ then go to some $I_{k} \in S_{j}^{1}$ else $\mathbf{C}_{1}:=\mathbf{C}_{1}-1$; go to some $I_{m} \in S_{j}^{2}$, define

$$
\begin{aligned}
\varphi_{I_{j}}:= & \text { Zero } \wedge \mathrm{X}_{=j} \mathbf{I n s t r} \rightarrow \\
& {\left[\left(\mathrm{~F}_{=0} \mathbf{C}_{1} \rightarrow \mathrm{~F}_{=n}\left(\mathbf{Z e r o} \wedge \bigvee_{\mathbf{I}_{k} \in S_{j}^{1}} \mathrm{X}_{=k} \mathbf{I n s t r}\right) \wedge \varphi_{\text {zero }}\right) \wedge\right.} \\
& \left.\left(\neg \mathrm{F}_{=0} \mathbf{C}_{1} \rightarrow \mathrm{~F}_{=n}\left(\mathbf{Z e r o} \wedge \bigvee_{\mathbf{I}_{m} \in S_{j}^{2}} \mathrm{X}_{=m} \mathbf{I n s t r}\right) \wedge \varphi_{\text {notzero }}\right)\right],
\end{aligned}
$$

where

$$
\begin{aligned}
& \varphi_{\text {zero }}:=\mathrm{X}^{2}\left(\mathbf{C}_{1} \wedge \mathrm{~F}_{=n} \mathbf{C}_{1} \wedge \neg \mathrm{~F}_{<n} \mathbf{C}_{1}\right) \wedge \mathrm{X}^{3}\left(\mathbf{C}_{2} \wedge \mathrm{~F}_{=n} \mathbf{C}_{2} \wedge \neg \mathrm{~F}_{<n} \mathbf{C}_{2}\right), \\
& \varphi_{\text {notzero }}:=\mathrm{X}^{2}\left(\mathbf{C}_{1} \wedge \mathrm{~F}_{=0} \mathbf{C}_{1}\right) \wedge \mathrm{X}^{3}\left(\mathbf{C}_{2} \wedge \mathrm{~F}_{=n} \mathbf{C}_{2} \wedge \neg \mathrm{~F}_{<n} \mathbf{C}_{2}\right) .
\end{aligned}
$$

If $\mathbf{I}_{j}$ operates on $\mathbf{C}_{2}$, then define:

$$
\begin{aligned}
\varphi_{I_{j}}:= & \text { Zero } \wedge \mathrm{X}_{=j} \mathbf{I n s t r} \rightarrow \\
& {\left[\left(\mathrm{~F}_{=0} \mathbf{C}_{2} \rightarrow \mathrm{~F}_{=n}\left(\mathbf{Z e r o} \wedge \bigvee_{\mathbf{I}_{k} \in S_{j}^{1}} \mathrm{X}_{=k} \mathbf{I n s t r}\right) \wedge \varphi_{\text {zero }}\right) \wedge\right.} \\
& \left.\left(\neg \mathrm{F}_{=0} \mathbf{C}_{2} \rightarrow \mathrm{~F}_{=n}\left(\mathbf{Z e r o} \wedge \bigvee_{\mathbf{I}_{m} \in S_{j}^{2}} \mathrm{X}_{=m} \mathbf{I n s t r}\right) \wedge \varphi_{\text {notzero }}^{\prime}\right)\right],
\end{aligned}
$$

where

$$
\varphi_{\text {notzero }}^{\prime}:=\mathrm{X}^{2}\left(\mathbf{C}_{1} \wedge \mathrm{~F}_{=n} \mathbf{C}_{1} \wedge \neg \mathrm{~F}_{<n} \mathbf{C}_{1}\right) \wedge \mathrm{X}^{3}\left(\mathbf{C}_{2} \wedge \mathrm{~F}_{=0} \mathbf{C}_{2}\right) .
$$

We define two formulas $\varphi_{\text {infin }}$ and $\varphi_{\text {fin }}$ in the following:

$$
\begin{aligned}
\varphi_{\text {infin }}:= & \varphi_{\text {init }} \wedge \varphi_{\text {prop }} \wedge \varphi_{I_{0}} \wedge \varphi_{\text {dat }} \wedge \varphi_{\text {cntdat }} \wedge \mathrm{GF}\left(\text { Zero } \wedge \mathrm{X}_{=0} \text { Instr }\right) \wedge \\
& G\left(\varphi_{\text {prop }} \wedge \varphi_{\text {instr }} \wedge \varphi_{\text {seq }} \wedge \varphi_{\text {dat }} \wedge \varphi_{\text {cntdat }} \wedge \bigwedge_{0 \leq j<n} \varphi_{I_{j}}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
\varphi_{\text {fin }}:= & \varphi_{\text {init }} \wedge \varphi_{\text {prop }} \wedge \varphi_{I_{0}} \wedge \varphi_{\text {dat }} \wedge \varphi_{\text {cntdat }} \wedge \mathrm{F} \varphi_{\text {halt }} \wedge \\
& G\left(F \varphi_{\text {halt }} \rightarrow \varphi_{\text {prop }} \wedge \varphi_{\text {instr }} \wedge \varphi_{\text {seq }} \wedge \varphi_{\text {dat }} \wedge \varphi_{\text {cntdat }} \wedge \bigwedge_{0 \leq j<n} \varphi_{I_{j}}\right) .
\end{aligned}
$$

It is easy to check that $\varphi_{\text {infin }}$ (respectively, $\varphi_{\text {fin }}$ ) is satisfiable if and only if $\mathbf{M}$ has a recurring computation (respectively, a halting computation).

We next show how to reduce the number of propositions to two. Let $p, q$ be two propositions. We can replace the propositions Zero, Instr, $\mathbf{C}_{1}, \mathbf{C}_{2}$ by $\neg p \wedge \neg q, p \wedge q, p \wedge \neg q, \neg p \wedge q$ in the formulas $\varphi_{\text {infin }}$ and $\varphi_{\text {fin }}$, respectively, and remove the formula $\varphi_{\text {prop }}$. We can get two new formulas $\varphi_{\text {infin }}^{\prime}$ and $\varphi_{\text {fin }}^{\prime}$. Then, we replace Zero, $\mathbf{I n s t r}, \mathbf{C}_{1}, \mathbf{C}_{2}$ by $\emptyset,\{p, q\},\{p\},\{q\}$ in the data word, respectively. It is easily seen that $\varphi_{\text {infin }}^{\prime}$ and $\varphi_{\text {fin }}^{\prime}$ can also capture the recurring computation and halting computation of $\mathbf{M}$ over the new data word, respectively.

### 4.5.2 The satisfiability problem for existential TPTL

In this subsection, we consider the satisfiability problem of the existential fragment of TPTL, in which we only use the F and X modalities, and the negation operator $(\neg)$ is only applied to atomic propositions and constraints $x \sim c$. This fragment has also been considered for MTL and TPTL over monotonic timed words [18]. In this setting, SAT for both logics is NP-complete. Here, we show that this applies also to the setting of non-monotonic data words. Without explicit state, all data words in this subsection are finite.

Definition 8. The formulas of the existential fragment of TPTL (extTPTL) is defined by the following grammar:

$$
\varphi::=\top|\perp| p|\neg p| x \sim c|\neg x \sim c| \varphi \wedge \varphi|\varphi \vee \varphi| \mathrm{X} \varphi|\mathrm{~F} \varphi| x . \varphi
$$

By a reduction from the propositional satisfiability problem, we see at once that SAT for extTPTL is NP-hard. Actually, we can show that SAT for the fragment of extTPTL with two
register variables and without any propositions is still NP-hard. We use a reduction from the subset sum problem, which is defined as:

Input: A sequence $a_{1}, \ldots, a_{n}, b \in \mathbb{N}$ of binary encoded numbers.
Output: yes if $\exists\left\{b_{1}, \ldots, b_{m}\right\} \subseteq\left\{a_{1}, \ldots, a_{n}\right\}$ such that $\sum_{i=1}^{m} b_{i}=b$, no otherwise.
It is well known that the subset sum problem is NP-complete [77].
Proposition 12. For the pure fragment of extTPTL ${ }^{2}$, SAT is NP-hard.
Proof. We prove the proposition by a reduction from the subset sum problem. Let $a_{1}, \ldots, a_{n}, b$ ba an instance of this problem, we construct the formula $x . y . \mathrm{F} \varphi_{1}$, where $\varphi_{i}(1 \leq i \leq n)$ is defined inductively by

$$
\varphi_{i}= \begin{cases}\left(x=0 \vee x=a_{i}\right) \wedge x . \mathrm{F} \varphi_{i+1} & \text { if } 1 \leq i<n, \\ \left(x=0 \vee x=a_{n}\right) \wedge y=b & \text { if } i=n .\end{cases}
$$

If $x . y . \mathrm{F} \varphi_{1}$ is satisfiable, then there is a data word $w$ such that $w \models x . y . \mathrm{F} \varphi_{1}$. We define a subset $S$ of $\left\{a_{1}, \ldots, a_{n}\right\}$ such that for each $a_{i}(1 \leq i \leq n), a_{i}$ is in $S$ if and only if the constraint $x=a_{i}$ holds when we evaluate $x . y . \mathrm{F} \varphi_{1}$ over $w$. By the constraint $y=b$ we can see that the sum of all numbers in $S$ is $b$. Conversely, if $a_{1}, \ldots, a_{n}, b$ is a positive instance, it is easy to construct a data word $w$ such that $w \models x$.y. $\mathrm{F} \varphi_{1}$.

Let $\varphi$ be an extTPTL-formula. We define the set $\Gamma(\varphi)$ for $\varphi$ such that it contains exactly all those formulas that can be obtained from $\varphi$ by resolving the non-determinism induced by the occurrences of the boolean operator $\vee$. More precisely, $\Gamma(\varphi)$ is defined inductively by the following rules:

- $\Gamma(\varphi):=\{\varphi\}$ if $\varphi$ is $\top, \perp, p, \neg p, x \sim c$ or $\neg x \sim c$.
- $\Gamma\left(\varphi_{1} \wedge \varphi_{2}\right):=\left\{\psi_{1} \wedge \psi_{2} \mid \psi_{1} \in \Gamma\left(\varphi_{1}\right)\right.$ and $\left.\psi_{2} \in \Gamma\left(\varphi_{2}\right)\right\}$.
- $\Gamma\left(\varphi_{1} \vee \varphi_{2}\right):=\Gamma\left(\varphi_{1}\right) \cup \Gamma\left(\varphi_{2}\right)$.
- $\Gamma\left(x \cdot \varphi_{1}\right):=\left\{x \cdot \psi_{1} \mid \psi_{1} \in \Gamma\left(\varphi_{1}\right)\right\}$.
- $\Gamma\left(\mathrm{F} \varphi_{1}\right):=\left\{\mathrm{F} \psi_{1} \mid \psi_{1} \in \Gamma\left(\varphi_{1}\right)\right\}$.
- $\Gamma\left(\mathrm{X} \varphi_{1}\right):=\left\{\left.\mathrm{X} \psi_{1}\right|_{1} \psi \in \Gamma\left(\varphi_{1}\right)\right\}$.

Let $\|\varphi\|$ be the size of $\varphi$, i.e., the number of all symbols in $\varphi$. It is easily seen that $\Gamma(\varphi)$ is a finite set (maybe exponentially larger with respect to $\|\varphi\|$ ), and for each formula $\psi$ in $\Gamma(\varphi)$, $\|\psi\| \leq\|\varphi\|$.

Lemma 10. Let w be a data word. Then for every extTPTL-formula $\varphi$, every position $i$ in $w$ and every register valuation $v$,

$$
(w, i, v) \models \varphi \text { if and only if }(w, i, v) \models \psi \text { for some } \psi \in \Gamma(\varphi) .
$$

Proof. We prove the lemma by induction on $\varphi$. It is easy for the cases that $\varphi$ is $\top, \perp, p, \neg p$, $x \sim c$ or $\neg x \sim c$.

- If $\varphi$ is $\varphi_{1} \wedge \varphi_{2}$, then $(w, i, v) \models \varphi_{1} \wedge \varphi_{2}$ if and only if $(w, i, v) \models \varphi_{1}$ and $(w, i, v) \models \varphi_{2}$, by induction hypothesis, if and only if $(w, i, v) \models \psi_{1}$ for some $\psi_{1} \in \Gamma\left(\varphi_{1}\right)$ and $(w, i, v) \models$ $\psi_{2}$ for some $\psi_{2} \in \Gamma\left(\varphi_{2}\right)$, if and only if $(w, i, v) \models \psi_{1} \wedge \psi_{2}$ for some $\psi_{1} \in \Gamma\left(\varphi_{1}\right)$ and $\psi_{2} \in \Gamma\left(\varphi_{2}\right)$. By the definition of $\Gamma\left(\varphi_{1} \wedge \varphi_{2}\right)$, we know that $\psi_{1} \wedge \psi_{2} \in \Gamma\left(\varphi_{1} \wedge \varphi_{2}\right)$.
- If $\varphi$ is $\varphi_{1} \vee \varphi_{2}$, then $(w, i, v) \models \varphi_{1} \vee \varphi_{2}$ if and only if $(w, i, v) \models \varphi_{1}$ or $(w, i, v) \models \varphi_{2}$, by induction hypothesis, if and only if $(w, i, v) \models \psi_{1}$ for some $\psi_{1} \in \Gamma\left(\varphi_{1}\right)$ or $(w, i, v) \models \psi_{2}$ for some $\psi_{2} \in \Gamma\left(\varphi_{2}\right)$. By the definition of $\Gamma\left(\varphi_{1} \vee \varphi_{2}\right)$, we know that $\psi_{1}$ and $\psi_{2}$ are in $\Gamma\left(\varphi_{1} \vee \varphi_{2}\right)$.
- If $\varphi$ is $x . \varphi_{1}$, then $(w, i, v) \models x . \varphi_{1}$ if and only if $\left(w, i, v\left[x \mapsto d_{i}\right]\right) \models \varphi_{1}$, by induction hypothesis, if and only if $\left(w, i, v\left[x \mapsto d_{i}\right]\right) \models \psi_{1}$ for some $\psi_{1} \in \Gamma\left(\varphi_{1}\right)$, if and only if $(w, i, v) \models x . \psi_{1}$ for some $\psi_{1} \in \Gamma\left(\varphi_{1}\right)$. By the definition of $\Gamma\left(x . \varphi_{1}\right)$, we know that $x . \psi_{1} \in$ $\Gamma\left(x . \varphi_{1}\right)$.
- If $\varphi$ is $\mathrm{F} \varphi_{1}$, then $(w, i, v) \models \mathrm{F} \varphi_{1}$ if and only if $\exists j>i$ such that $(w, j, v) \models \varphi_{1}$, by induction hypothesis, if and only if $\exists j>i$ such that $(w, j, v) \models \psi_{1}$ for some $\psi_{1} \in \Gamma\left(\varphi_{1}\right)$, if and only if $(w, i, v) \models \mathrm{F} \psi_{1}$ for some $\psi_{1} \in \Gamma\left(\varphi_{1}\right)$. By the definition of $\Gamma\left(\mathrm{F} \varphi_{1}\right)$, we know that $\mathrm{F} \psi_{1} \in \Gamma\left(\mathrm{~F} \varphi_{1}\right)$.
- If $\varphi$ is $\mathrm{X} \varphi_{1}$, then $(w, i, v) \models \mathrm{X} \varphi_{1}$ if and only if $(w, i+1, v) \models \varphi_{1}$, by induction hypothesis, if and only if $(w, i+1, v) \models \psi_{1}$ for some $\psi_{1} \in \Gamma\left(\varphi_{1}\right)$, if and only if $(w, i, v) \models \mathrm{X} \psi_{1}$ for some $\psi_{1} \in \Gamma\left(\varphi_{1}\right)$. By the definition of $\Gamma\left(\mathrm{X} \varphi_{1}\right)$, we know that $\mathrm{X} \psi_{1} \in \Gamma\left(\mathrm{X} \varphi_{1}\right)$.

By the definition of $\Gamma(\varphi)$, all formulas in it do not contain any occurrence of $\vee$. We say that an extTPTL-formula is simple if it does not contain any occurrence of $V$. Let $\psi$ be a simple extTPTL-formula. We define $\operatorname{sub}(\psi)$ to be the multiset of all subformulas of $\psi$, where two syntactically equally subformulas occurring in different positions in $\psi$ are considered as different. Furthermore, let Val be the set of all register valuations.

Definition 9. Let $w$ be a data word, $i$ a position in $w$, let $v_{0}$ be a register valuation, and let $\psi$ be a simple extTPTL-formula. A mapping $\theta: \operatorname{sub}(\psi) \mapsto(\{0, \ldots,|w|\} \times \mathrm{Val})$ is a witness mapping for $\left(w, i, v_{0}\right)$ and $\psi$, if it satisfies the following conditions:
(1) $\theta(\psi)=\left(i, v_{0}\right)$.
(2) If $\psi_{1} \wedge \psi_{2} \in \operatorname{sub}(\psi)$ and $\theta\left(\psi_{1} \wedge \psi_{2}\right)=(j, v)$, then $\theta\left(\psi_{1}\right)=(j, v)$ and $\theta\left(\psi_{2}\right)=(j, v)$.
(3) If $\mathrm{F} \psi_{1} \in \operatorname{sub}(\psi)$ and $\theta\left(\mathrm{F} \psi_{1}\right)=\left(j_{1}, v\right)$, then $\theta\left(\psi_{1}\right)=\left(j_{2}, v\right)$ for some $j_{2}>j_{1}$.
(4) If $\mathrm{X} \psi_{1} \in \operatorname{sub}(\psi)$ and $\theta\left(X \psi_{1}\right)=(j, v)$, then $\theta\left(\psi_{1}\right)=(j+1, v)$.
(5) If $x \cdot \psi_{1} \in \operatorname{sub}(\psi)$ and $\theta\left(x \cdot \psi_{1}\right)=(j, v)$, then $\theta\left(\psi_{1}\right)=\left(j, v\left[x \mapsto d_{j}\right]\right)$.
(6) If $\psi_{1} \in \operatorname{sub}(\psi)$, where $\psi_{1}$ is $T, \perp, p$ or $\neg p$, and $\theta\left(\psi_{1}\right)=(j, v)$, then $(w, j, v) \models \psi_{1}$.
(7) If $\psi_{1} \in \operatorname{sub}(\psi)$, where $\psi_{1}$ is $x \sim c$ or $\neg x \sim c$, and $\theta\left(\psi_{1}\right)=(j, v)$ then $(w, j, v) \models \psi_{1}$.

Intuitively, a witness mapping $\theta$ captures the satisfaction relation between the data word $w$ and the formula $\psi$, i.e., if $\psi_{1} \in \operatorname{sub}(\psi)$ and $\theta\left(\psi_{1}\right)=(j, v)$, then $(w, j, v) \models \psi_{1}$. The witness mapping $\theta$ is preserved under subformulas, i.e., if $\psi_{1}$ is a subformula of $\psi$ and $\theta\left(\psi_{1}\right)=\left(j, v^{\prime}\right)$, then the restriction of $\theta$ to $\operatorname{sub}\left(\psi_{1}\right)$ is also a witness mapping for $\left(w, j, v^{\prime}\right)$ and $\psi_{1}$.

Lemma 11. For every triple ( $w, i, v_{0}$ ), where $w$ is a data word, $i$ is a position in $w, v_{0}$ is a register valuation, and every simple extTPTL-formula $\psi,\left(w, i, v_{0}\right) \models \psi$ if and only if there exists a witness mapping $\theta: \operatorname{sub}(\psi) \mapsto(\{0, \ldots,|w|\} \times \vee \mathrm{Val})$ for $\left(w, i, v_{0}\right)$ and $\psi$.

Proof. If $\left(w, i, v_{0}\right) \models \psi$, then there exists a witness mapping $\theta$, as is easy to check. Conversely, suppose that there exists a witness mapping $\theta$ for $\left(w, i, v_{0}\right)$ and $\psi$, we shall show that $\left(w, i, v_{0}\right) \models \psi$. We now proceed by induction on $\psi$. The proof is easy for the cases that $\psi$ is $\top, \perp, p, \neg p, x \sim c$ or $\neg x \sim c$.

- If $\psi$ is $\psi_{1} \wedge \psi_{2}$, then $\left(w, i, v_{0}\right) \models \psi_{1} \wedge \psi_{2}$ if and only if $\left(w, i, v_{0}\right) \models \psi_{1}$ and $\left(w, i, v_{0}\right) \models \psi_{2}$. By the conditions (1) and (2) above we have $\theta\left(\psi_{1}\right)=\left(i, v_{0}\right)$ and $\theta\left(\psi_{2}\right)=\left(i, v_{0}\right)$. Note that $\theta$ is preserved under subformulas. Hence, by induction hypothesis, we can obtain $\left(w, i, v_{0}\right) \models \psi_{1}$ and $\left(w, i, v_{0}\right) \models \psi_{2}$.
- If $\psi$ is $x . \psi_{1}$, then $\left(w, i, v_{0}\right) \models x . \psi_{1}$ if and only if $\left(w, i, v_{0}\left[x \mapsto d_{i}\right]\right) \models \psi_{1}$. By the conditions (1) and (5) above we have $\theta\left(\psi_{1}\right)=\left(i, v_{0}\left[x \mapsto d_{i}\right]\right)$, and by induction hypothesis, we can obtain $\left(w, i, v_{0}\left[x \mapsto d_{i}\right]\right) \models \psi_{1}$.
- If $\psi$ is $\mathrm{F} \psi_{1}$, then $\left(w, i, v_{0}\right) \models \mathrm{F} \psi_{1}$ if and only if $\exists j>i$ such that $\left(w, j, v_{0}\right) \models \psi_{1}$. By the conditions (1) and (3) above we have $\theta\left(\psi_{1}\right)=\left(j, v_{0}\right)$ for some $j>i$, by induction hypothesis, we can obtain $\left(w, j, v_{0}\right) \models \psi_{1}$ for some $j>i$.
- If $\psi$ is $\mathrm{X} \psi_{1}$, then $\left(w, i, v_{0}\right) \models \mathrm{X} \psi_{1}$ if and only if $\left(w, i+1, v_{0}\right) \models \psi_{1}$. By the conditions (1) and (4) above we have $\theta\left(\psi_{1}\right)=\left(i+1, v_{0}\right)$, and by induction hypothesis, we can obtain $\left(w, i+1, v_{0}\right) \models \psi_{1}$.

In Theorem 11 we show that if a positive TPTL-formula is satisfiable, then it is satisfied by a finite data word. In the following we show that for a simple extTPTL-formula $\psi$, if $\psi$ is satisfiable, then it is satisfied by a data word whose length is bounded by $\|\psi\|$.

Lemma 12. Let $\psi$ be a simple extTPTL-formula. If $\psi$ is satisfiable, then it is satisfied by a data word $u$ such that $|u| \leq\|\psi\|$.

Proof. Suppose that $\psi$ is satisfiable, then there is a data word $w$ such that $w \models \psi$. By Lemma 11 , there is a witness mapping $\theta: \operatorname{sub}(\psi) \mapsto(\{0, \ldots,|w|\} \times \operatorname{Val})$ for $(w, 0, \overline{0})$ and $\psi$. Let $\pi:=i_{0}, i_{1}, \ldots, i_{n}$ be a sequence of numbers such that $i_{0}=0, i_{j}<i_{j+1}(0 \leq j<n)$, and a number $i$ is in $\pi$ if and only if there exist a formula $\phi \in \operatorname{sub}(\psi)$ and a valuation $v$ such that $\theta(\phi)=(i, v)$. Let $w_{\pi}$ be the data word $\left(P_{i_{0}}, d_{i_{0}}\right)\left(P_{i_{1}}, d_{i_{1}}\right) \cdots\left(P_{i_{n}}, d_{i_{n}}\right)$, where $\left(P_{i_{j}}, d_{i_{j}}\right)(0 \leq j \leq n)$ is the $\left(i_{j}\right)^{\text {th }}$ pair in $w$. By the definition of $\theta$, we see that the length $\left|w_{\pi}\right|$ of $w_{\pi}$ is less than or equal to the size $\|\psi\|$ of $\psi$. If we show that $\left(w_{\pi}, 0, \overline{0}\right) \models \psi$, then the lemma follows. We prove it by showing that a more general claim:

$$
\text { If } \phi \in \operatorname{sub}(\psi) \text { and } \theta(\phi)=\left(i_{j}, v\right) \text {, then }\left(w_{\pi}, j, v\right) \models \phi \text {. }
$$

We prove the claim in a bottom-up process: Suppose that it holds for all subformulas of $\phi$, we show that it also holds for $\phi$.

- If $\phi$ is $p, \neg p$ or $x \sim c$, by the definition of $\theta$, the claim holds for $\phi$.
- If $\phi$ is $\psi_{1} \wedge \psi_{2}$ and $\theta\left(\psi_{1} \wedge \psi_{2}\right)=\left(i_{j}, v\right)$, then $\theta\left(\psi_{1}\right)=\left(i_{j}, v\right)$ and $\theta\left(\psi_{2}\right)=\left(i_{j}, v\right)$. By induction, we have $\left(w_{\pi}, j, v\right) \models \psi_{1}$ and $\left(w_{\pi}, j, v\right) \models \psi_{2}$. This implies $\left(w_{\pi}, j, v\right) \models$ $\psi_{1} \wedge \psi_{2}$.
- If $\phi$ is $x \cdot \psi_{1}$ and $\theta\left(x \cdot \psi_{1}\right)=\left(i_{j}, v\right)$, then $\theta\left(\psi_{1}\right)=\left(i_{j}, v\left[x \mapsto d_{i_{j}}\right]\right)$. By induction, we have $\left(w_{\pi}, j, v\left[x \mapsto d_{i}\right]\right) \models \psi_{1}$. This implies $\left(w_{\pi}, j, v\right) \models x . \psi_{1}$.
- If $\phi$ is $\mathrm{F} \psi_{1}$ and $\theta\left(\mathrm{F} \psi_{1}\right)=\left(i_{j}, v\right)$, then $\theta\left(\psi_{1}\right)=\left(i_{j^{\prime}}, v\right)$ for some $i_{j^{\prime}}>i_{j}$. By induction, we have $\left(w_{\pi}, j^{\prime}, v\right) \models \psi_{1}$. By the definition of $\pi$, we know that $j^{\prime}>j$. Hence, we have $\left(w_{\pi}, j, v\right) \models \mathrm{F} \psi_{1}$.
- If $\phi$ is $\mathrm{X} \psi_{1}$ and $\theta\left(\mathrm{X} \psi_{1}\right)=\left(i_{j}, v\right)$, then $\theta\left(\psi_{1}\right)=\left(i_{j}+1, v\right)$. By the definition of $\pi$ we can know that $i_{j}+1=i_{j+1}$. Hence, $\theta\left(\psi_{1}\right)=\left(i_{j+1}, v\right)$. By induction, we have $\left(w_{\pi}, j+1, v\right) \models \psi_{1}$. This implies $\left(w_{\pi}, j, v\right) \models \mathrm{X} \psi_{1}$.

Corollary 7. Let $\varphi$ be an extTPTL-formula. If $\varphi$ is satisfiable, then it is satisfied by a data word $w$ such that $|u| \leq\|\varphi\|$.

Proof. If $\varphi$ is satisfiable, then by Lemma 10 , there exists a simple extTPTL-formula $\psi \in \Gamma(\varphi)$ such that $\psi$ is also satisfiable. By Lemma 12 , there is a data word $u$ such that $u \models \psi$ and $|u| \leq\|\psi\|$. By Lemma 10 again, we have $u \models \varphi$. Clearly, $|u| \leq\|\varphi\|$.

Theorem 16. For extTPTL, SAT is NP-complete.
Proof. The lower bound for this problem follows by Proposition 12. For the upper bound, we give two algorithms that can decide this problem in NP in the following.

Let $\varphi$ be an extTPTL-formula, and let $n=\|\varphi\|$. By Corollary 7 we can know that if $\varphi$ is satisfiable, then it is satisfied by a data word whose length is bounded by $n$. We define $\mathbf{P}$ to be the set of all propositions occurring in $\varphi$, and define $\mathrm{Val}^{\prime}$ to be the set of all mappings from $\left\{x_{1}, \ldots, x_{k}\right\}$ to $\left\{\tilde{d}_{0}, \ldots, \tilde{d}_{n-1}\right\}$, where $x_{1}, \ldots, x_{k}$ are all register variables occurring in $\varphi$ and $\tilde{d}_{0}, \ldots, \tilde{d}_{n-1}$ are auxiliary variables.

For technical reasons, we assume that all constraints in $\varphi$ are in positive form, i.e., the negation operator ( $\neg$ ) can only be applied to atomic propositions. Note that we can replace every $\neg(x \sim c)$ by an equivalent constraint or a disjunction of two constraints, e.g, $\neg(x<a) \equiv$ $(x \geq a), \neg(x>a) \equiv x \leq a$ and $\neg(x=a) \equiv(x>a \vee x<a)$.

## Algorithm 1:

1. Guess a formula $\psi$ in $\Gamma(\varphi)$.
2. Guess a sequence of pairs $\left(P_{0}, \tilde{d}_{0}\right)\left(P_{1}, \tilde{d}_{1}\right) \ldots\left(P_{n-1}, \tilde{d}_{n-1}\right)$, where $P_{i} \subseteq \mathbf{P}(0 \leq i<n)$.
3. Guess a mapping $\theta: \operatorname{sub}(\psi) \mapsto\left(\{0, \ldots, n-1\} \times \mathrm{Val}^{\prime}\right)$.
4. Check whether $\theta$ satisfies the conditions (1) - (6) in Definition 9 for the witness mapping, reject if no.
5. Build a set of linear inequalities $\mathscr{C}$ such that if $x \sim c \in \operatorname{sub}(\psi)$ and $\theta(x \sim c)=\left(i, v^{\prime}\right)$, where $v^{\prime}(x)=\tilde{d}_{j}$, then $\tilde{d}_{i}-\tilde{d}_{j} \sim c$ is in $\mathscr{C}$.
6. Check whether $\mathscr{C}$ has a solution on $\mathbb{N}$, accept if yes, otherwise reject.

In Step 1, guessing a formula in $\Gamma(\varphi)$ can be done in polynomial time because it amounts to select which disjunct to remove from $\varphi_{1} \vee \varphi_{2}$ for each subformula $\varphi_{1} \vee \varphi_{2}$ of $\varphi$. It is easy to check that Steps 2-5 can be done in polynomial time. Finally, we need to show that whether $\mathscr{C}$ has a solution on $\mathbb{N}$ can be checked in polynomial time. The set of linear inequalities $\mathscr{C}$ can be treated as a system of difference constraints (see Section 24.4 in [27]). By Theorem 24.9 in [27], we can use the Bellman-Ford algorithm to check whether a system of difference constraints has a feasible solution, and Bellman-Ford algorithm runs in polynomial time. If the algorithm accepts, then it means that there is a data word that satisfies $\psi$. By Lemma 10, we know that this data word also satisfies $\varphi$.

Let $C=\max \{|c| \mid x \sim c$ is a constraint in $\varphi\}$. By Proposition 6 in Chapter 3, we can know that if $\varphi$ is satisfiable, then it is satisfied by a data word whose data values are all bounded by $C \cdot\|\varphi\|$. Using this fact we give another algorithm that computes the data word directly if $\varphi$ is satisfiable. Let $\mathrm{Val}{ }^{\prime \prime}$ be the set of all mappings from $\left\{x_{1}, \ldots, x_{k}\right\}$ to $\{0, \ldots, C \cdot\|\varphi\|\}$.

## Algorithm 2:

(1) Guess a formula $\psi$ in $\Gamma(\varphi)$.
(2) Guess a data word $w:=\left(P_{0}, d_{0}\right)\left(P_{1}, d_{1}\right) \ldots\left(P_{n-1}, d_{n-1}\right)$, where $P_{i} \subseteq \mathbf{P}$ and $d_{i} \leq C \cdot\|\varphi\|$ for each $0 \leq i<n$.
(3) Guess a mapping $\theta: \operatorname{sub}(\psi) \mapsto\left(\{0, \ldots, n-1\} \times \operatorname{Val}^{\prime \prime}\right)$.
(4) Check whether $\theta$ is a witness mapping for $(w, 0, \overline{0})$ and $\psi$, accept if yes, otherwise reject.

If the algorithm accepts, then by Lemma 11 we can know that $w \models \psi$, and by Lemma 10 we have $w \models \varphi$.

Define the existential fragment of MTL (extMTL) to be the set of MTL-formulas built by following grammar:

$$
\varphi::=\top|\perp| p|\neg p| \varphi \wedge \varphi|\varphi \vee \varphi| \mathrm{X}_{I} \varphi \mid \mathrm{F}_{I} \varphi
$$

It is obvious that every extMTL-formula is equivalent to an extTPTL-formula. So we can get the following corollary.

Corollary 8. For extMTL, SAT is NP-complete.
Proof. The lower bound can be obtained by a reduction from the propositional satisfiability problem. The upper bound follows from Theorem 16.

### 4.6 Summary of satisfiability results

In this section, we give a summary of the computational complexity of satisfiability for different fragments of MTL and TPTL in Table 4.1. On finite data words, the satisfiability of most fragments of MTL and TPTL is $\Sigma_{1}^{0}$-complete. On infinite data words, the satisfiability of most fragments of MTL and TPTL is $\Sigma_{1}^{1}$-complete, whereas for the positive fragments is still $\Sigma_{1}^{0}$-complete. Additionally, for the unary fragments, the same results can also be obtained for unaTPTL where only one register variable and the F modality are allowed, and for unaMTL where at most two propositions are allowed. For the existential fragment of MTL and TPTL, satisfiability over both finite and infinite data words is NP-complete.

|  | MTL | pureMTL | unaMTL, <br> unaTPTL | posMTL, <br> posTPTL | extMTL, <br> extTPTL |
| :---: | :---: | :---: | :---: | :---: | :---: |
| .0. | $\Sigma_{1}^{0}$-complete | $\Sigma_{1}^{0}$-complete | $\Sigma_{1}^{0}$-complete | $\Sigma_{1}^{0}$-complete | NP-complete |
| ... | $\Sigma_{1}^{1}$-complete | $\Sigma_{1}^{1}$-complete | $\Sigma_{1}^{1}$-complete | $\Sigma_{1}^{0}$-complete | NP-complete |

Table 4.1 Computational complexity of satisfiability

## Chapter 5

## The path checking problems for MTL and TPTL

In this chapter, we study the complexity of path checking problems for MTL and TPTL over data words. In Section 5.1 we prove several upper complexity bounds, and in Section 5.2 we prove several lower complexity bounds. In Section 5.4, we extend these results to deterministic one-counter machines. For a logic $\mathscr{L}$ and a class of data words $\mathbf{C}$, we consider the path checking problem for $\mathscr{L}$ over $\mathbf{C}$ :

Input: A data word $w \in \mathbf{C}$ and a formula $\varphi \in \mathscr{L}$.

Output: yes if $w \models \varphi$, no otherwise.

Data words can be (i) finite or infinite, (ii) monotonic or non-monotonic, (iii) pure or nonpure, and (iv) unary encoded or binary encoded. All infinite data words in this chapter are of the form $u_{1}\left(u_{2}\right)_{+k}^{\omega}$, where $u_{1}, u_{2}$ are finite data words and $k \in \mathbb{N}$, unless explicitly stated otherwise. For complexity considerations, it makes a difference, whether the numbers $c$ in constraints $x \sim c$ are encoded in binary or unary notation, and similarly for the interval borders in MTL. We write $\mathrm{TPTL}_{u}^{r}$, $\mathrm{TPTL}_{u}$, and $\mathrm{MTL}_{u}$ (respectively, $\mathrm{TPTL}_{b}^{r}$, $\mathrm{TPTL}_{b}$, and $\mathrm{MTL}_{b}$ ) if we want to emphasize that numbers in constraints are encoded in unary (respectively, binary) notation. All upper bounds that hold for a logic $\mathscr{L}$ where constraint numbers (or interval borders) are encoded in binary notation also hold for $\mathscr{L}$ if constraint numbers (or interval borders) are given in unary notation. Conversely, all lower bounds that hold for $\mathscr{L}$ where constraint numbers (or interval borders) are encoded in unary notation also hold for $\mathscr{L}$ if constraint numbers (or interval borders) are given in binary notation.

### 5.1 The upper complexity bounds

In this section we prove our upper complexity bounds for TPTL, TPTL ${ }^{r}$ and MTL. All upper bounds that hold for infinite (respectively, binary encoded) data words also hold for finite (respectively, unary encoded) data words.

### 5.1.1 Polynomial space upper bound for TPTL

For technical reasons, we define a relative semantics for TPTL in the following.
Definition 10. Let $w$ be a data word and $i \in \mathbb{N}$ be a position in $w$, and let $\delta$ be a register valuation. The relative satisfaction relation for TPTL, denoted by $\models^{\text {rel }}$, is defined as follows:

- $(w, i, \delta) \not \models^{\text {rel }} \mathrm{T}$.
- $(w, i, \boldsymbol{\delta}) \models^{\text {rel }} p$ if and only if $p \in P_{i}$.
- $(w, i, \delta) \not \models^{\text {rel }} \neg \varphi$ if and only if $(w, i, v) \not \vDash^{\text {rel }} \varphi$.
- $(w, i, \delta) \not \models^{\text {rel }} \varphi_{1} \wedge \varphi_{2}$ if and only if $(w, i, v) \not \models^{\text {rel }} \varphi_{1}$ and $(w, i, v) \not \models^{\text {rel }} \varphi_{2}$.
- $(w, i, \delta) \not \models^{\text {rel }} \varphi_{1} \cup \varphi_{2}$ if and only if there is a position $j$ with $i<j<|w|$ such that $(w, j, \delta+$ $\left.\left(d_{j}-d_{i}\right)\right) \models^{\text {rel }} \varphi_{2}$, and for all positions $t$ with $i<t<j,\left(w, t, \delta+\left(d_{t}-d_{i}\right)\right) \models^{\text {rel }} \varphi_{1}$.
- $(w, i, \delta) \not \models^{\text {rel }} x \sim c$ if and only if $\boldsymbol{\delta}(x) \sim c$.
- $(w, i, \delta) \models^{\text {rel }} x . \varphi$ if and only if $(w, i, \delta[x \mapsto 0]) \models^{\text {rel }} \varphi$.

We say that data word $w$ satisfies formula $\varphi$ under the relative semantics, written $w \not \models^{\text {rel }} \varphi$, if $(w, 0, \tilde{0}) \models \varphi$, where $\tilde{0}$ denotes the valuation function that maps all register variables to 0 . We show below that $w \models \varphi$ if and only if $w \models{ }^{\text {rel }} \varphi$, which allows to work with the relative semantics. Its main advantage is the following: In TPTL, a constraint $x \sim c$ is true under a valuation $v$ in a position with data value $d$, if $d-v(x) \sim c$ holds. In contrast, under the relative semantics, a constraint $x \sim c$ is true under a valuation $\delta$, if $\delta(x) \sim c$ holds.

Lemma 13. Let $w$ be a data word and $d_{i}$ be the data value in position $i$, and let $\delta, v$ be two valuations. If $\delta(x)=d_{i}-v(x)$ for all register variables $x$, then for all TPTL-formulas $\varphi$, $(w, i, v) \models \varphi$ if and only if $(w, i, \delta) \not \models^{\text {rel }} \varphi$.

Proof. We prove this lemma by induction on the formula $\varphi$.

- If $\varphi$ is $\top$ or a proposition $p$, then $(w, i, v) \models \varphi$ if and only if $(w, i, \boldsymbol{\delta}) \not \models^{\text {rel }} \varphi$.
- If $\varphi$ is $\neg \varphi_{1}$, then $(w, i, v) \models \neg \varphi_{1}$ if and only if $(w, i, v) \not \models \varphi_{1}$ if and only if $(w, i, \delta) \nvdash^{\text {rel }} \varphi_{1}$ if and only if $(w, i, \delta) \not \models^{\mathrm{rel}} \neg \varphi_{1}$.
- If $\varphi$ is $\varphi_{1} \wedge \varphi_{2}$, then $(w, i, v) \models \varphi_{1} \wedge \varphi_{2}$ if and only if $(w, i, v) \models \varphi_{1}$ and $(w, i, v) \models \varphi_{2}$, if and only if $(w, i, \delta) \not \models^{\text {rel }} \varphi_{1}$ and $(w, i, \delta) \not \models^{\text {rel }} \varphi_{2}$ if and only if $(w, i, \delta) \not \models^{\text {rel }} \varphi_{1} \wedge \varphi_{2}$.
- If $\varphi=x \sim c$, then $(w, i, v) \models x \sim c$ if and only if $d_{i}-v(x) \sim c$. Since $\delta(x)=d_{i}-v(x)$, the latter holds if and only if $\delta(x) \sim c$, if and only if $(w, i, \delta) \models{ }^{\text {rel }} x \sim c$.
- If $\varphi=x . \varphi_{1}$, then $(w, i, v) \models x . \varphi_{1}$ if and only if $\left(w, i, v\left[x \mapsto d_{i}\right]\right) \models \varphi_{1}$. Since $d_{i}-v[x \mapsto$ $\left.d_{i}\right](x)=0, \delta[x \mapsto 0](x)=0$, and $\delta[x \mapsto 0](y)=d_{i}-v\left[x \mapsto d_{i}\right](y)$ for all $y \neq x$. By induction hypothesis, the latter holds if and only if $(w, i, \delta[x \mapsto 0]) \models^{\text {rel }} \varphi_{1}$, i.e., $(w, i, \delta) \models \models^{\text {rel }}$ $x . \varphi_{1}$.
- If $\varphi=\varphi_{1} \cup \varphi_{2}$, then $(w, i, v) \models \varphi_{1} \cup \varphi_{2}$ if and only if there is a position $j$ with $i<j<$ $|w|$ such that $(w, j, v) \models \varphi_{2}$ and $(w, t, v) \models \varphi_{1}$ for all positions $t$ with $i<t<j$. By induction hypothesis, this holds if and only if there is a position $j$ with $i<j<|w|$ such that $\left(w, j, \delta+\left(d_{j}-d_{i}\right)\right) \models^{\text {rel }} \varphi_{2}$ and $\left(w, t, \delta+\left(d_{t}-d_{i}\right)\right) \models^{\text {rel }} \varphi_{1}$ for all positions $t$ with $i<t<j$. This is equivalent to $(w, i, \delta) \models^{\text {rel }} \varphi_{1} \cup \varphi_{2}$.

Corollary 9. For all data words $w$ and all TPTL-formulas $\varphi$, we have $w \models \varphi$ if and only if $w \models{ }^{\text {rel }} \varphi$.

Lemma 14. Let $w$ be a data word, and let $k \in \mathbb{N}$. Then for all register valuations $v$, all TPTL-formulas $\varphi$ and all positions i in $w,(w, i, v) \models \varphi$ if and only if $\left(w_{+k}, i, v+k\right) \models \varphi$.

Proof. Given an arbitrary TPTL-formula $\varphi$, suppose $\varphi \in \operatorname{TPTL}^{r, S}$, where $r \in \mathbb{N}$ and $S \subseteq \mathbb{Z}$ is a finite set. By Lemma 6 in Chapter 3, we have $(w, i, v) \equiv \equiv_{n}^{r, S}\left(w_{+k}, i, v+k\right)$ for every valuation $v$, every $i \in \mathbb{N}$ and every $n \in \mathbb{N}$. This implies $(w, i, v) \models \varphi$ if and only if $\left(w_{+k}, i, v+k\right) \models \varphi$.

For the next two lemmas, we always assume that $u_{1}$ and $u_{2}$ are finite data words, $k \geq 0$, $w:=u_{1}\left(u_{2}\right)_{+k}^{\omega}, i \geq\left|u_{1}\right|$, and $\phi$ is a TPTL-formula.

Lemma 15. For all register valuations $\delta,(w, i, \delta) \models^{\text {rel }} \phi$ if and only if $\left(w, i+\left|u_{2}\right|, \delta\right) \models^{\text {rel }} \phi$.
Proof. Let $\delta$ be a register valuation. Define two register valuations $v, v^{\prime}$ by $v(x)=d_{i}-\delta(x)$ and $v^{\prime}(x)=v(x)+k$ for every register variable $x$. By Lemma 13 , we have $(w, i, \delta) \models^{\text {rel }} \phi$ if and only if $(w, i, v) \models \phi$, and $\left(w, i+\left|u_{2}\right|, \delta\right) \models{ }^{\text {rel }} \phi$ if and only if $\left(w, i+\left|u_{2}\right|, v^{\prime}\right) \models \phi$, since $v^{\prime}(x)=v(x)+k=d_{i}-\boldsymbol{\delta}(x)+k=d_{i+\left|u_{2}\right|}-\delta(x)$. We prove that $(w, i, v) \models \phi$ if and only
if $\left(w, i+\left|u_{2}\right|, v^{\prime}\right) \models \phi$; the lemma then follows. By Lemma $14,(w, i, v) \models \phi$ if and only if $\left(w_{+k}, i, v+k\right) \models \phi$. Since $i \geq\left|u_{1}\right|$, we have $w_{+k}[i:]=w\left[\left(i+\left|u_{2}\right|\right):\right]$. So the latter holds if and only if $\left(w, i+\left|u_{2}\right|, v^{\prime}\right) \models \phi$.

For a TPTL-formula $\phi$ and a finite data word $v$ we define:

$$
\begin{align*}
C_{\phi} & =\max \{c \in \mathbb{Z} \mid x \sim c \text { is a constraint in } \phi\}  \tag{5.1}\\
M_{v} & =\max \left\{d_{i}-d_{j} \mid d_{i} \text { and } d_{j} \text { are data values in } v\right\} \geq 0 \tag{5.2}
\end{align*}
$$

We may always assume that $C_{\phi} \geq 0$ (we can add a dummy constraint $x \geq 0$ ). Note that in the infinite data word $v_{+k}^{\omega}$, for all positions $j \geq i$ we have $d_{j}-d_{i}+M_{v} \geq 0$ (where as usual $d_{l}$ is the data value in position $l$ ).

Lemma 16. Let $\delta$ be a register valuation and define the register valuation $\delta^{\prime}$ by $\delta^{\prime}(x)=$ $\min \left\{\boldsymbol{\delta}(x), C_{\phi}+M_{u_{2}}+1\right\}$ for all $x$. For every subformula $\theta$ of $\phi$, we have $(w, i, \delta) \models^{\mathrm{rel}} \theta$ if and only if $\left(w, i, \delta^{\prime}\right) \models{ }^{\text {rel }} \theta$.

Proof. Define two register valuations $v, v^{\prime}$ by $v(x)=d_{i}-\delta(x)$ and $v^{\prime}(x)=d_{i}-\delta^{\prime}(x)$ for every register variable $x$. Let $j \geq i$. For every constraint $x \sim c$ in $\phi$, by Lemma 13, we have $(w, j, v) \models x \sim c$ if and only if $\left(w, j, d_{j}-d_{i}+\boldsymbol{\delta}\right) \models \models^{\text {rel }} x \sim c$ if and only if $\left(d_{j}-d_{i}+\boldsymbol{\delta}\right) \sim c$, and $\left(w, j, v^{\prime}\right) \models x \sim c$ if and only if $\left(w, j, d_{j}-d_{i}+\delta^{\prime}\right) \models^{\text {rel }} x \sim c$ if and only if $\left(d_{j}-d_{i}+\delta^{\prime}\right) \sim c$.

We prove that $(w, j, v) \models x \sim c$ if and only if $\left(w, j, v^{\prime}\right) \models x \sim c$, then by Lemma 6 , this lemma follows. If $\delta(x) \leq C_{\phi}+M_{u_{2}}+1$, then $\delta^{\prime}(x)=\delta(x)$. So assume $\delta(x)>C_{\phi}+M_{u_{2}}+1$, and hence $\delta^{\prime}(x)=C_{\phi}+M_{u_{2}}+1$. Then $d_{j}-d_{i}+\delta(x)>d_{j}-d_{i}+C_{\phi}+M_{u_{2}}+1 \geq C_{\phi}+1$ and $d_{j}-d_{i}+\delta^{\prime}(x)=d_{j}-d_{i}+C_{\phi}+M_{u_{2}}+1 \geq C_{\phi}+1$. This implies $\left(d_{j}-d_{i}+\delta\right) \sim c$ if and only if $\left(d_{j}-d_{i}+\delta^{\prime}\right) \sim c$ since $c \leq C_{\phi}$.

We can now prove a PSPACE upper bound for our most general path checking problem: path checking for $\mathrm{TPTL}_{b}$ over infinite binary encoded data words.

Theorem 17. Path checking for $\mathrm{TPTL}_{b}$ over infinite binary encoded data words is in PSPACE.
Proof. Fix two finite data words $u_{1}, u_{2}$, a number $k \in \mathbb{N}$ and a TPTL-formula $\psi$, and let $w=u_{1}\left(u_{2}\right)_{+k}^{\omega}$. We show that one can decide in APTIME (= PSPACE) whether $w \models \psi$ holds. We first deal with the case $k>0$ and later sketch the necessary adaptations for the (simpler) case $k=0$. Without loss of generality, we further assume $\psi$ to be in negation normal form, i.e., negations only appear in front of atomic propositions. Recall that we define $\varphi_{1} R \varphi_{2}:=$ $\neg\left(\neg \varphi_{1} \mathrm{U} \neg \varphi_{2}\right)$. So we can use the release operator R to translate a TPTL-formula into negation normal form. Define $C:=C_{\psi}$ and $M:=M_{u_{2}}$ by (5.1) and (5.2).

The non-trivial cases in our alternating polynomial time algorithm are the ones for the formulas of form $\varphi_{1} \cup \varphi_{2}$ and $\varphi_{1} R \varphi_{2}$. Consider a position $i$ and a register valuation $\delta$. We have $(w, i, \delta) \not \models{ }^{\mathrm{rel}} \varphi_{1} \cup \varphi_{2}$ if and only if there exists $j>i$ such that $\left(w, j, \delta+d_{j}-d_{i}\right) \models \models^{\mathrm{rel}} \varphi_{2}$ and for all $i<t<j,\left(w, t, \delta+d_{t}-d_{i}\right) \models^{\text {rel }} \varphi_{1}$. Because $w$ is an infinite word, $j$ could be arbitrarily large. Our first goal is to derive a bound on $j$. Suppose that $0 \leq i \leq\left|u_{1}\right|+\left|u_{2}\right|-1$; this is no restriction by Lemma 15. Define

$$
\begin{align*}
m_{\delta} & =\min \{\delta(x) \mid x \text { is a register variable in } \psi\},  \tag{5.3}\\
m_{1} & =\max \left\{d_{i}-d_{j} \mid d_{i} \text { and } d_{j} \text { are data values in } u_{1} u_{2}\right\} \text { and }  \tag{5.4}\\
m_{2} & =\min \left\{d \mid d \text { is a data value in } u_{2}\right\} . \tag{5.5}
\end{align*}
$$

Let $n \geq 2$ be the minimal number such that $m_{\delta}+m_{2}+(n-1) k-d_{i} \geq C+M+1$, i.e. (here we assume $k>0$ ),

$$
\begin{equation*}
n=\max \left\{2,\left\lceil\frac{C+M+1+d_{i}-m_{\delta}-m_{2}}{k}\right\rceil+1\right\} . \tag{5.6}
\end{equation*}
$$

Let $h \geq\left|u_{1}\right|+(n-1)\left|u_{2}\right|$, then for every register variable $x$ from $\psi$ we have

$$
\delta(x)+d_{h}-d_{i} \geq m_{\delta}+d_{h}-d_{i} \geq m_{\delta}+m_{2}+(n-1) k-d_{i} \geq C+M+1 .
$$

By Lemmas 15 and 16, for every $h \geq\left|u_{1}\right|+(n-1)\left|u_{2}\right|$ we have

$$
\left(w, h, \delta+d_{h}-d_{i}\right) \models^{\text {rel }} \varphi_{2} \Leftrightarrow\left(w, h+\left|u_{2}\right|, \delta+d_{h+\left|u_{2}\right|}-d_{i}\right) \models^{\text {rel }} \varphi_{2} .
$$

Therefore, the position $j$ witnessing $\left(w, j, \delta+d_{j}-d_{i}\right) \models^{\text {rel }} \varphi_{2}$ can be bounded by $\left|u_{1}\right|+n\left|u_{2}\right|$. Similarly, we can get the same result for $\varphi_{1} R \varphi_{2}$.

We sketch an alternating Turing machine TM that, given a $\mathrm{TPTL}_{b}$-formula $\psi$ and a data word $w$, has an accepting run if and only if $w \models \psi$. The machine TM first computes and stores the value $C+M+1$. In every configuration, TM stores a triple $(i, \delta, \varphi)$, where $i$ is a position in the data word, $\delta$ is a register valuation (with respect to the relative semantics), and $\varphi$ is a subformula of $\psi$. By Lemma 15 , we can restrict $i$ to the interval $\left[0,\left|u_{1}\right|+\left|u_{2}\right|-1\right]$, and by Lemma 16, we can restrict the range of $\delta$ to the interval $\left[-m_{1}, \max \left\{m_{1}, C+M+1\right\}\right]$. The machine TM starts with the triple $(0, \tilde{0}, \psi)$, where $\tilde{0}(x)=0$ for each register variable $x$. Then, TM branches according to the following rules, where we define the function $\rho: \mathbb{N} \rightarrow$ $\left[0,\left|u_{1}\right|+\left|u_{2}\right|-1\right]$ by

$$
\rho(z)= \begin{cases}z & \text { if } z<\left|u_{1}\right|, \\ \left(\left(z-\left|u_{1}\right|\right) \bmod \left|u_{2}\right|\right)+\left|u_{1}\right| & \text { otherwise } .\end{cases}
$$

If $\varphi$ is of the form $\top, \perp, p, \neg p$, or $x \sim c$, then accept if $(w, i, \delta) \models^{\text {rel }} \varphi$, and reject otherwise.
If $\varphi=\varphi_{1} \wedge \varphi_{2}$, then branch universally to $\left(i, \delta, \varphi_{1}\right)$ and $\left(i, \delta, \varphi_{2}\right)$.
If $\varphi=\varphi_{1} \vee \varphi_{2}$, then branch existentially to $\left(i, \delta, \varphi_{1}\right)$ and $\left(i, \delta, \varphi_{2}\right)$.
If $\varphi=x . \varphi_{1}$, then go to $\left(i, \delta[x \mapsto 0], \varphi_{1}\right)$.
If $\varphi=\varphi_{1} \cup \varphi_{2}$, then first compute the value $n$ according to (5.3), (5.5), and (5.6), and then branch existentially to each value $j \in\left[i+1,\left|u_{1}\right|+n\left|u_{2}\right|\right]$, and finally branch universally to each triple from $\left\{\left(\rho(t), \delta_{t}, \varphi_{1}\right) \mid i<t<j\right\} \cup\left\{\left(\rho(j), \delta_{j}, \varphi_{2}\right)\right\}$, where for all register variables $x$ in $\psi$ :

$$
\begin{aligned}
& \delta_{j}(x)= \begin{cases}\min \left\{\delta(x)+d_{j}-d_{i}, C+M+1\right\} & \text { if } j \geq\left|u_{1}\right|, \\
\delta(x)+d_{j}-d_{i} & \text { otherwise },\end{cases} \\
& \delta_{t}(x)= \begin{cases}\min \left\{\delta(x)+d_{t}-d_{i}, C+M+1\right\} & \text { if } t \geq\left|u_{1}\right|, \\
\delta(x)+d_{t}-d_{i} & \text { otherwise } .\end{cases}
\end{aligned}
$$

If $\varphi=\varphi_{1} \mathrm{R} \varphi_{2}$, then first compute the value $n$ according to (5.3), (5.5), and (5.6) and then branch existentially to the following two alternatives:

- Branch universally to all triples from $\left\{\left(\rho(j), \delta_{j}, \varphi_{2}\right)\left|i<j \leq\left|u_{1}\right|+n\right| u_{2} \mid\right\}$, where

$$
\delta_{j}(x)= \begin{cases}\min \left\{\delta(x)+d_{j}-d_{i}, C+M+1\right\} & \text { if } j \geq\left|u_{1}\right|, \\ \delta(x)+d_{j}-d_{i} & \text { otherwise }\end{cases}
$$

- Branch existentially to each value $j \in\left[i+1,\left|u_{1}\right|+n\left|u_{2}\right|\right]$, and then branch universally to all triples from $\left\{\left(\rho(t), \delta_{t}, \varphi_{2}\right) \mid i<t \leq j\right\} \cup\left\{\left(\rho(j), \delta_{j}, \varphi_{1}\right)\right\}$, where for all register variables $x$ in $\psi$ :

$$
\begin{aligned}
& \delta_{j}(x)= \begin{cases}\min \left\{\delta(x)+d_{j}-d_{i}, C+M+1\right\} & \text { if } j \geq\left|u_{1}\right|, \\
\delta(x)+d_{j}-d_{i} & \text { otherwise },\end{cases} \\
& \delta_{t}(x)= \begin{cases}\min \left\{\delta(x)+d_{t}-d_{i}, C+M+1\right\} & \text { if } t \geq\left|u_{1}\right|, \\
\delta(x)+d_{t}-d_{i} & \text { otherwise } .\end{cases}
\end{aligned}
$$

The machine TM clearly works in polynomial time.
Let us briefly discuss the necessary changes for the case $k=0$ (i.e., $\left.w=u_{1}\left(u_{2}\right)^{\omega}\right)$. The main difficulty in the above algorithm is to find the upper bound of the witnessing position $j$ for the formulas $\varphi_{1} \cup \varphi_{2}$ and $\varphi_{1} R \varphi_{2}$. If $k=0$, then it is easily seen that for all positions $i \geq\left|u_{1}\right|$, formulas $\varphi$ and valuations $v,(w, i, v) \models \varphi$ if and only if $\left(w, i+\left|u_{2}\right|, v\right) \models \varphi$. We see at once that the witnessing position $j$ can be bounded by $\left|u_{1}\right|+2\left|u_{2}\right|$. It is straightforward to implement the necessary changes in the above algorithm.

It is easy to adapt the proof in the above theorem to finite data words. We have the following theorem.

Theorem 18. Path checking for $\mathrm{TPTL}_{b}$ over finite data words is in PSPACE.

### 5.1.2 Polynomial time upper bound for TPTL ${ }^{\text {r }}$

In this subsection, we consider the complexity of path checking for the logic $\operatorname{TPTL}^{r}(r \in \mathbb{N})$, which is a fragment of TPTL where the number of register variables is bounded by $r$.

In Theorem 17, we show that path checking for $\mathrm{TPTL}_{b}$ over infinite binary encoded data words is in PSPACE. For TPTL ${ }^{r}$, if all input numbers are encoded in unary notation, then we can show that the path checking problem is in P .

Theorem 19. For every fixed $r \in \mathbb{N}$, path checking for $\mathrm{TPTL}_{u}^{r}$ over infinite unary encoded data words is in P .

Proof. In the algorithm from the proof of Theorem 17, if all numbers are given in unary, then the numbers $C+M+1, m_{1}, m_{2}$ and $n$ can be computed in logarithmic space and are bounded polynomially in the input size. Moreover, a configuration triple $(i, \delta, \varphi)$ needs only logarithmic space: Clearly, the position $i \in\left[0,\left|u_{1}\right|+\left|u_{2}\right|-1\right]$ and the subformula $\varphi$ only need logarithmic space. The valuation $\delta$ is an $r$-tuple over $\left[-m_{1}, \max \left\{m_{1}, C+M+1\right\}\right]$ and hence needs logarithmic space too, since $r$ is a constant. Hence, the alternating machine from the proof of Theorem 17 works in logarithmic space. The theorem follows, since ALOGSPACE $=$ P.

Later (see Theorem 31), we will see that path checking for $\mathrm{TPTL}_{u}^{2}$ over infinite binary encoded data words is PSPACE-complete. Hence, we cannot (unless $P=$ PSPACE) extend Theorem 19 to infinite binary encoded data words. But if we consider infinite binary encoded monotonic data words, then we can do so. Actually, a condition slightly weaker than monotonicity suffices. We define quasi-monotonic data words in the following. Recall that we use $\min (u)$ and $\max (u)$ to denote the minimal data value and the maximal data value in the data word $u$, respectively.

Definition 11. Let $u_{1}$ and $u_{2}$ be two finite data words, and let $k \in \mathbb{N}$. The infinite data word $u_{1}\left(u_{2}\right)_{+k}^{\omega}$ is quasi-monotonic if $\max \left(u_{1}\right) \leq \max \left(u_{2}\right) \leq \min \left(u_{2}\right)+k$.

Note that if $u_{1}\left(u_{2}\right)_{+k}^{\omega}$ is monotonic, then $u_{1}\left(u_{2}\right)_{+k}^{\omega}$ is also quasi-monotonic.
Theorem 20. For every fixed $r \in \mathbb{N}$, path checking for $\mathrm{TPTL}_{u}^{r}$ over infinite binary encoded quasi-monotonic data words is in P .

Proof. Let $\psi$ be a TPTL ${ }_{u}^{r}$-formula, $k \in \mathbb{N}$, and $u_{1}, u_{2}$ two finite data words such that $u_{1}\left(u_{2}\right)_{+k}^{\omega}$ is quasi-monotonic. We construct in polynomial time two unary encoded finite data words $v_{1}, v_{2}$ and a number $l \in \mathbb{N}$ encoded in unary notation such that $u_{1}\left(u_{2}\right)_{+k}^{\omega} \models \psi$ if and only if $v_{1}\left(v_{2}\right)_{+l}^{\omega} \models \psi$. Then we can apply Theorem 19.

Define $S=\{c \mid x \sim c$ is a constraint in $\psi\}$ and $C=\max \{|c| \mid c \in S\}$. Suppose that $\left|u_{1} u_{2}\right|=$ $n$. Let $a_{1}, \ldots, a_{n}$ be an enumeration of all data values in $u_{1} u_{2}$ such that $a_{j} \leq a_{j+1}$ for all $1 \leq j<n$. For each $1<i \leq n$, define $\delta_{i}=d_{i}-d_{i-1}$. We define a new sequence $b_{1}, \ldots, b_{n}$ inductively as follows: $b_{1}=0$ and for all $1<i \leq n$,

$$
b_{i}= \begin{cases}b_{i-1}+\delta_{i} & \text { if } \delta_{i} \leq C \\ b_{i-1}+C+1 & \text { if } \delta_{i}>C\end{cases}
$$

We obtain the new data words $v_{1}$ and $v_{2}$ by replacing in $u_{1}$ and $u_{2}$ every data value $a_{i}$ by $b_{i}(1 \leq i \leq n)$. Note that $b_{n} \leq(C+1) \cdot(n-1)$. Since $C$ is given in unary notation, we can compute in polynomial time the unary encodings of the numbers $b_{1}, \ldots, b_{n}$.

To define the number $l$, note that $\delta=\min \left(u_{2}\right)+k-\max \left(u_{2}\right)$ is the difference between the smallest data value in $\left(u_{2}\right)_{+k}$ and the largest data value in $u_{2}$ (which is also the largest data value of $u_{1} u_{2}$ ). Since $u_{1}\left(u_{2}\right)_{+k}^{\omega}$ is quasi-monotonic, we have $\delta \geq 0$. We define the number $l$ as

$$
l= \begin{cases}\max \left(v_{2}\right)-\min \left(v_{2}\right)+\delta & \text { if } \delta \leq C \\ \max \left(v_{2}\right)-\min \left(v_{2}\right)+C+1 & \text { if } \delta>C\end{cases}
$$

Again, the unary encoding of $l$ can be computed in polynomial time. Let $d_{i}$ (respectively, $d_{i}^{\prime}$ ) be the data value in the $i^{\text {th }}$ position of $u_{1}\left(u_{2}\right)_{+k}^{\omega}$ (respectively, $\left.v_{1}\left(v_{2}\right)_{+l}^{\omega}\right)$. Similar to the proof of Proposition 6 in Chapter 3, we have $d_{j_{2}}-d_{j_{1}} \stackrel{S}{=} d_{j_{2}}^{\prime}-d_{j_{1}}^{\prime}$ for any $j_{1}, j_{2}$ such that $0 \leq j_{1}<j_{2}$. By Lemma 6, this implies that $u_{1}\left(u_{2}\right)_{+k}^{\omega} \models \psi$ if and only if $v_{1}\left(v_{2}\right)_{+l}^{\omega} \models \psi$. Applying Theorem 19, we can check whether $v_{1}\left(v_{2}\right)_{+l}^{\omega} \models \psi$ holds in polynomial time.

For finite data words, we obtain a polynomial time algorithm also for binary encoded nonmonotonic data words (assuming again a fixed number of register variables):

Theorem 21. For every fixed $r \in \mathbb{N}$, path checking for $\mathrm{TPTL}_{b}^{r}$ over finite binary encoded data words is in P .

Proof. Let the input data word $w$ be of length $n$ and let $d_{1}, \ldots, d_{n}$ be the data values appearing in $w$. Moreover, let $x_{1}, \ldots, x_{r}$ be the register variables appearing in the input formula $\psi$. Then, we only have to consider the $n^{r}$ many valuation mappings $\delta:\left\{x_{1}, \ldots, x_{r}\right\} \rightarrow\left\{d_{1}, \ldots, d_{n}\right\}$. For each of these mappings $\delta$, every subformula $\varphi$ of $\psi$, and every position $i$ in $w$ we check whether $(w, i, \delta) \models \varphi$. This information is computed bottom-up (with respect to the structure of $\psi$ ) in the usual way.

For infinite data words, we have to reduce the number of register variables to one in order to get a polynomial time complexity for binary encoded non-monotonic data words. First we prove several lemmas in the following.

Let $\varphi$ be a TPTL-formula. We say that a register variable $x$ occurs free in $\varphi$ if there exists a occurrence of $x$ in $\varphi$ is not within the scope of the corresponding freeze quantifier. A TPTLformula $\varphi$ is closed if there are no free register variables in $\varphi$. We show that when checking the satisfiability of a formula over a data word only the values for free register variables matter in the following.

Lemma 17. Let $w$ be a data word and $i$ be a position in $w$. For all TPTL-formulas $\varphi$ and register valuations $v_{1}$ and $\nu_{2}$, if $v_{1}(x)=v_{2}(x)$ for every register variable $x$ that occurs free in $\varphi$, then $\left(w, i, v_{1}\right) \models \varphi$ if and only if $\left(w, i, v_{2}\right) \models \varphi$.

Proof. We prove this lemma by induction on $\varphi$. The proof for the cases that $\varphi$ is $\top, p, \neg \varphi_{1}$ or $\varphi_{1} \wedge \varphi_{2}$ is easy. We only give the proof for the other cases.

- If $\varphi$ is $x \sim c$, then $\left(w, i, v_{1}\right) \models x \sim c$ if and only if $d_{i}-v_{1}(x) \sim c$. Since $v_{1}$ and $v_{2}$ coincide on free register variables in $\varphi$, the latter holds if and only if $d_{i}-v_{2}(x) \sim c$ if and only if $\left(w, i, v_{2}\right) \models x \sim c$.
- If $\varphi$ is $x . \varphi_{1}$, then $\left(w, i, v_{1}\right) \models x . \varphi_{1}$ if and only if $\left(w, i, v_{1}\left[x \mapsto d_{i}\right]\right) \models \varphi_{1}$. Note that $v_{1}[x \mapsto$ $\left.d_{i}\right]$ and $v_{2}\left[x \mapsto d_{i}\right]$ again satisfy the premise of the lemma, by induction hypothesis, the latter holds if and only if $\left(w, i, v_{2}\left[x \mapsto d_{i}\right]\right) \models \varphi_{1}$ if and only if $\left(w, i, v_{2}\right) \models x . \varphi_{1}$.
- If $\varphi$ is $\varphi_{1} \cup \varphi_{2}$, then $\left(w, i, v_{1}\right) \models \varphi_{1} \cup \varphi_{2}$ if and only if there is a position $j$ with $i<j<$ $|w|$ such that $\left(w, j, v_{1}\right) \models \varphi_{2}$, and $\left(w, t, v_{1}\right) \models \varphi_{1}$ for all positions $t$ with $i<t<j$. By induction hypothesis this holds, if and only if there is a position $j$ with $i<j<|w|$ such that $\left(w, j, v_{2}\right) \models \varphi_{2}$, and $\left(w, t, v_{2}\right) \models \varphi_{1}$ for all positions $t$ with $i<t<j$. This is equivalent to $\left(w, i, v_{2}\right) \models \varphi_{1} \cup \varphi_{2}$.

Corollary 10. Let w be a data word and $i$ be a position in $w$, and let $\varphi$ be a closed TPTLformula. Then for all register valuations $v_{1}$ and $v_{2},\left(w, i, v_{1}\right) \models \varphi$ if and only if $\left(w, i, v_{2}\right) \models \varphi$.

Lemma 18. The following problem belongs to P (in fact, to $\mathrm{AC}^{1}(\operatorname{LogDCFL})$ ):
Input: An LTL-formula $\psi$, finite words $u_{1}, u_{2}, \ldots, u_{l}, u_{l+1}$ and numbers $N_{1}, \ldots, N_{l} \in \mathbb{N}$ that are encoded in binary notation.

Question: Does $u_{1}^{N_{1}} u_{2}^{N_{2}} \cdots u_{l}^{N_{l}} u_{l+1}^{\omega} \models \psi$ hold ?
Proof. The crucial point is that for all finite words $u, v$, every infinite word $w$ and every number $N \geq\|\psi\|$ where $\|\psi\|$ is the number of all symbols in $\psi$, we have $u v^{N} w \models \psi$ if and only if $u v^{\|\psi\|} \|_{w} \models \psi$. This can be shown by using the Ehrenfeucht-Fraïssé game for LTL from [37]. It is similar to the EF-game for MTL where we do not need to consider the data values. Let us briefly explain this game. Let $w_{0}, w_{1}$ be two infinite words. A game configuration is a pair of positions $\left(i_{0}, i_{1}\right) \in \mathbb{N} \times \mathbb{N}$, where $i_{0}$ is a position in $w_{0}$ and $i_{1}$ is a position in $w_{1}$. The game is played by two players: Spoiler and Duplicator. In each round, Spoiler chooses an index $a \in\{0,1\}$ and a position $j_{a}>i_{a}$. Then Duplicator has to respond with a position $j_{1-a}>i_{1-a}$. Then Spoiler chooses between one of the following two options:

- The new configuration becomes $\left(j_{0}, j_{1}\right)$.
- Spoiler chooses a position $i_{1-a}<j_{1-a}^{\prime}<j_{1-a}$, then Duplicator has to respond with a position $i_{a}<j_{a}^{\prime}<j_{a}$, and the new configuration becomes $\left(j_{0}^{\prime}, j_{1}^{\prime}\right)$.

Duplicator wins the 0-round EF-game from configuration $\left(i_{0}, i_{1}\right)$ if $w_{0}\left[i_{0}\right]=w_{1}\left[i_{1}\right]$. Duplicator wins the $(k+1)$-round EF-game $(k \geq 0)$ from configuration $\left(i_{0}, i_{1}\right)$ if $w_{0}\left[i_{0}\right]=w_{1}\left[i_{1}\right]$, and for every choice of moves of Spoiler in the first round, Duplicator wins the $k$-round EF-game from the successor configuration $\left(j_{0}, j_{1}\right)$ (or $\left(j_{0}^{\prime}, j_{1}^{\prime}\right)$ ). It was shown in [37] that Duplicator wins the $k$-round EF-game from position $(0,0)$ if and only if for every LTL-formula $\varphi$ whose until rank is at most $k$, we have $w_{0} \models \varphi$ if and only if $w_{1} \models \varphi$.

Now assume that $w_{0}=u \nu^{m_{0}} w$ and $w_{1}=u \nu^{m_{1}} w$, where $m_{0}, m_{1} \geq k$, and $u, v$ are finite words, and $w$ is an infinite word. It is then obvious that Duplicator can win the $k$-round EF-game starting from position $(0,0)$. The point is that Duplicator can enforce that after the first round the new configuration $\left(i_{0}, i_{1}\right)$ satisfies one of the following two conditions:

- $w_{0}\left[i_{0}:\right]=w_{1}\left[i_{1}:\right]$, which implies that Duplicator can win for every number of rounds starting from $\left(i_{0}, i_{1}\right)$.
- $w_{0}\left[i_{0}:\right]$ (respectively, $\left.w_{1}\left[i_{1}:\right]\right)$ has the form $u^{\prime} v^{n_{0}} w$ (respectively, $u^{\prime} v^{n_{1}} w$ ), where $n_{0}, n_{1} \geq$ $k-1$. Hence, by induction Duplicator can win the ( $k-1$ )-round EF-game from configuration $\left(i_{0}, i_{1}\right)$.

Hence, $u v^{m_{0}} w$ and $u v^{m_{1}} w$ satisfy the same LTL-formulas whose until rank is at most $k$. It follows that two infinite words $u_{1}^{m_{1}} u_{2}^{m_{2}} \cdots u_{l}^{m_{l}} u_{l+1}^{\omega}$ and $u_{1}^{n_{1}} u_{2}^{n_{2}} \cdots u_{l}^{n_{l}} u_{l+1}^{\omega}$ satisfy the same LTLformulas whose until rank is at most $k$ if all $m_{i}, n_{i}(1 \leq i \leq l)$ are at least $k$.

Now, the proof of the lemma is obvious. We can replace the binary encoded exponents $N_{i}$ in the word $u_{1}^{N_{1}} u_{2}^{N_{2}} \cdots u_{l}^{N_{l}} u_{l+1}^{\omega}$ by numbers $N_{i}^{\prime}=\min \left\{N_{i},\|\psi\|\right\}(1 \leq i \leq l)$. By Theorem 3.6 of [59], infinite path checking for LTL can be reduced to finite path checking for LTL. And finite path checking for LTL is in $\mathrm{AC}^{1}$ (LogDCFL) [55]. So checking whether $u_{1}^{n_{1}} u_{2}^{n_{2}} \cdots u_{l}^{n_{l}} u_{l+1}^{\omega} \models \psi$ is in $\mathrm{AC}^{1}$ (LogDCFL).

Remark 4. One can generalize Lemma 18 to so called exponential expressions of constant exponentiation depth. Let $\mathbf{P}$ be a finite set of atomic propositions. Exponential expressions are inductively defined as follows:

- Every $P \subseteq \mathbf{P}$ is an exponential expression.
- If $e_{1}$ and $e_{2}$ are exponential expressions, then $e_{1} \cdot e_{2}$ is an exponential expression.
- If $e$ is an exponential expression and $n \geq 1$, then $e^{n}$ is an exponential expression.

In the last point, $e^{n}$ has to be viewed as a formal expression, encoded for instance by the pair $(e, n)$. The number $n$ is assumed to be binary encoded. The length of an exponential expression is defined inductively by (i) $|P|=1$, (ii) $\left|e_{1} \cdot e_{2}\right|=\left|e_{1}\right|+\left|e_{2}\right|$, and (iii) $\left|e^{n}\right|=|e|+\left\lceil\log _{2} n\right\rceil$. The exponentiation depth $d(e)$ of $e$ is defined inductively by (i) $d(P)=0$, (ii) $d\left(e_{1} \cdot e_{2}\right)=$ $\max \left\{d\left(e_{1}\right), d\left(e_{2}\right)\right\}$, and (iii) $d\left(e^{n}\right)=d(e)+1$. Every exponential expression produces a word $\operatorname{val}(e)$ in the obvious way. The length of this word can be exponential in the length of $e$.

The exponential expressions appearing in Lemma 18 have exponentiation depth 1. But the proof works for exponential expressions of exponentiation depth at most $d$ for every fixed constant $d$. Hence, path checking for LTL is in $\mathrm{AC}^{1}(\log D C F L)$ if the input word is given by an exponential expression of bounded exponentiation depth. This is interesting since by Theorem 5.1 of [59] it was shown that path checking for LTL becomes PSPACE-complete if the input word is represented by a straight-line context-free grammar, i.e., a context-free grammar that produces exactly one string. Every exponential expression can be converted in logarithmic space into an equivalent straight-line context-free grammar. This leaves the question whether path checking for LTL is below PSPACE if the input word is given by an exponential expressions of unbounded exponentiation depth.

Lemma 19. The following problem belongs to P (in fact, to $\mathrm{AC}^{1}(\operatorname{LogDCFL})$ ):
Input: $A \mathrm{TPTL}_{b}$-formula $\psi$, which only contains free register variables, and an infinite binary encoded data word $u_{1}\left(u_{2}\right)_{+k}^{\omega}$.

Question: Does $u_{1}\left(u_{2}\right)_{+k}^{\omega} \models \psi$ hold?
Proof. Let $w=u_{1}\left(u_{2}\right)_{+k}^{\omega}$. We reduce the question, whether $w \models \psi$ in logarithmic space to an instance of the succinct LTL path checking problem from Lemma 18. Let $n_{1}=\left|u_{1}\right|$ and $n_{2}=\left|u_{2}\right|$. We can assume that only one register variable $x$ appears in $\psi$ (since we do not use the freeze quantifier in $\psi$ all register variables remain at the initial value $d_{0}$ ).

In order to construct an LTL-formula from $\psi$, it remains to eliminate occurrences of constraints $x \sim c$ in $\psi$. We can assume that all constraints are of the form $x<c$ or $x>c$. Let $x \sim_{1}$ $c_{1}, \ldots, x \sim_{m} c_{m}$ be a list of all constraints that appear in $\psi$. We introduce for every $1 \leq j \leq m$ a new atomic proposition $p_{j}$ and let $\mathbf{P}^{\prime}=\mathbf{P} \cup\left\{p_{1}, \ldots, p_{m}\right\}$, where $\mathbf{P}$ is the set of atomic propositions occurring in $\psi$. Let $\psi^{\prime}$ be obtained from $\psi$ by replacing every occurrence of $x \sim_{j} c_{j}$ by $p_{j}$, and let $w^{\prime} \in\left(2^{\mathbf{P}^{\prime}}\right)^{\omega}$ be the infinite word such that $w^{\prime}[i]=P_{i} \cup\left\{p_{j} \mid 1 \leq j \leq m, d_{i}-d_{0} \sim_{j} c_{j}\right\}$. Clearly $w \models \psi$ if and only if $w^{\prime} \models \psi^{\prime}$. We will show that the word $w^{\prime}$ can be written in the form considered in Lemma 18.

First of all, we can write $w^{\prime}$ as $w^{\prime}=u_{1}^{\prime} u_{2,0}^{\prime} u_{2,1}^{\prime} u_{2,2}^{\prime} \cdots$, where $\left|u_{1}^{\prime}\right|=n_{1}$ and $\left|u_{2, z}^{\prime}\right|=n_{2}$. The word $u_{1}^{\prime}$ can be computed in logarithmic space by evaluating all constraints in all positions of $u_{1}$. Moreover, every word $u_{2, z}^{\prime}$ is obtained from $u_{2}$ (without the data values) by adding the new propositions $p_{j}$ at the appropriate positions. Consider the equivalence relation $\equiv$ on $\mathbb{N}$ such that $a \equiv b$ if and only if $u_{2, a}^{\prime}=u_{2, b}^{\prime}$. The crucial observations are that (i) every equivalence class of $\equiv$ is an interval (let us call these intervals $\equiv$-intervals), and (ii) the index of $\equiv$ is bounded by $1+n_{2} \cdot m$ (one plus length of $u_{2}$ times number of constraints). To see this, consider a position $0 \leq i \leq n_{2}-1$ in the word $u_{2}$ and a constraint $x \sim_{j} c_{j}(1 \leq j \leq m)$. Then, the truth value of "proposition $p_{j}$ is present at the $i^{\text {th }}$ position of $u_{2, z}^{\prime}$ " switches (from true to false or from false to true) at most once when $z$ grows. The reason for this is that the data value in position $n_{1}+i+n_{2} \cdot z$ is $d_{n_{1}+i+n_{2} \cdot z}=d_{n_{1}+i}+k \cdot z$ for $z \geq 0$, i.e., it grows monotonically with $z$. Hence, the truth value of $d_{n_{1}+i}+k \cdot z-d_{0} \sim_{j} c_{j}$ switches at most once, when $z$ grows. So, we get at most $n_{2} \cdot m$ many "switching points" in $\mathbb{N}$ which produce at most $1+n_{2} \cdot m$ many intervals.

Let $I_{1}, \ldots, I_{l}$ be a list of all $\equiv$-intervals, where $a<b$ whenever $a \in I_{i}, b \in I_{j}$ and $i<j$ (note that $I_{l}$ must be infinite). The borders of these intervals can be computed in logarithmic space using basic arithmetic on binary encoded numbers. Recall that all arithmetical operations (addition, subtraction, multiplication and division with remainder) can be carried out in logarithmic space on binary encoded numbers [46]. Hence, we can compute in logarithmic
space the size $N_{i}=\left|I_{i}\right|$ of the $i^{\text {th }}$ interval, where $N_{l}=\omega$. Also, for every $1 \leq i \leq l$ we can compute in logarithmic space the unique word $v_{i}$ such that $v_{i}=u_{2, a}^{\prime}$ for all $a \in I_{i}$. Finally, we have $w^{\prime}=u_{1}^{\prime} \nu_{1}^{N_{1}} \cdots v_{l}^{N_{l}}$. We are now in the position to apply Lemma 18.

We now come to the path checking for TPTL ${ }^{1}$ over infinite data words.
Theorem 22. Path checking for $\mathrm{TPTL}_{b}^{1}$ over infinite binary encoded data words is in P .
Proof. Given a $\operatorname{TPTL}_{b}^{1}$-formula $\psi$, finite binary encoded data words $u_{1}, u_{2}$, and binary encoded number $k \in \mathbb{N}$. Let $w=u_{1}\left(u_{2}\right)_{+k}^{\omega}$. We give two proofs to show that how to check in polynomial time whether $w \models \psi$ holds in the following. The first one (\# 1) is based on Lemmas 17, 18 and 19. The second one (\#2) is an algorithm-based proof which decides this problem directly.
\# 1: For a closed formula $\varphi$, by Corollary 10 , we can write $(w, i) \models \varphi$ for $(w, i, v) \models \varphi$, where $v$ is an arbitrary register valuation. By Lemma 14, we can get the following claim:

Claim 1: If $\varphi$ is closed and $i \geq\left|u_{1}\right|$, then $(w, i) \models \varphi$ if and only if $\left(w, i+\left|u_{2}\right|\right) \models \varphi$.

Let $n=\left|u_{1}\right|+\left|u_{2}\right|$. It suffices to compute for every (necessarily closed) subformula $x . \varphi$ of $\psi$ the set of all positions $i \in[0, n-1]$ such that $(w, i) \models x . \varphi$, or equivalently $w[i:] \models \varphi$. We do this in a bottom-up process. Consider a subformula $x . \varphi$ of $\psi$ and a position $i \in[0, n-1]$. We have to check whether $w[i:] \models \varphi$. Let $x . \varphi_{1}, \ldots, x . \varphi_{l}$ be a list of all subformulas of $\varphi$ that are not in the scope of another freeze quantifier within $\varphi$. We can assume that for every $1 \leq s \leq l$ we have already determined the set of positions $j \in[0, n-1]$ such that $(w, j) \models x . \varphi_{s}$. We can therefore replace every subformula $x . \varphi_{s}$ of $\varphi$ by a new atomic proposition $p_{s}$ and add in the data words $u_{1}$ (respectively, $u_{2}$ ) the proposition $p_{s}$ to all positions $j_{1}$ (respectively, $j_{2}$ ) such that $\left(w, j_{1}\right) \models x . \varphi_{s}$ (respectively, $\left.\left(w,\left|u_{1}\right|+j_{2}\right) \models x . \varphi_{s}\right)$, where $j_{1} \in\left[0,\left|u_{1}\right|-1\right]$ and $j_{2} \in\left[0,\left|u_{2}\right|-1\right]$. Here, we make use of Claim 1. We denote the resulting formula and the resulting data word with $\varphi^{\prime}$ and $w^{\prime}=u_{1}^{\prime}\left(u_{2}^{\prime}\right)_{+k}^{\omega}$, respectively. Next, it is easy to compute from $u_{1}^{\prime}$ and $u_{2}^{\prime}$ new finite data words $v_{1}$ and $v_{2}$ such that $v_{1}\left(v_{2}\right)_{+k}^{\omega}=w^{\prime}[i:]$ : If $i<\left|u_{1}^{\prime}\right|$ then we take $v_{1}=u_{1}^{\prime}[i:]$ and $v_{2}=u_{2}^{\prime}$; If $\left|u_{1}^{\prime}\right| \leq i \leq n-1$, then we take $v_{1}=u_{2}^{\prime}[i:]$ and $v_{2}=\left(u_{2}^{\prime}\right)_{+k}$. Finally, using Lemma 19 we can check in polynomial time whether $w^{\prime}[i:] \models \varphi^{\prime}$ holds. The first proof is complete.
\# 2: Let $v$ be a register valuation, and let $\varphi$ be a TPTL $^{1}$-formula. We define a tuple of sets $S_{\varphi, v}=\left(S_{0}, S_{1}, \ldots, S_{\left|u_{2}\right|}\right)$ where $S_{0} \subseteq\left\{0, \ldots,\left|u_{1}\right|-1\right\}$ and $S_{h} \subseteq \mathbb{N}\left(1 \leq h \leq\left|u_{2}\right|\right)$, such that for all $0 \leq i<\left|u_{1}\right|, i \in S_{0}$ if and only if $(w, i, v) \models \varphi$, and for each $1 \leq h \leq\left|u_{2}\right|$ and all $j \geq 0$, $j \in S_{h}$ if and only if $\left(w,\left|u_{1}\right|+j \cdot\left|u_{2}\right|+h-1, v\right) \models \varphi$, i.e., $S_{h}$ contains all the numbers $j$ such that $\varphi$ holds in the $h^{\text {th }}$ position of the $j^{\text {th }}$ repetition of $u_{2}$ in $w$. We use $S_{\varphi, v}^{h}$ to denote the $h^{\text {th }}$
( $0 \leq h \leq\left|u_{2}\right|$ ) component $S_{h}$ of $S_{\varphi, v}$. If $\varphi$ is a closed formula, then by Corollary 10, we can skip the subscript $v$ and write $S_{\varphi}$ (respectively, $S_{\varphi}^{h}$ ) for $S_{\varphi, v}$ (respectively, $S_{\varphi, v}^{h}$ ).

For every $0 \leq i<\left|u_{1} u_{2}\right|$, let $v_{i}$ denote the register valuation with $v_{i}(x)=d_{i}$ (we only need to consider the valuation for the register variable $x$ here). We will compute for every $0 \leq i<\left|u_{1} u_{2}\right|$ and every subformula $\varphi$ of $\psi$ the tuple $S_{\varphi, v_{i}}$. Every set $S_{\varphi, v_{i}}^{h}$ will be represented by a union of polynomially many intervals that are pairwise disjoint, each of which is either a closed interval $[a, b]$ or a half closed interval $[a,+\infty)$, where $a, b \in \mathbb{N}$. Note that $w \models \psi$ if and only if $0 \in S_{\psi, v_{0}}^{0}$ (we assume without loss of generality that $u_{1}$ is not the empty word).

For a set $S \subseteq \mathbb{N}$, let $S_{-1}=\{a-1 \mid a \geq 1, a \in S\}$. We compute the tuples $S_{\varphi, v_{i}}\left(0 \leq i<\left|u_{1} u_{2}\right|\right)$ bottom-up with respect to the structure of the formula $\varphi$ as follows:

Case 1. $\varphi$ is $T$. Then $S_{\varphi}^{0}=\left\{0, \ldots,\left|u_{1}\right|-1\right\}$, and $S_{\varphi}^{h}=\mathbb{N}$ for $1 \leq h \leq\left|u_{2}\right|$.
Case 2. $\varphi$ is an atomic proposition $p$. For each $0 \leq s<\left|u_{1}\right|, s \in S_{\varphi}^{0}$ if and only if $p \in u_{1}[s]$. For each $1 \leq h \leq\left|u_{2}\right|, S_{\varphi}^{h}$ is either $\mathbb{N}$ if $p \in u_{2}[h-1]$ or $\emptyset$ otherwise.

Case 3. $\varphi$ is a constraint formula $x \sim c$. For each $0 \leq s<\left|u_{1}\right|, s \in S_{\varphi, v_{i}}^{0}$ if and only if $\left(u_{1}, s, v_{i}\right) \models x \sim c$. For each $S_{\varphi, v_{i}}^{h}\left(1 \leq h \leq\left|u_{2}\right|\right)$, note that the sequence of data values of $w$ in positions $\left|u_{1}\right|+n \cdot\left|u_{2}\right|+h-1(n \geq 0)$ is a non-decreasing arithmetic progression $d_{\left|u_{1}\right|+h-1}, d_{\left|u_{1}\right|+h-1}+k, d_{\left|u_{1}\right|+h-1}+2 k, \ldots$. Then, the interval borders for $S_{\varphi, v_{i}}^{h}$ can be easily computed. For example, suppose $\varphi=(x \geq c)$. We need to find the minimal number $n \geq 0$ such that $d_{\left|u_{1}\right|+h-1}+n k-v_{i}(x) \geq c$, which is

$$
n=\max \left\{\left[\frac{c+v_{i}(x)-d_{\left|u_{1}\right|+h-1}}{k}\right\rceil, 0\right\} .
$$

Then, we set $S_{\varphi, v_{i}}^{h}=[n,+\infty)$. Similar calculation works for the other constraint formulas.
Case 4. $\varphi=\varphi_{1} \wedge \varphi_{2}$. Then $S_{\varphi, v_{i}}^{h}=S_{\varphi_{1}, v_{i}}^{h} \cap S_{\varphi_{2}, v_{i}}^{h}$.
Case 5. $\varphi=\neg \varphi_{1}$. Then, $S_{\varphi, v_{i}}^{0}=\left\{0, \ldots,\left|u_{1}\right|-1\right\} \backslash S_{\varphi_{1}, v_{i}}^{0}$ and $S_{\varphi, v_{i}}^{h}=\mathbb{N} \backslash S_{\varphi_{1}, v_{i}}^{j}\left(1 \leq h \leq\left|u_{2}\right|\right)$.
Case 6. $\varphi=x . \varphi_{1}$. Then $S_{\varphi}^{0}=\left\{i\left|0 \leq i<\left|u_{1}\right|, i \in S_{\varphi_{1}, v_{i}}^{0}\right\}\right.$ and, for each $1 \leq h \leq\left|u_{2}\right|, S_{\varphi}^{h}=\mathbb{N}$ if $\left|u_{1}\right|+h-1 \in S_{\varphi_{1}, v_{\left|u_{1}\right|+h-1}}^{h}$, and $S_{\varphi}^{h}=\emptyset$ otherwise.
Case 7. $\varphi=\varphi_{1} \cup \varphi_{2}$. First, for each $0 \leq s<\left|u_{1}\right|$, we have $s \in S_{\varphi, v_{i}}^{0}$ if and only if one of the following two cases holds:

- There exists $j \in\left[s+1,\left|u_{1}\right|-1\right]$ such that $j \in S_{\varphi_{2}, v_{i}}^{0}$ and $[s+1, j-1] \subseteq S_{\varphi_{1}, v_{i}}^{0}$.
- $\left[s+1,\left|u_{1}\right|-1\right] \subseteq S_{\varphi_{1}, v_{i}}^{0}$ and there are $m_{1} \geq 0$ and $1 \leq m_{2} \leq\left|u_{2}\right|$ such that $\left[0, m_{1}-1\right] \subseteq$ $S_{\varphi_{1}, v_{i}}^{1} \cap \cdots \cap S_{\varphi_{1}, v_{i}}^{h}$ and $m_{1} \in S_{\varphi_{1}, v_{i}}^{1} \cap \cdots \cap S_{\varphi_{1}, v_{i}}^{m_{2}-1} \cap S_{\varphi_{2}, v_{i}}^{m_{2}}$.

Both cases can be easily checked in polynomial time.
In order to compute the sets $S_{\varphi, v_{i}}^{h}\left(1 \leq h \leq\left|u_{2}\right|\right)$, let

$$
R_{1}=S_{\varphi_{1}, v_{i}}^{h+1} \cap \cdots \cap S_{\varphi_{1}, v_{i}}^{\left|u_{2}\right|} \cap\left(S_{\varphi_{1}, v_{i}}^{1} \cap \cdots \cap S_{\varphi_{1}, v_{i}}^{h}\right)_{-1} .
$$

Let $R_{2}^{1}=S_{\varphi_{2}, v_{i}}^{h+1}\left(\left(S_{\varphi_{2}, v_{i}}^{1}\right)_{-1}\right.$, if $\left.h=\left|u_{2}\right|\right)$. For each $2 \leq s \leq\left|u_{2}\right|-h$, let

$$
R_{2}^{s}=S_{\varphi_{1}, v_{i}}^{h+1} \cap \cdots \cap S_{\varphi_{1}, v_{i}}^{h+s-1} \cap S_{\varphi_{2}, v_{i}}^{h+s} .
$$

Let

$$
R_{2}^{\left|u_{2}\right|-h+1}=S_{\varphi_{1}, v_{i}}^{h+1} \cap \cdots \cap S_{\varphi_{1}, v_{i}}^{\left|u_{2}\right|} \cap\left(S_{\varphi_{2}, v_{i}}^{1}\right)_{-1}
$$

and for each $\left|u_{2}\right|-h+2 \leq s \leq\left|u_{2}\right|$, let

$$
R_{2}^{s}=S_{\varphi_{1}, v_{i}}^{h+1} \cap \cdots \cap S_{\varphi_{1}, v_{i}}^{\left|u_{2}\right|} \cap\left(S_{\varphi_{1}, v_{i}}^{1} \cap \cdots \cap S_{\varphi_{1}, v_{i}}^{s+h-\left|u_{2}\right|-1} \cap S_{\varphi_{2}, v_{i}}^{s+h-\left|u_{2}\right|}\right)_{-1} .
$$

Let

$$
R_{2}=R_{2}^{1} \cup \cdots \cup R_{2}^{\left|u_{2}\right|}
$$

Define

$$
S_{\varphi, v_{i}}^{h}=R_{2} \cup \bigcup\left\{[a, b] \mid[a, b] \text { is contained in } R_{1} \backslash R_{2} \text { and } b+1 \in R_{2}\right\} .
$$

A number $j$ is in $R_{1}$ if and only if $\varphi_{1}$ holds (w.r.t. valuation $v_{i}$ ) in the interval of length $\left|u_{2}\right|$ starting at the $(h+1)^{\text {th }}$ position of the $j^{\text {th }}$ iteration of $u_{2}$ in $w$ (or at the first position the $(j+1)^{\text {th }}$ iteration of $u_{2}$ in $w$ if $h=\left|u_{2}\right|$ ). A number $j$ is in $R_{2}$ if and only if $\varphi_{2}$ (w.r.t. valuation $v_{i}$ ) holds in a position that is at most $\left|u_{2}\right|$ positions after the $h^{\text {th }}$ position of the $j^{\text {th }}$ iteration of $u_{2}$ in $w$, and $\varphi_{1}$ holds (w.r.t. valuation $v_{i}$ ) between these two positions.

If $[a, b]$ is contained in $R_{1} \backslash R_{2}$ and $b+1 \in R_{2}$, then it is easily seen that $\varphi_{1} \cup \varphi_{2}$ holds in each position $\left|u_{1}\right|+j \cdot\left|u_{2}\right|+h-1$ for $j \in[a, b]$. Conversely, if $\varphi_{1} \cup \varphi_{2}$ holds in position $t=\left|u_{1}\right|+j \cdot\left|u_{2}\right|+h-1$, then either $\varphi_{2}$ holds in a position that is at most $\left|u_{2}\right|$ positions after position $t$ and $\varphi_{1}$ holds between $t$ and that position (hence $j \in R_{2}$ ), or there exists $j^{\prime}>j$ such that $j^{\prime} \in R_{2}$ and $\varphi_{1}$ holds from position $t+1$ up to position $\left|u_{1}\right|+j^{\prime} \cdot\left|u_{2}\right|+h-1$. In the latter case, we can choose $j^{\prime}$ minimal with this property. This implies $\left[j, j^{\prime}-1\right] \subseteq R_{1} \backslash R_{2}$.

Finally, we need to show that each $S_{\varphi, v_{i}}^{h}$ contains only polynomially many intervals. It is sufficient to show that the number of all interval borders in the algorithm above is polynomially bounded. We use four kinds of set operations: union, intersection, complementation and subtraction. Union and intersection do not add any new interval borders. So we only need to consider complementation and subtraction of 1 .

For a set $B \subseteq \mathbb{N}$ and $k \geq 1$, write $B_{-k}=\{a-k \mid a \geq k, a \in B\}$ and $B_{+k}=\{a+k \mid a \in B\}$. Let $\gamma_{1}, \ldots, \gamma_{m}$ be all constraints $x \sim c$ that appear in $\psi$. Let

$$
B_{0}=\bigcup_{i=0}^{\left|u_{1} u_{2}\right|-1} \bigcup_{j=1}^{m} \bigcup_{h=1}^{\left|u_{2}\right|}\left\{a \in \mathbb{N} \mid a \text { is a border of an interval in } S_{\gamma_{j}, v_{i}}^{h}\right\} .
$$

Thus, $B_{0}$ is the set of all interval borders that arise from constraint subformulas. Without loss of generality, we assume that $0 \in B_{0}$. For $n \geq 1$ define

$$
B_{n}=B_{n-1} \cup\left(B_{n-1}\right)_{-1} \cup\left(B_{n-1}\right)_{+1}
$$

By induction on $n$, one can show that

$$
B_{n}=B_{0} \cup \bigcup_{k=1}^{n}\left(B_{0}\right)_{-k} \cup\left(B_{0}\right)_{+k} .
$$

Hence $\left|B_{n}\right| \leq(2 n+1)\left|B_{0}\right|$, where $\left|B_{i}\right|$ be the cardinality of $B_{i}$. Subtraction decreases each interval border by 1 , and complementation may decrease or increase an interval border by 1. Suppose that all interval borders are in $B_{n}$. If we do complementation or subtraction, then the new interval borders are in $B_{n+1}$. There are polynomially many complementation and subtraction operations and $\left|B_{0}\right|$ is polynomially bounded. So the number of all interval borders is polynomially bounded.

Since for every $\mathrm{MTL}_{b}$-formula, we can compute in logarithmic space an equivalent $T P \mathrm{~L}_{b}^{1}$ formula. The next corollary follows from Theorem 22.

Corollary 11. Path checking for $\mathrm{MT}_{b}$ over infinite binary encoded data words is in P .

### 5.1.3 $A C^{1}(\log D C F L)$ upper bound for MTL

By Corollary 11, we know that path checking for MTL over infinite data words is in P. It is shown that path checking for MTL over finite monotonic data words is in $\mathrm{AC}^{1}$ ( $\log \mathrm{DCFL}$ ) [21]. In this subsection, we consider path checking for MTL over infinite monotonic data words of the form $(u)_{+k}^{\omega}$. We can show that the complexity for this problem is still in $\mathrm{AC}^{1}(\log \mathrm{DCFL})$. First we prove several lemmas.

Lemma 20. Let $u$ be a data word, and let $k \in \mathbb{N}$. Then for every MTL-formula $\varphi$ and $i \geq 0$, $(u, i) \models \varphi$ if and only if $\left(u_{+k}, i\right) \models \varphi$.

Proof. The lemma follows by Corollary 1 in Chapter 3.

Corollary 12. Let u be a finite data word, and let $k \in \mathbb{N}$. Then for every MTL-formula $\varphi$ and $i \geq 0,\left((u)_{+k}^{\omega}, i\right) \models \varphi$ if and only if $\left((u)_{+k}^{\omega}, i+|u|\right) \models \varphi$.

Lemma 21. Let u be a finite data word, and let $k \in \mathbb{N}$. For every MTL-formula $\varphi$, if there exists $i \geq 0$ such that for all $i \leq j<i+|u|,\left((u)_{+k}^{\omega}, j\right) \models \varphi$, then for all $i^{\prime} \geq 0,\left((u)_{+k}^{\omega}, i^{\prime}\right) \models \varphi$.

Proof. Let $\varphi$ be an MTL-formula. Suppose that there exists $i \geq 0$ such that for all $i \leq j<i+|u|$, $\left((u)_{+k}^{\omega}, j\right) \models \varphi$. Then for all $i^{\prime} \geq 0$, there exists $i \leq j^{\prime}<i+|u|$ and $n \in \mathbb{Z}$ such that $i^{\prime}=j^{\prime}+n|u|$. By Corollary 12, we have $\left((u)_{+k}^{\omega}, i^{\prime}\right) \models \varphi$.

The next several results are proved over monotonic data words. Let $w$ ba a monotonic data word. For every MTL-formula $\varphi_{1} \mathrm{U}_{I} \varphi_{2}$, it is easily seen that $w \models \varphi_{1} \mathrm{U}_{I} \varphi_{2}$ if and only if $w \models \varphi_{1} \mathrm{U}_{I \cap[0,+\infty)} \varphi_{2}$, i.e., we can make the constraint interval $I$ be non-negative. Every open interval over $\mathbb{Z}$ is equivalent to a closed (or half-closed) interval over $\mathbb{Z}$, e.g., $(a, b)=$ $[a+1, b-1]$ and $(a,+\infty)=[a+1,+\infty)$, where $a, b \in \mathbb{Z}$. So for technical reasons, we assume all constraint intervals in the MTL-formulas have the form $[a, b]$ or $[a,+\infty)$, where $a, b \geq 0$, in the following. This restriction does not influence the results.

Lemma 22. Let $(u)_{+k}^{\omega}$ be an infinite monotonic data word. For every MTL-formula $\varphi_{1} \mathrm{U}_{I} \varphi_{2}$ and $i \geq 0$, where I is the infinite interval $[a,+\infty)$ or the finite interval $[a, b](0 \leq a \leq b)$, we have:
(1) $\left((u)_{+k}^{\omega}, i\right) \models \varphi_{1} \mathrm{U}_{[a,+\infty)} \varphi_{2}$ if and only if $\left((u)_{+k}^{\omega}, i\right) \models \varphi_{1} \mathrm{U}_{[a, a+k]} \varphi_{2}$.
(2) If $b-a>k$, then $\left((u)_{+k}^{\omega}, i\right) \models \varphi_{1} \mathrm{U}_{[a, b]} \varphi_{2}$ if and only if $\left((u)_{+k}^{\omega}, i\right) \models \varphi_{1} \mathrm{U}_{[a, a+k]} \varphi_{2}$.
(3) If $a>k$, then $\left((u)_{+k}^{\omega}, i\right) \models \varphi_{1} \mathrm{U}_{[a, b]} \varphi_{2}$ if and only if $\left((u)_{+k}^{\omega}, i\right) \models \varphi_{1} \mathrm{U}_{\left[a^{\prime}, b^{\prime}\right]} \varphi_{2}$, where

$$
a^{\prime}= \begin{cases}k+(a \bmod k) & \text { if }(a \bmod k) \neq 0 \\ 2 k & \text { otherwise }\end{cases}
$$

and $b^{\prime}=a^{\prime}+b-a$.
Proof. (1) Because $[a, a+k] \subseteq[a,+\infty)$, the direction " $\Leftarrow$ " is trivial. For the direction " $\Rightarrow$ ", suppose $\left((u)_{+k}^{\omega}, i\right) \models \varphi_{1} \mathrm{U}_{[a,+\infty)} \varphi_{2}$. Then there exists $j>i$ such that $\left((u)_{+k}^{\omega}, j\right) \models \varphi_{2}$, $d_{j}-d_{i} \geq a$ and $\left((u)_{+k}^{\omega}, t\right) \models \varphi_{1}$ for all $i<t<j$. Since $(u)_{+k}^{\omega}$ is monotonic, there exists $i<$ $j^{\prime} \leq i+|u|$ and $n \in \mathbb{N}$ such that $j^{\prime}=j-n|u|$, and $d_{j^{\prime}}-d_{i} \in[a, a+k]$. By Corollary 12 , we have $\left((u)_{+k}^{\omega}, j^{\prime}\right) \models \varphi_{2}$. In addition, we have $\left((u)_{+k}^{\omega}, t^{\prime}\right) \models \varphi_{1}$ for all $i<t^{\prime}<j^{\prime}$. Therefore, $\left((u)_{+k}^{\omega}, i\right) \models \varphi_{1} \mathrm{U}_{[a, a+k]} \varphi_{2}$.
(2) The proof is the same as that of (1), where we only need to replace $+\infty$ by $b$.
(3) Let $a^{\prime}=k+(a \bmod k)$ and $b^{\prime}=a^{\prime}+b-a$. Suppose $\left((u)_{+k}^{\omega}, i\right) \models \varphi_{1} \mathrm{U}_{[a, b]} \varphi_{2}$. Then there exists $j>i$ such that $\left((u)_{+k}^{\omega}, j\right) \models \varphi_{2}, d_{j}-d_{i} \in[a, b]$, and $\left((u)_{+k}^{\omega}, t\right) \models \varphi_{1}$ for all $i<t<j$. Since $(u)_{+k}^{\omega}$ is monotonic, there exists $i<j^{\prime} \leq i+|u|$ and $n \geq 0$ such that $j^{\prime}=j-n|u|$, and $d_{j^{\prime}}-d_{i} \in\left[a^{\prime}, b^{\prime}\right]$. By Corollary 12, we have $\left((u)_{+k}^{\omega}, j^{\prime}\right) \models \varphi_{2}$. In addition, we have $\left((u)_{+k}^{\omega}, t^{\prime}\right) \models \varphi_{1}$ for all $i<t^{\prime}<j^{\prime}$, since $j^{\prime} \leq j$. Therefore, $\left((u)_{+k}^{\omega}, i\right) \models \varphi_{1} \mathrm{U}_{\left[a^{\prime}, b^{\prime}\right]} \varphi_{2}$.
Conversely, if $\left((u)_{+k}^{\omega}, i\right) \models \varphi_{1} \mathrm{U}_{\left[a^{\prime}, b^{\prime}\right]} \varphi_{2}$, then there exists $j^{\prime}>i$ such that $\left((u)_{+k}^{\omega}, j^{\prime}\right) \models \varphi_{2}$, $d_{j^{\prime}}-d_{i} \in\left[a^{\prime}, b^{\prime}\right]$ and $\left((u)_{+k}^{\omega}, t^{\prime}\right) \models \varphi_{1}$ for all $i<t^{\prime}<j^{\prime}$. Since $(u)_{+k}^{\omega}$ is monotonic, there exists $j \geq j^{\prime}$ and $n \geq 0$ such that $j=j^{\prime}+n|u|$, and $d_{j}-d_{i} \in[a, b]$. By Corollary 12, we have $\left((u)_{+k}^{\omega}, j\right) \models \varphi_{2}$. Since $a^{\prime}>k$, we see that $j^{\prime}>i+|u|$. Because $\left((u)_{+k}^{\omega}, t^{\prime}\right) \models \varphi_{1}$ for all $i<t^{\prime}<j^{\prime}$, by Lemma 21, we have $\left((u)_{+k}^{\omega}, t\right) \models \varphi_{1}$ for all $i<t<j$. Therefore, $\left((u)_{+k}^{\omega}, i\right) \models \varphi_{1} \mathrm{U}_{[a, b]} \varphi_{2}$.

By Lemma 22, given an infinite monotonic data word $w=(u)_{+k}^{\omega}$, for every MTL-formula $\varphi$, we can construct an equivalent formula $\varphi^{\prime}$ with respect to $w$ by replacing each constraint interval $I$ in $\varphi$ by a finite constraint interval $I^{\prime}$. More precisely, all numbers in $I^{\prime}$ can be bounded by $3 k$. Because $w$ is monotonic, when checking the formula $\varphi_{1} \mathrm{U}_{I^{\prime}} \varphi_{2}$ over $w$ in position $i$, we only need to consider the positions $j$ with $i<j \leq i+3|u|$ to check whether $\varphi_{2}$ holds in $j$ and $\varphi_{1}$ holds in the positions between $i$ and $j$.

Given a number $k>0$, we define a function $f_{k}$ from intervals to finite intervals as follows:

$$
f_{k}([a,+\infty))= \begin{cases}{[a, a+k]} & \text { if } a \leq k, \\ {\left[a^{\prime}, a^{\prime}+k\right]} & \text { otherwise }\end{cases}
$$

and

$$
f_{k}([a, b])= \begin{cases}{[a, b]} & \text { if } a \leq k \text { and } b-a \leq k, \\ {[a, a+k]} & \text { if } a \leq k \text { and } b-a>k, \\ {\left[a^{\prime}, a^{\prime}+b-a\right]} & \text { if } a>k \text { and } b-a \leq k, \\ {\left[a^{\prime}, a^{\prime}+k\right]} & \text { if } a>k \text { and } b-a>k,\end{cases}
$$

where

$$
a^{\prime}= \begin{cases}k+(a \bmod k) & \text { if }(a \bmod k) \neq 0 \\ 2 k & \text { otherwise }\end{cases}
$$

It is clear that, for each interval $I, f_{k}(I) \subseteq[0,3 k]$ and $f_{k}\left(f_{k}(I)\right)=f_{k}(I)$.
By Lemma 22, we can obtain the following corollary.
Corollary 13. Let $(u)_{+k}^{\omega}$ be an infinite monotonic data word. For every MTL-formula $\varphi_{1} \mathrm{U}_{I} \varphi_{2}$ and $i \geq 0,\left((u)_{+k}^{\omega}, i\right) \models \varphi_{1} \mathrm{U}_{I} \varphi_{2}$ if and only if $\left((u)_{+k}^{\omega}, i\right) \models \varphi_{1} \mathrm{U}_{f_{k}(I)} \varphi_{2}$.

Proof. If $I$ is the infinite interval $[a,+\infty)$, then by (1) of Lemma 22, $\left((u)_{+k}^{\omega}, i\right) \models \varphi_{1} \mathrm{U}_{[a,+\infty)} \varphi_{2}$ if and only if $\left((u)_{+k}^{\omega}, i\right) \models \varphi_{1} \mathrm{U}_{[a, a+k]} \varphi_{2}$. If $a>k$, by (3) of Lemma 22, the latter holds if and only if $\left((u)_{+k}^{\omega}, i\right) \models \varphi_{1} \mathrm{U}_{\left[a^{\prime}, a^{\prime}+k\right]} \varphi_{2}$, where $a^{\prime}$ is $k+(a \bmod k)$ if $(a \bmod k) \neq 0$, or $2 k$ otherwise. If $I$ is the finite interval $[a, b], a \leq k$ and $b-a>k$, then by (2) of Lemma 22, $\left((u)_{+k}^{\omega}, i\right) \models$ $\varphi_{1} \mathrm{U}_{[a, b]} \varphi_{2}$ if and only if $\left((u)_{+k}^{\omega}, i\right) \models \varphi_{1} \mathrm{U}_{[a, a+k]} \varphi_{2}$. If $I$ is $[a, b]$ and $a>k$, then by (3) of Lemma 22, $\left((u)_{+k}^{\omega}, i\right) \models \varphi_{1} \mathrm{U}_{[a, b]} \varphi_{2}$ if and only if $\left((u)_{+k}^{\omega}, i\right) \models \varphi_{1} \mathrm{U}_{\left[a^{\prime}, a^{\prime}+b-a\right]} \varphi_{2}$, where $a^{\prime}$ is $k+(a \bmod k)$ if $(a \bmod k) \neq 0$, or $2 k$ otherwise. If $b-a>k$, by (2) of Lemma 22, the latter holds if and only if $\left((u)_{+k}^{\omega}, i\right) \models \varphi_{1} \mathrm{U}_{[a, a+k]} \varphi_{2}$.

Given the function $f_{k}$, for every MTL-formula $\varphi$, we recursively build an MTL-formula $\bar{\varphi}$ as follows:

- $\bar{T}=T$,
- $\bar{p}=p$,
- $\neg \bar{\varphi}=\neg \bar{\varphi}$,
- $\overline{\varphi_{1} \wedge \varphi_{2}}=\overline{\varphi_{1}} \wedge \overline{\varphi_{2}}$,
- $\overline{\varphi_{1} \mathrm{U}_{I} \varphi_{2}}=\overline{\varphi_{1}} \mathrm{U}_{f_{k}(I)} \overline{\varphi_{2}}$.

Lemma 23. Let $(u)_{+k}^{\omega}$ be an infinite monotonic data word, for every MTL-formula $\varphi$ and $i \geq 0$, $\left((u)_{+k}^{\omega}, i\right) \models \varphi$ if and only if $\left((u)_{+k}^{\omega}, i\right) \models \bar{\varphi}$.

Proof. We prove the lemma by induction on $\varphi$.

- If $\varphi$ is $\top$ or a proposition $p$, then $\left((u)_{+k}^{\omega}, i\right) \models \varphi$ if and only if $\left((u)_{+k}^{\omega}, i\right) \models \bar{\varphi}$.
- If $\varphi$ is $\neg \varphi_{1}$, then $\left((u)_{+k}^{\omega}, i\right) \models \neg \varphi_{1}$ if and only if $\left((u)_{+k}^{\omega}, i\right) \not \models \varphi_{1}$ if and only if $\left((u)_{+k}^{\omega}, i\right) \not \models$ $\overline{\varphi_{1}}$ if and only if $\left((u)_{+k}^{\omega}, i\right) \models \neg \overline{\varphi_{1}}$ if and only if $\left((u)_{+k}^{\omega}, i\right) \models \overline{\neg \varphi_{1}}$.
- If $\varphi$ is $\varphi_{1} \wedge \varphi_{2}$, then $\left((u)_{+k}^{\omega}, i\right) \models \varphi_{1} \wedge \varphi_{2}$ if and only if $\left((u)_{+k}^{\omega}, i\right) \models \varphi_{1}$ and $\left((u)_{+k}^{\omega}, i\right) \models \varphi_{2}$, if and only if $\left((u)_{+k}^{\omega}, i\right) \models \overline{\varphi_{1}}$ and $\left((u)_{+k}^{\omega}, i\right) \models \overline{\varphi_{2}}$, if and only if $\left((u)_{+k}^{\omega}, i\right) \models \overline{\varphi_{1}} \wedge \overline{\varphi_{2}}$ if and only if $\left((u)_{+k}^{\omega}, i\right) \models \overline{\varphi_{1} \wedge \varphi_{2}}$.
- If $\varphi$ is $\varphi_{1} \mathrm{U}_{I} \varphi_{2}$, then by Corollary $13,\left((u)_{+k}^{\omega}, i\right) \models \varphi_{1} \mathrm{U}_{I} \varphi_{2}$ if and only if $\left((u)_{+k}^{\omega}, i\right) \models$ $\varphi_{1} \cup_{f_{k}(I)} \varphi_{2}$, if and only if there exists $j>i$ such that $\left((u)_{+k}^{\omega}, j\right) \models \varphi_{2}, d_{j}-d_{i} \in f_{k}(I)$, and $\left((u)_{+k}^{\omega}, t\right) \models \varphi_{1}$ for all $i<t<j$. By induction hypothesis this holds, if and only if there exists $j>i$ such that $\left((u)_{+k}^{\omega}, j\right) \models \overline{\varphi_{2}}, d_{j}-d_{i} \in f_{k}(I)$, and $\left((u)_{+k}^{\omega}, t\right) \models \overline{\varphi_{1}}$ for all $i<t<j$. This is equivalent to $\left((u)_{+k}^{\omega}, i\right) \models \overline{\varphi_{1}} \mathrm{U}_{f_{k}(I)} \overline{\varphi_{2}}$, which holds if and only if $\left((u)_{+k}^{\omega}, i\right) \models \overline{\varphi_{1} \mathrm{U}_{I} \varphi_{2}}$.

We now reduce path checking for MTL over infinite data words to path checking for MTL over finite data words.

Proposition 13. Let $(u)_{+k}^{\omega}$ be an infinite monotonic data word, and let $\varphi$ be an MTL-formula. For all $n \geq 3 \operatorname{Rank}(\varphi)+1$ and $0 \leq i<|u|,\left((u)_{+k}^{\omega}, i\right) \models \varphi$ if and only if $\left((u)_{+k}^{n}, i\right) \models \bar{\varphi}$.

Proof. By Lemma 23, it suffices to show that $\left((u)_{+k}^{\omega}, i\right) \models \bar{\varphi}$ if and only if $\left((u)_{+k}^{n}, i\right) \models \bar{\varphi}$. We now proceed by induction on $\bar{\varphi}$.

- If $\bar{\varphi}$ is $\top$ or a proposition $p$, then $\left((u)_{+k}^{\omega}, i\right) \models \bar{\varphi}$ if and only if $(u, i) \models \bar{\varphi}$.
- If $\bar{\varphi}$ is $\neg \varphi_{1}$, then $\left((u)_{+k}^{\omega}, i\right) \models \neg \varphi_{1}$ if and only if $\left((u)_{+k}^{\omega}, i\right) \not \models \varphi_{1}$. By induction hypothesis this holds, if and only if $\left((u)_{+k}^{n}, i\right) \not \models \varphi_{1}$ if and only if $\left((u)_{+k}^{n}, i\right) \models \neg \varphi_{1}$.
- If $\bar{\varphi}$ is $\varphi_{1} \wedge \varphi_{2}$, then $\left((u)_{+k}^{\omega}, i\right) \models \varphi_{1} \wedge \varphi_{2}$ if and only if $\left((u)_{+k}^{\omega}, i\right) \models \varphi_{1}$ and $\left((u)_{+k}^{\omega}, i\right) \models \varphi_{2}$. By induction hypothesis, this holds if and only if $\left((u)_{+k}^{n}, i\right) \models \varphi_{1}$ and $\left((u)_{+k}^{n}, i\right) \models \varphi_{2}$, if and only if $\left((u)_{+k}^{n}, i\right) \models \varphi_{1} \wedge \varphi_{2}$.
- If $\bar{\varphi}$ is $\varphi_{1} \mathrm{U}_{I} \varphi_{2}$, then $\left((u)_{+k}^{\omega}, i\right) \models \varphi_{1} \mathrm{U}_{I} \varphi_{2}$ if and only if there exists $j>i$ such that $\left((u)_{+k}^{\omega}, j\right) \models \varphi_{2}, d_{j}-d_{i} \in I$, and $\left((u)_{+k}^{\omega}, t\right) \models \varphi_{1}$ for all $i<t<j$. Suppose $j=m|u|+$ $r$ for some $m \geq 0$ and $0 \leq r<|u|$. By Corollary $12,\left((u)_{+k}^{\omega}, j\right) \models \varphi_{2}$ if and only if $\left((u)_{+k}^{\omega}, r\right) \models \varphi_{2}$. Since $0 \leq i<|u|$ and $I \subseteq[0,3 k]$, we know that $0 \leq j<4|u|$, hence $0 \leq m \leq 3$ and $n-m \geq 3 \operatorname{Rank}\left(\varphi_{1} \mathrm{U}_{I} \varphi_{2}\right)-2 \geq 3 \operatorname{Rank}\left(\varphi_{2}\right)+1$. By induction hypothesis, $\left((u)_{+k}^{\omega}, r\right) \models \varphi_{2}$ if and only if $\left((u)_{+k}^{n-m}, r\right) \models \varphi_{2}$. By Lemma 20 this holds, if and only if $\left((u)_{+k}^{n}, m|u|+r\right) \models \varphi_{2}$ if and only if $\left((u)_{+k}^{n}, j\right) \models \varphi_{2}$. Therefore, we have $\left((u)_{+k}^{\omega}, j\right) \models \varphi_{2}$ if and only if $\left((u)_{+k}^{n}, j\right) \models \varphi_{2}$. Similarly, we can show that $\left((u)_{+k}^{\omega}, t\right) \models \varphi_{1}$ if and only if $\left((u)_{+k}^{n}, t\right) \models \varphi_{1}$ for all $i<t<j$. Hence $\left((u)_{+k}^{\omega}, i\right) \models \varphi_{1} \mathrm{U}_{I} \varphi_{2}$ if and only if $\left((u)_{+k}^{n}, i\right) \models$ $\varphi_{1} \mathrm{U}_{I} \varphi_{2}$.


Fig. 5.1 An SAM2-circuit

Theorem 23. Path checking for $\mathrm{MTL}_{b}$ over infinite monotonic binary encoded data words of the form $(u)_{+k}^{\omega}$ is in $\mathrm{AC}^{1}(\log \mathrm{DCFL})$.

Proof. Given an infinite monotonic data word $(u)_{+k}^{\omega}$ and an MTL-formula $\varphi$ where all input numbers are encoded in binary notation, the finite data word $(u)_{+k}^{3 \operatorname{Rank}(\varphi)+1}$ and the formula $\bar{\varphi}$ are computable in logarithmic space. By Proposition 13, we know that $(u)_{+k}^{\omega} \models \varphi$ if and only if $(u)_{+k}^{3 \operatorname{Rank}(\varphi)+1} \models \bar{\varphi}$. Since path checking for $\mathrm{MTL}_{b}$ over finite monotonic binary encoded data word is in $\mathrm{AC}^{1}(\log D C F L)$ [21], and $\mathrm{L} \subseteq \mathrm{AC}^{1} \subseteq \mathrm{AC}^{1}(\log D C F L)$, the theorem follows.

### 5.2 The lower complexity bounds

In this section, we will prove several P-hardness and PSPACE-hardness results for path checking problems. All lower bounds also hold for non-pure and non-monotonic data words (and we will not mention this explicitly in the theorems). But we have to distinguish (i) whether data words are unary or binary encoded, and (ii) whether data words are finite or infinite. And all lower bounds that hold for unary (respectively, finite) data words also hold for binary (respectively, infinite) data words.

### 5.2.1 P-hardness for MTL and TPTL ${ }^{1}$

We prove our P-hardness results by a reduction from a restricted version of the Boolean circuit value problem. A Boolean circuit is a finite oriented directed acyclic graph, where each node is called a gate. An input gate is a node with indegree 0 . All other gates are labeled with one of $\vee, \wedge$ or $\neg$ (the logical OR, AND and NOT operations). An output gate is a node with outdegree 0 . A Boolean circuit is monotone if it does not have $\neg$ gates.

Definition 12. A synchronous alternating monotone circuit with fanin 2 and fanout 2 (briefly, SAM2-circuit) is a monotone circuit divided into levels $1, \ldots, l(l \geq 2)$ such that the following properties hold:

- All wires go from a gate in level $i+1$ to a gate from level $i(1 \leq i<l)$.
- All output gates are in level 1 and all input gates are in level $l$.
- All gates in the same level are of the same type ( $\wedge, \vee$ or input) and the levels alternate between $\wedge$-levels and $\vee$-levels.
- All gates except the output gates have outdegree 2 and all gates except the input gates have indegree 2 . The two input gates for a gate at level $i<l$ are different.

By the restriction to fanin 2 and fanout 2, we know that each level contains the same number of gates. Fig. 5.1 shows an example of an SAM2-circuit (the node names $a_{i}, b_{i}, c_{i}$ will be needed later). The circuit value problem for SAM2-circuits, called SAM2CVP in [44], is the following problem:

Input: An SAM2-circuit $\alpha$, inputs $x_{1}, \ldots, x_{n} \in\{0,1\}$, and a designated output gate $y$.
Output: yes if output $y$ of $\alpha$ evaluates to 1 on inputs $x_{1}, \ldots, x_{n}$, no otherwise.
It is shown in [44] that SAM2CVP is P-complete.
Recall that path checking for MTL over finite monotonic data words is in the parallel complexity class $A^{1}$ (LogDCFL) [21]. We will show that for both (i) $\mathrm{MTL}_{u}$ over non-monotonic data words and (ii) $\mathrm{TPTL}_{u}^{1}$ over monotonic data words the path checking problem becomes P-hard (and hence P-complete). Actually, we prove the results for their pure unary fragments, where the "pure unary" means that we do not use any propositions and use only the unary modalities $\mathrm{X}, \mathrm{F}$ and G instead of U in the formula.

Theorem 24. Path checking for pureUnaMTL ${ }_{u}$ over finite unary encoded pure data words is P-hard.

Proof. We reduce from SAM2CVP. Let $\alpha$ be the input circuit. We first encode each two consecutive levels of $\alpha$ into a data word, and combine these data words into a data word $w$, which is the encoding of the whole circuit. Then we construct a pureUnaMTL ${ }_{u}$-formula $\psi$ such that $w \models \psi$ if and only if $\alpha$ evaluates to 1 . The data word $w$ that we are constructing contains gate names of $\alpha$ (and some copies of the gates) as atomic propositions. These propositions will be only needed for the construction. At the end, we can remove all propositions from the data word $w$ and hence obtain a pure data word. The whole construction can be done in logarithmic space. The reader might look at Example 6, where the construction is carried out for the circuit from Fig. 5.1.

Let $\alpha$ be an SAM2-circuit with $l \geq 2$ levels and $n$ gates in each level. By the restriction to fanin 2 and fanout 2 we know that the induced undirected subgraph which contains the nodes


Fig. 5.2 The induced subgraph between level $i$ and $i+1$


Fig. 5.3 The graph obtained from the induced subgraph
in level $i$ and level $i+1(1 \leq i<l)$ is comprised of several cycles; see Fig. 5.2. For instance, for the circuit in Fig. 5.1 the number of cycles between level 1 and 2 (respectively, level 2 and 3 ) is 2 .

We can enumerate in logarithmic space the gates of level $i$ and level $i+1$ such that they occur in the order shown in Fig. 5.2. To see this, let $a_{1}, \ldots, a_{n}$ (respectively, $b_{1}, \ldots, b_{n}$ ) be the nodes in level $i$ (respectively, $i+1$ ) in the order in which they occur in the input description. We start with $a_{1}$ and enumerate the nodes in the cycle containing $a_{1}$ (from $a_{1}$ we go to the smaller neighbor among $b_{1}, \ldots, b_{n}$, then the next node on the cycle is uniquely determined since the graph has degree 2 ). Thereby we store the current node in the cycle and the starting node $a_{1}$. As soon as we come back to $a_{1}$, we know that the first cycle is completed. To find the next cycle, we search for the first node from the list $a_{2}, \ldots, a_{n}$ that is not reachable from $a_{1}$ (reachability in undirected graphs is in LOGSPACE [71]), and continue in this way.

So, assume that the nodes in level $i$ and $i+1$ are ordered as in Fig. 5.2. In particular, we have $h$ cycles. For each $1 \leq t \leq h$, we add a new node $a_{t, 1}^{\prime}$ (respectively, $b_{t, 1}^{\prime}$ ) after $a_{t, j_{t}}$ (respectively, $b_{t, j_{t}}$ ). Then we replace the edge $\left(a_{t, j_{t}}, b_{t, 1}\right)$ by the edge $\left(a_{t, j_{t}}, b_{t, 1}^{\prime}\right)(1 \leq t \leq h)$. In this way we obtain the graph from Fig. 5.3. Again, the construction can be done in logarithmic space by adding the new nodes and new edges once a cycle was completed in the enumeration procedure from the previous paragraph.

By adding dummy nodes, we can assume that for every $1 \leq i \leq l-1$, the subgraph between level $i$ and $i+1$ has the same number (say $h$ ) of cycles (this is only done for notational convenience, and we still suppose that there are $n$ gates in each level). Thus, after the above step


Fig. 5.4 Labeling the new graph
we have $m=n+h$ many nodes in each level. Let $d=(i-1) \cdot 2 m$ and $d^{\prime}=d+m$. In Fig. 5.3, we label the nodes in level $i$ (respectively, $i+1$ ) with the numbers $d, d+1, \ldots, d+m-1$ (respectively $d^{\prime}, d^{\prime}+1 \ldots, d^{\prime}+m-1$ ) in this order, see Fig. 5.4. By this labeling, the difference between two connected nodes in level $i$ and level $i+1$ is always $m$ or $m+1$. So we can use the modality $\mathrm{F}_{[m, m+1]}$ (respectively, $\mathrm{G}_{[m, m+1]}$ ) to jump from an $\vee$-gate (respectively, $\wedge$-gate) in level $i$ to a successor gate in level $i+1$. We now obtain in logarithmic space the data word $w_{i}=w_{i, 1} w_{i, 2}$, where

$$
\begin{aligned}
& w_{i, 1}=\left\{\begin{array}{l}
\left(a_{1,1}, d\right)\left(a_{1,2}, d+1\right) \cdots\left(a_{1, j_{1}}, d+j_{1}-1\right) \\
\left(a_{2,1}, d+j_{1}+1\right)\left(a_{2,2}, d+j_{1}+2\right) \cdots\left(a_{2, j_{2}}, d+j_{1}+j_{2}\right) \cdots \\
\left(a_{h, 1}, d+\sum_{t=1}^{h-1} j_{t}+h-1\right)\left(a_{h, 2}, d+\sum_{t=1}^{h-1} j_{t}+h\right) \cdots\left(a_{h, j_{h}}, d+m-2\right)
\end{array}\right. \\
& w_{i, 2}=\left\{\begin{array}{l}
\left(b_{1,1}, d^{\prime}\right) \cdots\left(b_{1, j_{1}}, d^{\prime}+j_{1}-1\right)\left(b_{1,1}^{\prime}, d^{\prime}+j_{1}\right) \\
\left(b_{2,1}, d^{\prime}+j_{1}+1\right) \cdots\left(b_{2, j_{2}}, d^{\prime}+j_{1}+j_{2}\right)\left(b_{2,1}^{\prime}, d^{\prime}+j_{1}+j_{2}+1\right) \cdots \\
\left(b_{h, 1}, d^{\prime}+\sum_{t=1}^{h-1} j_{t}+h-1\right) \cdots\left(b_{h, j_{h}}, d^{\prime}+m-2\right)\left(b_{h, 1}^{\prime}, d^{\prime}+m-1\right)
\end{array}\right.
\end{aligned}
$$

which is the encoding of the wires between level $i$ and level $i+1$ from Fig. 5.4. Note that the new nodes $a_{1,1}^{\prime}, a_{2,1}^{\prime}, \ldots, a_{h, 1}^{\prime}$ in level $i$ of the graph in Fig. 5.3 do not occur in $w_{i, 1}$.

Suppose now that all data words $w_{i}(1 \leq i \leq l-1)$ are constructed. We then combine them to obtain the data word $w$ for the whole circuit as follows. Suppose that

$$
w_{i, 2}=\left(\tilde{b}_{1}, y_{1}\right) \cdots\left(\tilde{b}_{m}, y_{m}\right) \text { and } w_{i+1,1}=\left(b_{1}, z_{1}\right) \cdots\left(b_{n}, z_{n}\right) .
$$

Note that every $\tilde{b}_{s}$ is either one of the $b_{j}$ or $b_{j}^{\prime}$ (the copy of $b_{j}$ ). Let

$$
v_{i+1,1}=\left(\tilde{b}_{1}, z_{1}^{\prime}\right) \cdots\left(\tilde{b}_{m}, z_{m}^{\prime}\right)
$$

where the data values $z_{s}^{\prime}$ are determined as follows: If $\tilde{b}_{s}=b_{j}$ or $\tilde{b}_{s}=b_{j}^{\prime}$, then $z_{s}^{\prime}=z_{j}$. Then, the data word $w$ is $w=w_{1,1} w_{1,2} v_{2,1} w_{2,2} \cdots v_{l-1,1} w_{l-1,2}$.

Let us explain the idea. Consider a gate $a_{j}$ of level $2 \leq i \leq l-1$, and assume that level $i$ consists of $\vee$-gates. Let $b_{j_{1}}$ and $b_{j_{2}}$ (from level $i+1$ ) be the two input gates for $a_{j}$. In the above data word $v_{i, 1}$ there is a unique position where the proposition $a_{j}$ occurs, and possibly a position where the copy $a_{j}^{\prime}$ occurs. If both positions exist, then they carry the same data value. Let us point to one of these positions. Using an MTL-formula, we want to branch (existentially) to the positions in the factor $v_{i+1,1}$, where the propositions $b_{j_{1}}, b_{j_{1}}^{\prime}, b_{j_{2}}, b_{j_{2}}^{\prime}$ occur (where $b_{j_{1}}^{\prime}$ and $b_{j_{2}}^{\prime}$ possibly do not exist). For this, we use the modality $\mathrm{F}_{[m, m+1]}$. By construction, this modality branches existentially to positions in the factor $w_{i, 2}$, where the propositions $b_{j_{1}}, b_{j_{1}}^{\prime}, b_{j_{2}}, b_{j_{2}}^{\prime}$ occur. Then, using the iterated modality $\mathrm{X}^{m}$ (which is an abbreviation for $m$ copies of the MTL-modality $X_{\mathbb{Z}}$ ), we jump to the corresponding positions in $v_{i+1,1}$.

In the above argument, we assumed that $2 \leq i \leq l-1$. If $i=1$, then we can argue similarly, if we assume that we are pointing to the unique $a_{j}$-labeled position of the prefix $w_{1,1}$ of $w$. Now consider level $l-1$. Suppose that

$$
w_{l-1,2}=\left(\tilde{d}_{1}, v_{1}\right) \ldots\left(\tilde{d}_{m}, v_{m}\right) .
$$

Let $d_{1}, \ldots, d_{n}$ be the original gates of level $l$, which all belong to $\left\{\tilde{d}_{1}, \ldots, \tilde{d}_{m}\right\}$, and let $x_{i} \in$ $\{0,1\}$ be the input value for gate $d_{i}$. Define

$$
\begin{equation*}
I=\left\{j \mid j \in[1, m], \exists i \in[1, n]: \tilde{d}_{j} \in\left\{d_{i}, d_{i}^{\prime}\right\}, x_{i}=1\right\} \tag{5.7}
\end{equation*}
$$

Let the designated output gate be the $k^{\text {th }}$ node in level 1 . We construct the pureUnaMTLformula $\psi=\mathrm{X}^{k-1} \varphi_{1}$, where $\varphi_{i}(1 \leq i \leq l-1)$ is defined inductively as follows:

$$
\varphi_{i}= \begin{cases}\mathrm{F}_{[m, m+1]} \mathrm{X}^{m} \varphi_{i+1} & \text { if } i<l-1 \text { and level } i \text { is a } \vee \text {-level, } \\ \mathrm{G}_{[m, m+1]} \mathrm{X}^{m} \varphi_{i+1} & \text { if } i<l-1 \text { and level } i \text { is a } \wedge \text {-level, } \\ \mathrm{F}_{[m, m+1]}\left(\bigvee_{j \in I} \mathrm{X}^{m-j} \neg \mathrm{X} \top\right) & \text { if } i=l-1 \text { and level } i \text { is a } \vee \text {-level, } \\ \mathrm{G}_{[m, m+1]}\left(\mathrm{V}_{j \in I} \mathrm{X}^{m-j} \neg \mathrm{X} \top\right) & \text { if } i=l-1 \text { and level } i \text { is a } \wedge \text {-level. }\end{cases}
$$

The formula $\neg \mathrm{X} \top$ is only true in the last position of a data word. Suppose data word $w$ is the encoding of the circuit. From the above consideration, it follows that $w \models \psi$ if and only if the circuit $\alpha$ evaluates to 1 . Note that we only use the unary modalities $F, G, X$ and do not use any propositions in $\psi$. So we can ignore the propositional part in the data word $w$ to get a pure data word. Since the number $m$ is bounded by $2 n$, and all data values in $w$ are bounded by $4 n l$,


Fig. 5.5 The labeling for level 1 and 2


Fig. 5.6 The labeling for level 2 and 3
where $n$ is the number of gates in each level and $l$ is the number of levels. We can compute the formula $\psi$ and data word $w$ where the interval borders and data values are encoded in unary notation in logarithmic space.

Corollary 14. Path checking for $\mathrm{MTL}_{u}$ over finite unary encoded data words is P -hard.
Example 6. Let $\alpha$ be the SAM2-circuit from Fig. 5.1. It has 3 levels and 5 gates in each level. Level 1 contains $\wedge$-gates and level 2 contains $\vee$-gates. There are 2 cycles in the subgraph between level 1 and 2 , and also 2 cycles in the subgraph between level 2 and 3 . The encoding for level 1 and level 2 is

$$
\begin{array}{r}
\left(a_{1}, 0\right)\left(a_{2}, 1\right)\left(a_{3}, 3\right)\left(a_{4}, 4\right)\left(a_{5}, 5\right) \\
\left(b_{1}, 7\right)\left(b_{2}, 8\right)\left(b_{1}^{\prime}, 9\right)\left(b_{3}, 10\right)\left(b_{4}, 11\right)\left(b_{5}, 12\right)\left(b_{3}^{\prime}, 13\right), \tag{5.8}
\end{array}
$$

which can be obtained from Fig. 5.5. The new nodes $a_{1}^{\prime}$ and $a_{3}^{\prime}$ in level 1 are not used for the final encoding in the data word. The encoding for level 2 and 3 is

$$
\begin{array}{r}
\left(b_{1}, 14\right)\left(b_{5}, 15\right)\left(b_{3}, 16\right)\left(b_{2}, 18\right)\left(b_{4}, 19\right) \\
\left(c_{1}, 21\right)\left(c_{3}, 22\right)\left(c_{5}, 23\right)\left(c_{1}^{\prime}, 24\right)\left(c_{2}, 25\right)\left(c_{4}, 26\right)\left(c_{2}^{\prime}, 27\right), \tag{5.9}
\end{array}
$$

which can be obtained from Fig. 5.6. We skip the new nodes $b_{1}^{\prime}$ and $b_{2}^{\prime}$ in level 2 in this encoding.

We combine (5.8) and (5.9) to obtain the following data word (5.10) which is the encoding of the circuit $\alpha$. The encoding for level 1 and 2 determines the order of the propositional part
of the third line in (5.10), and the encoding for level 2 and 3 determines its data values.

$$
\begin{array}{r}
\left(a_{1}, 0\right)\left(a_{2}, 1\right)\left(a_{3}, 3\right)\left(a_{4}, 4\right)\left(a_{5}, 5\right) \\
\left(b_{1}, 7\right)\left(b_{2}, 8\right),\left(b_{1}^{\prime}, 9\right)\left(b_{3}, 10\right)\left(b_{4}, 11\right)\left(b_{5}, 12\right)\left(b_{3}^{\prime}, 13\right)  \tag{5.10}\\
\left(b_{1}, 14\right)\left(b_{2}, 18\right)\left(b_{1}^{\prime}, 14\right)\left(b_{3}, 16\right)\left(b_{4}, 19\right)\left(b_{5}, 15\right)\left(b_{3}^{\prime}, 16\right) \\
\left(c_{1}, 21\right)\left(c_{3}, 22\right)\left(c_{5}, 23\right)\left(c_{1}^{\prime}, 24\right)\left(c_{2}, 25\right)\left(c_{4}, 26\right)\left(c_{2}^{\prime}, 27\right)
\end{array}
$$

Let the designated output gate be $a_{3}$ in level 1 , and assume that the input gates $c_{1}, c_{4}, c_{5}$ (respectively, $c_{2}, c_{3}$ ) receive the value 0 (respectively, 1 ). Then the set $I$ from (5.7) is $I=$ $\{2,5,7\}$ and the formula $\psi$ is

$$
\psi=X^{2}\left(\mathrm{G}_{[7,8]} \mathrm{X}^{7}\left(F_{[7,8]}\left(\bigvee_{j \in\{2,5,7\}} \mathrm{X}^{7-j} \neg \mathrm{X} \top\right)\right)\right)
$$

We extend Theorem 24 to path checking for $\mathrm{MTL}_{u}$ over infinite data words in the following.

Theorem 25. Path checking for una $\mathrm{MTL}_{u}$ over infinite unary encoded data words is P -hard.

Proof. The proof is adapted from the proof of Theorem 24. In that proof, let $p$ be an atomic proposition that is not used in the data word $w$. Define the infinite data word $w^{\prime}=w(p, 5 m l)_{+0}^{\omega}$, and redefine the formula $\varphi_{i}$ by:

$$
\varphi_{i}= \begin{cases}\mathrm{F}_{[m, m+1]} \mathrm{X}^{m} \varphi_{i+1} & \text { if } i<l-1 \text { and level } i \text { is a } \vee \text {-level, } \\ \mathrm{G}_{[m, m+1]} \mathrm{X}^{m} \varphi_{i+1} & \text { if } i<l-1 \text { and level } i \text { is a } \wedge \text {-level, } \\ \mathrm{F}_{[m, m+1]}\left(\mathrm{V}_{j \in I} \mathrm{X}^{m-j}(\neg p \wedge \mathrm{X} p)\right) & \text { if } i=l-1 \text { and level } i \text { is a } \vee \text {-level, } \\ \mathrm{G}_{[m, m+1]}\left(\bigvee_{j \in I} \mathrm{X}^{m-j}(\neg p \wedge \mathrm{X} p)\right) & \text { if } i=l-1 \text { and level } i \text { is a } \wedge \text {-level. }\end{cases}
$$

It is easily seen that $w^{\prime} \models \psi$ if and only if the circuit $\alpha$ evaluates to 1 .

## Corollary 15. Path checking for $\mathrm{MTL}_{u}$ over infinite unary encoded data words is P -hard.

Note that the construction in the proof of Theorem 24 uses non-monotonic data words. This is unavoidable since it was shown in [21] that path checking for MTL over finite monotonic data words belongs to $A C^{1}(\log D C F L)$. But if we consider a succinct version of MTL that still has the same expressive power, the data words constructed can be monotonic.

Our next P-hardness result will be shown for monotonic data words. First we define an extension of MTL.

Definition 13. In the definition of MTL, if we replace the modality $U_{I}$ by $U_{I_{1} \cup I_{2} \cup \ldots \cup I_{n}}$, where $I_{1} \cup I_{2} \cup \cdots \cup I_{n}$ a finite union of intervals $I_{i} \subseteq \mathbb{Z}(1 \leq i \leq n)$, then we call this logic succinct MTL (SMTL).

Formally, the syntax and the semantics of SMTL are the same as that for MTL, except that the set $I$ in $\mathrm{U}_{I}$ can be a finite union $I=I_{1} \cup I_{2} \cup \cdots \cup I_{n}$ of intervals $I_{i} \subseteq \mathbb{Z}$. We use unaSMTL to denote the unary fragment of SMTL that uses only the unary modalities $X, F, G$, and use pureUnaSMTL to denote the pure fragment of unaSMTL, i.e., there are no propositions are used in the formula.

Let $I=\bigcup_{i=1}^{n} I_{i}$. It is easily seen that

$$
\varphi_{1} \mathrm{U}_{I} \varphi_{2} \equiv \bigvee_{i=1}^{n} \varphi_{1} \mathrm{U}_{I_{i}} \varphi_{2} \equiv x \cdot \varphi_{1} \mathrm{U}\left(\left(\bigvee_{i=1}^{n} x \in I_{i}\right) \wedge \varphi_{2}\right)
$$

We have the following two facts:
Fact 1. Every SMTL-formula is equivalent to an MTL-formula which can be exponentially larger.

Fact 2. Every SMTL-formula is equivalent to a $\mathrm{TPTL}^{1}$-formula of polynomial size, which, moreover, can be computed in logarithmic space.

By Fact 2 and Theorem 22, we can know that path checking for $\mathrm{SMTL}_{b}$ over infinite binary encoded data words is in P. In the following we show that path checking for $\mathrm{SMTL}_{u}$ over finite unary encoded data words is P-hard.

Theorem 26. Path checking for pureUnaSMTL ${ }_{u}$ over finite unary encoded strictly monotonic pure data words is P -hard.

Proof. We reduce from SAM2CVP. Let $\alpha$ be an SAM2-circuit with $l \geq 2$ levels and $n$ gates in each level. The idea will be to encode the wires between two consecutive levels by a suitably shifted version of the data word

$$
w_{n}=\prod_{i=1}^{n} i \cdot \prod_{i=1}^{n} i(n+1)=(1,2, \ldots, n, 1 \cdot(n+1), 2 \cdot(n+1), \ldots, n \cdot(n+1))
$$

Note that for all $i_{1}, i_{2} \in\{1, \ldots, n\}$ and $j_{1}, j_{2} \in\{1 \cdot(n+1), 2 \cdot(n+1), \ldots, n \cdot(n+1)\}$, we have the following: If $j_{1}-i_{1}=j_{2}-i_{2}$ then $i_{1}=i_{2}$ and $j_{1}=j_{2}$. This is best seen by viewing numbers in their base $(n+1)$ expansion. Let us denote with $\Delta=n(n+1)-1$ the maximal difference between a number from $\{1, \ldots, n\}$ and a number from $\{1 \cdot(n+1), 2 \cdot(n+1), \ldots, n \cdot(n+1)\}$.

We define the pure and strictly monotonic data word $w_{n, l}$ as

$$
w_{n, l}=\prod_{j=0}^{l-2}\left(w_{n}\right)_{+j \cdot n(n+2)} .
$$

The offset number $j \cdot n(n+2)$ is chosen such that the difference between a number from $\{1+j \cdot n(n+2), \ldots, n+j \cdot n(n+2)\}$ and a number from $\{1+(j+1) \cdot n(n+2), \ldots, n+(j+$ 1) $\cdot n(n+2)\}$ is larger than $\Delta$ for every $j \geq 0$.

Note that all data values in $w_{n, l}$ are bounded by $(l+1) n(n+2)$. The unary encoding of the data word $w_{n, l}$ is computable in logarithmic space from the circuit. For each $1 \leq j<l$, define

$$
S_{j}=\left\{i_{2}(n+1)-i_{1} \mid \text { the } i_{1}^{\text {th }} \text { gate in level } j \text { connects to the } i_{2}^{\text {th }} \text { gate in level } j+1\right\} .
$$

Suppose $o_{k}(1 \leq k \leq n)$ is the designated output gate. Let $I$ be the set of all $i \in[1, n]$ such that the $i^{\text {th }}$ gate in level $l$ is set to the Boolean value 1 . We construct the pureUnaSMTL-formula $\psi=\mathrm{X}^{k-1} \varphi_{1}$, where $\varphi_{j}(1 \leq j \leq l-1)$ is defined inductively as follows:

$$
\varphi_{j}= \begin{cases}\mathrm{F}_{S_{j}} \mathrm{X}^{n} \varphi_{j+1} & \text { if } j<l-1 \text { and level } j \text { is a } \vee \text {-level, } \\ \mathrm{G}_{S_{j}} \mathrm{X}^{n} \varphi_{j+1} & \text { if } j<l-1 \text { and level } j \text { is a } \wedge \text {-level, } \\ \mathrm{F}_{S_{j}}\left(\bigvee_{i \in I} \mathrm{X}^{n-i} \neg \mathrm{X} \top\right) & \text { if } j=l-1 \text { and level } j \text { is a } \vee \text {-level, } \\ \mathrm{G}_{S_{j}}\left(\bigvee_{i \in I} \mathrm{X}^{n-i} \neg \mathrm{X} \top\right) & \text { if } j=l-1 \text { and level } j \text { is a } \wedge \text {-level. }\end{cases}
$$

The purpose of the prefix $\mathrm{X}^{n}$ in front of $\varphi_{j+1}$ is to move from a certain position within the second half of the $j^{\text {th }}$ copy of $w_{n}$ to the corresponding position within the first half of the $(j+1)^{\text {th }}$ copy of $w_{n}$ in $w_{n, l}$. Note that no propositions are used, and only the unary modalities $\mathrm{F}, \mathrm{G}, \mathrm{X}$ are used in $\psi$. It is straightforward to check that $w_{n, l} \models \psi$ if and only if the circuit $\alpha$ evaluates to 1 .

Corollary 16. Path checking for $\mathrm{SMTL}_{u}$ over finite unary encoded data words is P -hard.
By Fact 2, we can obtain the following corollaries.
Corollary 17. Path checking for pureUnaTPTL ${ }_{u}^{1}$ over finite unary encoded strictly monotonic pure data words is P -hard.

Corollary 18. Path checking for $\mathrm{TPTL}_{4}^{1}$ over finite unary encoded data words is P -hard.
Example 7. Let $\alpha$ be the SAM2-circuit from Fig. 5.1. The encoding for level 1 and level 2 is

$$
\begin{equation*}
(1,2,3,4,5,6,12,18,24,30) . \tag{5.11}
\end{equation*}
$$

The encoding for level 2 and level 3 is

$$
\begin{equation*}
(36,37,38,39,40,41,47,53,59,65) . \tag{5.12}
\end{equation*}
$$

We concatenate (5.11) and (5.12) to obtain the following data word $w_{5,3}$ which is the encoding of the circuit $\alpha$ :

$$
w_{5,3}=(1,2,3,4,5,6,12,18,24,30)(36,37,38,39,40,41,47,53,59,65) .
$$

Define

$$
S_{1}=\{4,5,10,11,13,15,20,21,25,26\}
$$

and

$$
S_{2}=\{3,5,8,10,13,17,20,22,25,27\} .
$$

Let the designated output gate be $a_{3}$ in level 1 , and assume that the input gates $c_{1}, c_{4}, c_{5}$ (respectively, $c_{2}, c_{3}$ ) receive the value 0 (respectively, 1). Then the set $I$ is $I=\{2,3\}$ and the pureUnaSMTL-formula $\psi$ is

$$
\psi=\mathrm{X}^{2}\left(\mathrm{G}_{S_{1}} \mathrm{X}^{5}\left(F_{S_{2}}\left(\bigvee_{j \in\{2,3\}} \mathrm{X}^{5-j} \neg \mathrm{X} \top\right)\right)\right)
$$

Similar to the proof of Theorem 25, we can adapt the proof of Theorem 26 and extend the results to infinite data words.

Theorem 27. Path checking for unaSMTL ${ }_{u}$ and unaTPTL ${ }_{u}^{1}$ over infinite unary encoded data words are P -hard.

Corollary 19. Path checking for $\mathrm{SMTL}_{u}$ and $\mathrm{TPTL}_{u}^{1}$ over infinite unary encoded data words are P-hard.

### 5.2.2 PSPACE-hardness for TPTL

In this subsection, we will prove several PSPACE lower bounds for TPTL and TPTL ${ }^{r}(r \geq 2)$. For TPTL and $\operatorname{TPTL}_{b}^{r}(r \geq 2)$, we prove the lower bounds for their pure unary fragments.

Theorem 28. Path checking for pureUnaTPTL ${ }_{u}$ over finite unary encoded strictly monotonic pure data words is PSPACE-hard.

Proof. We prove PSPACE-hardness by a reduction from the PSPACE-complete quantified Boolean formula problem ( QBF , for short). Let $\Psi=Q_{1} x_{1} \cdots Q_{n} x_{n} \phi$ be a quantified Boolean formula, where $Q_{i} \in\{\forall, \exists\}$ and $\phi$ is a quantifier-free propositional formula. We construct the finite pure strictly monotonic data word

$$
w=0,1,2, \ldots, 2 n-1,2 n, 2 n+1
$$

For every $i \in\{1, \ldots, n\}$, the subword $2 i-1,2 i$ is used to quantify over the Boolean variable $x_{i}$. We use a corresponding register variable $x_{i}$. If we assign to this register variable the data value $2 i-b$, then the corresponding Boolean variable $x_{i}$ is set to $b \in\{0,1\}$.

We define the pureUnaTPTL-formula $x . \Psi^{\prime}$, where $\Psi^{\prime}$ is defined inductively by the following rules.

- If $\Psi=\forall x_{i} \Phi$, then $\Psi^{\prime}=\mathrm{G}\left(\left(x_{i}=2 i-1 \vee x_{i}=2 i\right) \rightarrow x_{i} . \Phi^{\prime}\right)$.
- If $\Psi=\exists x_{i} \Phi$, then $\Psi^{\prime}=\mathrm{F}\left(\left(x_{i}=2 i-1 \vee x_{i}=2 i\right) \wedge x_{i} \cdot \Phi^{\prime}\right)$.
- If $\Psi$ is a quantifier-free formula, then

$$
\Psi^{\prime}=\mathrm{F}\left(x=2 n+1 \wedge \Psi\left[x_{1} / x_{1}=2 n, \ldots, x_{i} / x_{i}=2(n-i)+2, \ldots, x_{n} / x_{n}=2\right]\right)
$$

Here, $\Psi\left[x_{1} / x_{1}=a_{0}, \ldots, x_{n} / x_{n}=a_{n}\right]$ denotes the TPTL-formula obtained from $\Psi$ by replacing every occurrence of $x_{i}$ by $x_{i}=a_{i}(1 \leq i \leq n)$.

Recall from the semantics of TPTL that the subformula $x_{i}=2 i-1 \vee x_{i}=2 i$ is true if and only if the difference between the current data value and the value to which $x_{i}$ is bound (which is initially 0 ) is $2 i-1$ or $2 i$. Hence, the subformula is only true at the two positions where the data values are $2 i-1$ and $2 i$, respectively. It is easy now to see that the quantified Boolean formula $\Psi$ is true if and only if $w \models x . \Psi^{\prime}$.

Corollary 20. Path checking for $\mathrm{TPTL}_{u}$ over finite unary encoded data words is PSPACEhard.

It is shown that model checking for freezeLTL over one-deterministic counter machine is PSPACE-hard [30]. Since every infinite computation of a deterministic one-counter machine is of the form $u_{1}\left(u_{2}\right)_{+k}^{\omega}$ (see Section 5.4). We can know that path checking for TPTL over infinite data words is PSPACE-hard. Moreover, we can show that the path checking is still PSPACE-hard even over the infinite strictly monotonic pure data word $(0)_{+1}^{\omega}=0,1,2,3,4, \ldots$

Theorem 29. Path checking for $\mathrm{TPTL}_{u}$ over the infinite data word $(0)_{+1}^{\omega}$ is PSPACE-hard.

Proof. In the proof of Theorem 28, let $w^{\prime}=w(2 n+2)_{+1}^{\omega}=0,1,2,3,4, \ldots$ Analysis similar to that proof shows that the quantified Boolean formula $\Psi$ is true if and only if $w^{\prime} \models x . \Psi^{\prime}$.

Corollary 21. Path checking for $\mathrm{TPTL}_{u}$ over infinite unary encoded data words is PSPACEhard.

In the following we consider path checking for the fragment of TPTL where the number of register variables are bounded by a fixed number $r \geq 2$.

The quantified subset sum problem (QSS) is PSPACE-complete [79]:
Input: A sequence $a_{1}, a_{2}, \ldots, a_{2 n}, b \in \mathbb{N}$ of binary encoded numbers.
Output: yes if $\forall x_{1} \in\left\{0, a_{1}\right\} \exists x_{2} \in\left\{0, a_{2}\right\} \cdots \forall x_{2 n-1} \in\left\{0, a_{2 n-1}\right\} \exists x_{2 n} \in\left\{0, a_{2 n}\right\}$ such that $\sum_{i=1}^{2 n} x_{i}=b$, no otherwise.

We define a variant of QSS in the following:
Input: A sequence $a_{1}, a_{2}, \ldots, a_{2 n}, b \in \mathbb{N} \backslash\{0\}$ of binary encoded numbers.
Output: yes if $\forall x_{1} \in\left\{1, a_{1}\right\} \exists x_{2} \in\left\{1, a_{2}\right\} \cdots \forall x_{2 n-1} \in\left\{1, a_{2 n-1}\right\} \exists x_{2 n} \in\left\{1, a_{2 n}\right\}$ such that $\sum_{i=1}^{2 n} x_{i}=b$, no otherwise.

We call this problem positive quantified subset sum problem (PQSS). PQSS is also PSPACEcomplete. It is easy to check that for every instance $a_{1}, a_{2}, \ldots, a_{2 n}, b$ of QSS, the answer is yes for this input if and only if the answer for the PQSS-input $\left(a_{1}+1, a_{2}+1, \ldots, a_{2 n}+1, b+2 n\right)$ is yes.

Theorem 30. Path checking for pureUnaTPTL ${ }_{b}^{2}$ over the infinite data word $(0)_{+1}^{\omega}$ is PSPACEhard.

Proof. The theorem is proved by a reduction from PQSS. Given an instance $a_{1}, a_{2}, \ldots, a_{2 n}, b$ of PQSS, we construct the pureUnaTPTL ${ }^{2}$-formula $x . \varphi_{1}$, where the formula $\varphi_{i}(1 \leq i \leq 2 n+1)$ is defined inductively by

$$
\varphi_{i}= \begin{cases}y \cdot \mathrm{G}\left(\left(y=1 \vee y=a_{i}\right) \rightarrow \varphi_{i+1}\right) & \text { for } i<2 n \text { odd } \\ y \cdot \mathrm{~F}\left(\left(y=1 \vee y=a_{i}\right) \wedge \varphi_{i+1}\right) & \text { for } i \leq 2 n \text { even }, \\ x=b & \text { for } i=2 n+1\end{cases}
$$

The intuition is the following: Note that in the data word $w$ the data value is increasing by one in each step. Assume we want to evaluate $y \cdot \mathrm{G}\left(\left(y=1 \vee y=a_{i}\right) \rightarrow \varphi_{i+1}\right)$ in a position where the data value is currently $d$. The initial freeze quantifier sets $y$ to $d$. Then, $\mathrm{G}((y=1 \vee y=$
$\left.a_{i}\right) \rightarrow \varphi_{i+1}$ ) means that in every future position, where the current data value is either $d+1$ (in such a position $y=1$ holds by the TPTL-semantics) or $d+a_{i}$ (in such a position $y=a_{i}$ holds), the formula $\varphi_{i+1}$ has to hold. In this way, we simulate the quantifier $\forall x_{i} \in\left\{1, a_{i}\right\}$. At the end, we have to check that the current data value is $b$, which can be done with the constraint $x=b$ (note that $x$ is initially set to 0 and never reset). We can show that $(0)_{+1}^{\omega} \models x . \varphi_{1}$ if and only if the answer for the PQSS-input $\left(a_{1}, a_{2}, \ldots, a_{2 n}, b\right)$ is yes.

Corollary 22. Path checking for $\mathrm{TPTL}_{b}^{2}$ over infinite unary encoded strictly monotonic pure data words is PSPACE-hard.

Recall from Theorem 20 that for every fixed $r$, path checking for $\mathrm{TPTL}_{u}^{r}$ over infinite binary encoded quasi-monotonic data words can be solved in polynomial time. The following result shows that quasi-monotonicity is important for Theorem 20. First we prove a lower bound for freezeLTL ${ }^{2}$, which is a fragment of $\operatorname{TPTL}_{u}^{2}$.

Theorem 31. Path checking for freezeLTL ${ }^{2}$ over infinite binary encoded pure data words is PSPACE-hard.

Proof. The theorem is proved by a reduction from PQSS.
We first prove the theorem for non-pure data words, and then show how to get rid of the atomic propositions. Given an instance $a_{1}, a_{2}, \ldots, a_{2 n}, b$ of PQSS, we construct the infinite data word

$$
w=(\emptyset, b)\left((q, 0) \prod_{i=1}^{2 n}(p, 1)\left(p, a_{i}\right)(\emptyset, 0)\right)_{+1}^{\omega}
$$

and the formula $x . y . \mathrm{X} \varphi_{1}$, where the formulas $\varphi_{i}(1 \leq i \leq 2 n+1)$ are defined as follows. First of all, for a proposition $p$ and a formula $\psi$ we use the abbreviations

$$
\mathrm{F}_{p} \psi=p \mathrm{U}(p \wedge \psi) \text { and } \mathrm{G}_{p} \psi=\neg \mathrm{F}_{p} \neg \psi .
$$

Thus, $\mathrm{F}_{p} \psi$ holds in position $j$ means that in the future there is a time point $t$ such that $\psi$ holds at time $t$ and the proposition $p$ holds at all time points $j<s \leq t$. Similarly, $\mathrm{G}_{p} \psi$ holds in position $j$ means that for all future time points $t$ such that $p$ holds at all time points $j<s \leq t$, $\psi$ holds at $t$. Then we define:

$$
\varphi_{i}= \begin{cases}\mathrm{X}^{3(i-1)} \mathrm{G}_{p} y \cdot \mathrm{~F}\left(q \wedge y=0 \wedge \varphi_{i+1}\right) & \text { for } i<2 n \text { odd } \\ \mathrm{X}^{3(i-1)} \mathrm{F}_{p} y \cdot \mathrm{~F}\left(q \wedge y=0 \wedge \varphi_{i+1}\right) & \text { for } i \leq 2 n \text { even }, \\ x=0 & \text { for } i=2 n+1\end{cases}
$$

Let us explain the formula $\mathrm{X}^{3(i-1)} \mathrm{F}_{p} y \cdot \mathrm{~F}\left(q \wedge y=0 \wedge \varphi_{i+1}\right)$. We will only evaluate this formula in positions where the proposition $q$ holds (i.e., the starting positions of the periodic part of $w$ ). Let $d$ be the data value at this position (meaning that we are at the first position of the $(d+1)^{\text {th }}$ iteration of the periodic part). With $X^{3(i-1)}$ we move to the position $j$ which precedes the block $(p, 1)\left(p, a_{i}\right)(\emptyset, 0)$. The data value at the next position $j+1$ is $d+1$, whereas the data value at the position $j+2$ is $d+a_{i}$. With the modality $\mathrm{F}_{p}$ we either move to the position $j+1$ or move to the position $j+2$; the choice is made existentially (if the modality is $\mathrm{G}_{p}$, then the choice is made universally). Next, $y$ is set to the current data value. Hence, we existentially set $y$ to either $d+1$ or $d+a_{i}$. With the final part $\mathrm{F}\left(q \wedge y=0 \wedge \varphi_{i+1}\right)$ we go to the unique position in the future, where $q$ holds and the data value at this position is equal to the value which was assigned to $y$ before $\left(d+1\right.$ or $\left.d+a_{i}\right)$. In this way we simulate the quantifier $\exists x_{i} \in\left\{1, a_{i}\right\}$.

Finally, note that initially, the register variable $x$ is set to $b$ (the data value at the first position of $w$ ). Hence, in the formula $\varphi_{2 n}$ we express by the constraint $x=0$ that the current data value has to be $b$. This shows that $w \models x$.y. $\mathrm{X} \varphi_{1}$ if and only if the instance $a_{1}, a_{2}, \ldots, a_{2 n}, b$ is positive.

We can get rid of the propositions $p$ and $q$ by encoding them into a pure data word. We use $(0,1,1)$ (respectively, $(0,0,0)$ ) to denote $q$ (respectively, $p$ ). Then the data word $w$ can be replaced by the following pure data word (for better readability we underline the positions that correspond to the old data word $w$ )

$$
w^{\prime}=b\left(0,1,1, \underline{0}, \prod_{i=1}^{2 n}\left(0,0,0, \underline{1}, 0,0,0, \underline{a_{i}}, 0\right)\right)_{+1}^{\omega}
$$

Define $\varphi_{q}=x \cdot \mathrm{X}(\neg(x=0) \wedge x . \mathrm{X}(x=0))$ and $\varphi_{p}=x \cdot \mathrm{X}(x=0 \wedge \mathrm{X}(x=0))$. We replace the formula $\mathrm{F}_{p} \psi$ by

$$
\mathrm{F}_{p}^{\prime} \psi=\left[\varphi_{p} \vee \mathrm{X}^{3}\left(\varphi_{p} \wedge \mathrm{X} \neg \varphi_{p}\right) \vee \mathrm{X}^{2}\left(\varphi_{p} \wedge \mathrm{X} \neg \varphi_{p}\right) \vee \mathrm{X}\left(\varphi_{p} \wedge \mathrm{X} \neg \varphi_{p}\right)\right] \mathrm{U}\left[\varphi_{p} \wedge \psi\right]
$$

and define $\mathrm{G}_{p}^{\prime} \psi=\neg \mathrm{F}_{p}^{\prime} \neg \psi$. Then we define:

$$
\varphi_{i}^{\prime}= \begin{cases}\mathrm{X}^{9(i-1)} \mathrm{G}_{p}^{\prime} \mathrm{X}^{3} y \cdot \mathrm{~F}\left(\varphi_{q} \wedge \mathrm{X}^{4} \varphi_{p} \wedge \mathrm{X}^{3}(y=0) \wedge \mathrm{X}^{3} \varphi_{i+1}^{\prime}\right) & \text { for } i<2 n \text { odd } \\ \mathrm{X}^{9(i-1)} \mathrm{F}_{p}^{\prime} \mathrm{X}^{3} y \cdot \mathrm{~F}\left(\varphi_{q} \wedge \mathrm{X}^{4} \varphi_{p} \wedge \mathrm{X}^{3}(y=0) \wedge \mathrm{X}^{3} \varphi_{i+1}^{\prime}\right) & \text { for } i \leq 2 n \text { even } \\ x=0 & \text { for } i=2 n+1\end{cases}
$$

Analysis similar to above shows that $w^{\prime} \models x . y . \mathrm{X}^{4} \varphi_{1}^{\prime}$ if and only if the instance $a_{1}, a_{2}, \ldots, a_{2 n}, b$ is positive.

Corollary 23. Path checking for $\operatorname{TPTL}_{u}^{r}(r \geq 2)$ over infinite binary encoded pure data words is PSPACE-hard.

Remark 5. Theorems 24, 26 and 28 are showed for the logic where all constraint numbers (or interval borders) are encoded in unary notation, and also hold if all constraint numbers (or interval borders) are given in binary notation. The constructions in the proofs of these theorems use only finite data words, and are easily adapted to infinite data words. Whereas Theorems 30, 31 and Corollary 23 only hold for infinite data words, since by Theorem 21 the path checking for $\mathrm{TPTL}^{r}$ over finite data words is in P. Furthermore, by Theorem 19, the constraint numbers in the logic of Theorem 30 and the data words in Theorem 31 have to be encoded in binary notation.

It is interesting to note that all lower bounds hold for the corresponding unary fragments except Theorem 31 and Corollary 23. The proof for Theorem 31 for freezeLTL ${ }^{2}$ needs the until operator. It is not clear, whether path checking for the unary fragment of freezeLTL ${ }^{2}$ over infinite binary encoded data words is still PSPACE-hard.

### 5.3 Summary of path checking results

We prove several upper and lower complexity bounds in Section 5.1 and Section 5.2, respectively. We summarizes our complexity results in this section.

Table 5.1 is an overview of our complexity results. We see that for TPTL, TPTL ${ }^{1}$, SMTL and MTL, the type (finite or infinite) of the input data words, and the encoding (unary or binary) of data values and constraint numbers (or interval borders) do not influence the complexity. In fact, the complexity results still hold for their unary fragments, and if we consider the infinite monotonic data words of the form $(u)_{+k}^{\omega}$, then path checking of MTL is in $\mathrm{AC}^{1}$ (logDCFL). For $\mathrm{TPTL}^{r}(r \geq 2)$, the complexity depends on the input data words, and the encoding of the data words and constraint numbers.

Fig. 5.7 shows our complexity results, which depicts the relationship of different logics with respect to their expressive power (here the superscript $<\infty$ is a place holder for any number $r \geq 2$ ), over different classes of data words. Whether data words are pure or not does not change the complexity in all cases. Moreover, for finite data words, the complexity does not depend upon the encoding of data words (unary or binary) and the fact whether data words are monotonic or non-monotonic (for TPTL and SMTL). On the other hand, for infinite data words, these distinctions influence the complexity: For binary and non-monotonic data words we get another picture than for unary encoded or (quasi-)monotonic data words.

| infinite data words, unary or quasi-monotonic | finite data words |
| :---: | :---: |
| infinite data words, binary and non-monotonic | finite or infinite data words, non-monotonic |

Fig. 5.7 Complexity results of path checking

|  | TPTL | $\operatorname{TPTL}_{b}^{r}(r \geq 2)$ | $\operatorname{TPTL}_{u}^{r}(r \geq 2)$ | TPTL ${ }^{1}$ ，SMTL，MTL |
| :---: | :---: | :---: | :---: | :---: |
| 渞 | PSPACE－compl． | P－compl． | P－compl． | P－compl． |
| 氯氣 | PSPACE－compl． | PSPACE－compl． | P－compl． | P－compl． |
| 気 | PSPACE－compl． | PSPACE－compl． | PSPACE－compl． | P－compl． |

Table 5．1 Complexity results of path checking

## 5．4 Model checking for deterministic one－counter machines

In this section，we consider the model checking problem over deterministic one－counter ma－ chines．We show that it is equivalent to the path checking problem over infinite unary encoded data words with respect to logarithmic space reductions．

A one－counter machine $(\mathrm{OCM}) \mathscr{A}$ is a triple $\mathscr{A}=\left(Q, q_{0}, \Delta\right)$ ，where $Q$ is a finite set of states，$q_{0} \in Q$ is the initial state，and $\Delta=Q \times\{-1,0,1\} \times Q$ is the transition relation．A configuration is a pair $(q, n) \in Q \times \mathbb{N}$ ．For configurations $(p, m)$ and $(q, n)$ we write $(p, m) \vdash_{\mathscr{A}}$ $(q, n)$ if one of the following three cases holds：
－$(p,-1, q) \in \Delta$ and $n=m-1$
－$(p, 1, q) \in \Delta$ and $n=m+1$
－$(p, 0, q) \in \Delta$ and $n=m=0$
An infinite run of $\mathscr{A}$ is an infinite sequence

$$
\left(q_{0}, 0\right) \vdash_{\mathscr{A}}\left(q_{1}, n_{1}\right) \vdash_{\mathscr{A}}\left(q_{2}, n_{2}\right) \vdash_{\mathscr{A}}\left(q_{3}, n_{3}\right) \vdash_{\mathscr{A}} \cdots
$$

A finite run of $\mathscr{A}$ is a finite sequence

$$
\left(q_{0}, 0\right) \vdash_{\mathscr{A}}\left(q_{1}, n_{1}\right) \vdash_{\mathscr{A}}\left(q_{2}, n_{2}\right) \vdash_{\mathscr{A}} \cdots \vdash_{\mathscr{A}}\left(q_{l}, n_{l}\right)
$$

such that there does not exist a configuration $(q, n)$ with $\left(q_{l}, n_{l}\right) \vdash_{\mathscr{A}}(q, n)$. We identify this run with the finite data word $\left(q_{0}, 0\right)\left(q_{1}, n_{1}\right)\left(q_{2}, n_{2}\right) \cdots\left(q_{l}, n_{l}\right)$, and an infinite run is viewed as an infinite data word in the same way.

An OCM is deterministic (and called a DOCM) if for every state $p \in Q$, either there is exactly one outgoing transition $(p, a, q)$ or there are exactly two outgoing transitions, which have to be of the form $\left(p, 0, q_{1}\right)$ and $\left(p,-1, q_{2}\right)$ for states $q_{1}, q_{2} \in Q$. This implies that $\mathscr{A}$ has a unique run (either finite or infinite), which we denote with $\operatorname{run}(\mathscr{A})$ and is viewed as a data word as explained above.

Lemma 24. For a given DOCM $\mathscr{A}$ one can check in logarithmic space, whether run $(\mathscr{A})$ is finite or infinite. Moreover, the following holds:

- If $\operatorname{run}(\mathscr{A})$ is finite, then the corresponding data word in unary encoding can be computed in logarithmic space.
- If run $(\mathscr{A})$ is infinite, then one can compute in logarithmic space two unary encoded data words $u_{1}$ and $u_{2}$ and a unary encoded number $k$ such that $\operatorname{run}(\mathscr{A})=u_{1}\left(u_{2}\right)_{+k}^{\omega}$.

Proof. In [31], the following statement was shown: If $\operatorname{run}(\mathscr{A})$ is infinite, then $\operatorname{run}(\mathscr{A})=$ $u_{1}\left(u_{2}\right)_{+k}^{\omega}$ with $k \leq|Q|$ and $\left|u_{1} u_{2}\right| \leq|Q|^{3}$. Hence, in order to check whether run $(\mathscr{A})$ is infinite, we have to simulate $\mathscr{A}$ for at most $|Q|^{3}$ many steps. Thereby we check whether a configuration $(q, n)$ is reached such that before, already a configuration $(q, m)$ with $m<n$ has been reached. We store the current configuration with the counter value in binary together with a step counter $t$, which only needs logarithmic space (since the counter and the step counter are bounded by $|Q|^{3}$ ). Each time we produce a new configuration $(q, n)$ (at step $t$ ), we have to check whether we have seen a configuration $(q, m)$ with $m<n$ before. Since we cannot store the whole sequence of configuration, we have to "freeze" the simulation of $\mathscr{A}$ at the configuration $(q, n)$ and then start a new simulation from the initial configuration for at most $t$ steps. Thereby, the current configuration is compared with $(q, n)$.

In a similar way, we can produce the data word $\operatorname{run}(\mathscr{A})$ itself in logarithmic space. We only have to print out the current configuration. Internally, our machine stores counter values in binary encoding. Since we want the output data word to be unary encoded, we have to transform the binary encoded counter values into unary encoding, which can be done with a logarithmic space machine.

Let $\mathscr{L}$ be a logic. The model checking problem for $\mathscr{L}$ over DOCM is defined as follows:
Input: A DOCM $\mathscr{A}$ and a formula $\varphi \in \mathscr{L}$.
Output: yes if $\operatorname{run}(\mathscr{A}) \models \varphi$, no otherwise.

Theorem 32. Let $\mathscr{L}$ be one of the logic TPTL, $\mathrm{TPTL}^{r}, \mathrm{SMTL}$ or MTL. The model checking problem for $\mathscr{L}$ over DOCM is equivalent with respect to logarithmic space reductions to the path checking problem for $\mathscr{L}$ over infinite unary encoded data words.

Proof. The reduction from the model checking problem for $\mathscr{L}$ over DOCM to the path checking problem for $\mathscr{L}$ over infinite unary encoded data words follows from Lemma 24. For the other direction take a unary encoded infinite data word $w=u_{1}\left(u_{2}\right)_{+k}^{\omega}$ and a formula $\psi \in \mathscr{L}$. Of course, $w$ does not have to be of the form $\operatorname{run}(\mathscr{A})$ for a DOCM $\mathscr{A}$, since in a data word $\operatorname{run}(\mathscr{A})$ the data value can only change by at most 1 for neighboring positions. On the other hand, the latter can be easily enforced by inserting dummy positions in between the positions of $w$. Let $w^{\prime}=v_{1}\left(v_{2}\right)_{+k}^{\omega}$ be the resulting data words. Then, we can easily construct in logarithmic space a DOCM $\mathscr{A}$ such that the sequence of counter values produced by $\mathscr{A}$ is the sequence of data values of $w^{\prime}$. Moreover, no state of $\mathscr{A}$ repeats among the first $\left|v_{1} v_{2}\right|-1$ many positions. It is then straightforward to construct a formula $\psi^{\prime} \in \mathscr{L}$ such that $w \models \psi$ if and only if $\operatorname{run}(\mathscr{A}) \models \psi^{\prime}$.

By Theorem 32, the complexity results from Table 5.1 and Fig. 5.7 proved for $\mathscr{L}$ over infinite unary encoded data words also shows the complexity of model checking for $\mathscr{L}$ over DOCM.

## Chapter 6

## Conclusion and future work

In this thesis, we studied the expressive power, satisfiability problems and path checking problems for MTL and TPTL over data words. In [6], the authors showed that over infinite monotonic data words, MTL and TPTL have the same expressive power and the satisfiability problem is decidable. We considered MTL and TPTL over infinite data words and finite data words separately. Now we briefly summarize the contents of this thesis and mention some directions for the future work.

In Chapter 2, we gave some basic definitions and notations about data words, metric temporal logic, timed propositional temporal logic, the relative expressive power, computational complexity and two-counter machines.

In Chapter 3, we introduced Ehrenfeucht-Fraïssé games for MTL and TPTL over data words, respectively, which are quantitative extensions of the EF-game for LTL over words defined in [36]. Every MTL-formula is equivalent to a TPTL-formula where only one register variable is used. Using the EF-game for MTL, we showed that TPTL is strictly more expressive than MTL over both infinite data words and finite data words. Actually, we showed that TPTL ${ }^{1}$ is strictly more expressive than MTL by proving that the $\mathrm{TPTL}^{1}$-formula $x \cdot \mathrm{XX}(x=0)$ is not definable in MTL. Furthermore, we showed that the MTL definability problem: whether a TPTL-formula is definable in MTL, is undecidable over both infinite and finite data words by reductions of recurrent state problem and halting problem of two-counter machines. The register variables in TPTL play an important role in reaching its greater expressive power compared to MTL. When restricting the number of register variables, we were able to show that there is a strict increase in expressiveness when allowing two register variables instead of just one, i.e., TPTL ${ }^{2}$ is strictly more expressive than TPTL ${ }^{1}$. It is still open for the general case that whether TPTL ${ }^{r} \prec \mathrm{TPTL}^{r+1}$, where $r \geq 2$. We conjecture that the register variable hierarchy for TPTL is strict.

We considered the expressive power of several fragments of MTL and TPTL by restriction of the until rank and the set of constraint numbers (or interval borders). We showed that the until rank hierarchies for MTL and TPTL are strict over both infinite and finite data words, and whether an MTL-formula (respectively, TPTL-formula) is definable in $\mathrm{MTL}_{k}$ (respectively, $\mathrm{TPTL}_{k}$ ) is undecidable for every $k \in \mathbb{N}$. We also obtained linear constraint hierarchies and lattice constraint hierarchies for MTL and TPTL when the set of constraint numbers (or interval borders) is restricted.

We also considered the expressive power of MTL that uses the non-strict semantics for the until modality. We showed that, over non-monotonic data words, MTL with strict semantics is strictly more expressive than MTL with non-strict semantics.

In Chapter 4, we considered infinitary SAT and finitary SAT for MTL and some fragments of MTL and TPTL. We showed that for MTL, the unary fragment of MTL and the pure fragment of MTL, infinitary SAT is $\Sigma_{1}^{1}$-complete and finitary SAT is $\Sigma_{1}^{0}$-complete. This still holds even for the unary fragment of MTL with two propositions and for the unary fragment of TPTL ${ }^{1}$ without the X modality. We proved the undecidability of infinitary SAT (respectively, finitary SAT) by a reduction from the recurrent state problem (respectively, halting problem) of two-counter machines. However, it is an open problem whether undecidability also holds for the unary fragment of MTL in which the X modality is not allowed.

For the positive fragments of MTL and TPTL, we showed that a positive formula is satisfiable if and only it is satisfied by a finite data word. Finitary SAT and infinitary SAT coincide for positive MTL and positive TPTL. Both of them are $\Sigma_{1}^{0}$-complete. For existential TPTL (respectively, existential MTL) that is the fragment of positive TPTL (respectively, positive MTL) in which we only use the F and X modalities, we showed that SAT is NP-complete.

In Chapter 5, we considered the complexity of path checking problems for MTL and TPTL over data words. We showed that path checking for TPTL is PSPACE-complete, and for MTL is P-complete. The type (finite or infinite) of the input data words, and the encoding (unary or binary) of data values and constraint numbers (or interval borders) do not influence the complexity. If the number of register variables allowed in a formula is restricted, we obtained path checking for TPTL ${ }^{1}$ is P -complete over both infinite and finite data words; for TPTL ${ }^{2}$ is PSPACE-complete over infinite data words; and for $\operatorname{TPTL}^{r}(r \geq 2)$ is P-complete over finite data words. If the encoding of constraint numbers of the input TPTL-formula is in unary notation, we showed that path checking for $\operatorname{TPTL}^{r}(r \geq 2)$ is P-complete over infinite unary encoded data words or infinite binary encoded quasi-monotonic data words.

For MTL, we proved the P-hardness over non-monotonic data words. This is unavoidable by the result in [21] that path checking for MTL over monotonic data words belongs to $A C^{1}(\log D C F L)$. We introduced SMTL which is a succinct version of MTL. For SMTL,
we showed that path checking over monotonic data words is P -complete. We also showed that path checking for MTL over infinite monotonic data words of the form $(u)_{+k}^{\omega}$ belongs to $A C^{1}(\log D C F L)$.

In the last section of this chapter, we extended these results to model checking over deterministic one-counter machines.
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[^0]:    ${ }^{1} \varphi=\perp \mathrm{U}_{I} \varphi_{i_{0}^{\prime}}$ if $i_{0}^{\prime}=i_{0}+1$, i.e., there are no positions between position $i_{0}$ and position $i_{0}^{\prime}$.

[^1]:    ${ }^{2}$ Let $\left(i_{0}, i_{1}\right)$ be a pair of positions, where $i_{0}, i_{1}$ are positions in $w_{0}, w_{1}$, respectively. We underline $i_{j}(j \in\{0,1\})$ to denote that Spoiler chooses the position $i_{j}$ in $w_{j}$ and Duplicator responds with the position $i_{1-j}$ in $w_{1-j}$.

[^2]:    ${ }^{3}$ In [7], the authors constructed a TPTL-formula that can capture the computation of a two-counter machine. We construct an equivalent MTL-formula. For more details about the formula we refer the reader to Section 4.1 in Chapter 4.

[^3]:    ${ }^{4}$ For the details of $\varphi_{\text {infin }}$ and $\varphi_{\text {fin }}$ we refer the reader to the proof of Theorem 10 in Chapter 4.

[^4]:    ${ }^{5}$ Given a pair $\left(i_{0}, i_{1}\right)$ of positions, we underline $i_{l}(l \in\{0,1\})$ to denote that Spoiler chooses the position $i_{l}$ in $w_{l}$ and Duplicator responds with the position $i_{1-l}$ in $w_{1-l}$.

[^5]:    ${ }^{6} \varphi=y_{1} \ldots y_{h} .\left(\perp \cup \varphi_{i_{0}^{\prime}}\right)$ if $i_{0}^{\prime}=i_{0}+1$, i.e., there are no positions between position $i_{0}$ and position $i_{0}^{\prime}$.

