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Chapter 1

Introduction

Temporal logics are a very popular family of logical languages, used to specify
properties of abstracted systems. Since the first appearance of linear temporal
logic, better known as LTL [36], temporal logics have been intensively studied,
and have become some of the most prominent specification languages used in
verification and model checking.

In the last few years, many extensions of temporal logics have been proposed
in order to address the need to express more than just abstract properties, see
for instance [2, 4, 19, 20, 46]. In some of these studies we can find languages
which allow to reason about time intervals, space regions, data values from dense
domains like the real numbers or discrete domains like the integers or natural
numbers.

Linear Time Temporal Logic with Constraints.
A general approach to creating such formalisms is described in [17] by Demri and
D’Souza. Here they show how to extend LTL with the ability to express properties
of data values from an arbitrary relational structure D = (D, Ry,..., R,), con-
sisting of a domain D and relations R, ..., R,, and often called concrete domain.
An example of concrete domain can be (Z, <), where the integers are considered
as a relational structure over the binary order relation < = {(a,b) € Z? | a < b}.
The approach from [17] is also used in the field of description logics (DLs), where
Baader and Hanschke first described a way to integrate arbitrary concrete do-
mains into the knowledge-representation language ALC [3].

The logic defined in [17] is called Constraint-LTL, abbreviated to CLTL. The
idea behind this language is the following: For a fixed relational structure D =
(D, Ry,...,R,) one adds to standard LTL atomic formulas of the form

R(X%zy, ..., X*zy,) (1.1)

called atomic constraints. Here, R is (a name of) one of the relations of the domain



D, i1,...,i > 0, and x1,...,x; are variables that range over D, the universe of
D. A CLTL-formula containing such constraints is interpreted over (generally
infinite) words, where in addition every position of the word associates with each
of the variables 1, ..., x; an element of D (one can think of D-registers attached
to the system states). Such models are also known as multi-data words, and if
one ignores the atomic propositions (which can be most of the times simulated
using data values) and fixes a finite number of variables, they can be seen as
infinite sequences of vectors of values from D.

A constraint R(X“ a1, ..., X%x;) holds in a multi-data word w = sgs1sz. .. if
the tuple (a1, ..., ax), where a; is the value of variable z; at state s;;, belongs to
the D-relation R. In this way, the values of variables at different system states
can be compared. For example, one might choose as domain D the structure
(Z,<,=,(=a)aez), where < is the order relation defined above, = is the equality
relation! and =, is the unary predicate that only holds for a. This structure
has infinitely many relations, which is not a problem with respect to satisfiability
because any formula can only use finitely many of those predicates. Then, one
might for instance write down a formula (z < X'y) U (y = 100) which holds on a
multi-data word if and only if there is a position where variable y holds the value
100 and for all previous positions ¢, the value of x at time t is strictly smaller
than the value of y at time ¢ + 1.

Balbiani and Condotta [4] proved a general decidability result for CLTL with
constraints over all concrete domains D satisfying certain properties:

(i) the relations of D are binary, pairwise disjoint and their union covers D x D,
where D is the universe of D, and

(ii) for all finite and consistent sets of constraints, any partial solution (variable
valuation satisfying the constraints) can be extended to a global solution.

For these domains, the satisfiability problem for CLTL is proven to be PSPACE-
complete, that is, it has the same complexity of satisfiability for LTL without
constraints. Instances of domains with the above properties are (D, <,=,>)
with D = R or D = Q, and (R?, sw, s, se,w, e, nw,n,ne,=), where the nine
relations illustrate the mutual position of two points in the Cartesian plane (eg.
(a,b) sw (c,d) iff a < ¢ and b < d). In these cases, the dense structure of the real
and rational numbers is fundamental to prove property (ii), and in fact the domain
(Z, <,=,>) does not satisfy such condition. This originated the question whether

IThe reader might be surprised by the fact that we denote the equality relation with =. The
reason is that later we have to consider relational structures over the same signature, where =
is not necessarily interpreted as the equality relation. To avoid confusion, we have decided to
use the symbol = for the equality relation as part of relational structures.



CLTL with constraints over the integers would still be decidable, a question which
was investigated in [16, 17, 19].

In [19], Demri and Gascon studied LTL extended with constraints from a
language IPC*. If we disregard succinctness aspects, the logic is equivalent to
CLTL with constraints over the structure

Z = (Z, <, =, (Ea)a627 (Ea,b)0§a<b)7 (1'2)

where =, denotes the unary relation {a+xzb | z € Z} (expressing that an integer
is congruent to a modulo b). The main result from [19] states that satisfiability
of CLTL with constraints over Z is decidable and in fact also PSPACE-complete.
We should remark that the PSPACE upper bound from [19] even holds for the
succinct IPC*-representation of constraints used in [19].

The study of temporal logics with constraints over the integers is partly
motivated by the idea of analyzing counter systems. To this end it would be
extremely useful to add successor constraints (y = = + 1) to Z. Unfortu-
nately this quickly leads to undecidability [17]. Nonetheless Z allows qualita-
tive representation of increment, for example x = y + 1 can be abstracted by
(y > x) /\\/fi:IQk (=20 () A=;41 9¢(y)) where k is a large natural number. This is
why temporal logics extended with constraints over Z seem to be a good compro-
mise between (inexpressive) total abstraction and (undecidable) high concretion.

Branching Time Temporal Logics with Constraints.

In the same way as outlined for LTL above, constraints can be also added to
branching-time logics as CTL* (computation tree logic) and even ECTL* (extended
computation tree logic), obtaining CCTL* and CECTL", respectively. In this
framework, formulas are interpreted over decorated Kripke structures, where each
node (state) carries a valuation for the register variables used in the atomic
constraints R(X"xq,...,X%x;). The latter become then atomic path formulas,
interpreted on infinite paths of decorated Kripke structures.

A weak form of CCTL* with constraints from Z (where only integer variables
at the same state can be compared) was first introduced in [13], where it is used
to describe properties of infinite transition systems, represented by relational
automata. It is shown in [13] that the model checking problem for CCTL* over
relational automata is undecidable.

Demri and Gascon [19] asked whether satisfiability of CCTL" with constraints
from Z over decorated Kripke structures is decidable. This problem was inves-
tigated in [7, 25], where several partial results where shown: If we replace in Z
the binary predicate < by unary predicates <. = {z | © < ¢} for ¢ € Z, then
satisfiability of CCTL* has been shown decidable by [25]. For the full structure
Z satisfiability has been shown to be decidable for CEF™, a fragment of CCTL*
which contains both the existential and universal fragment of CCTL*, see [7].



Later in [8] Bozzelli and Pinchinat proved that satisfiability of the existential and
universal fragment of CCTL* over the domain (Z, =, <) are PSPACE-complete.

Contributions of the Thesis.
In [11] we settle the question positively, and prove that CCTL* with constraints
over Z is decidable. We then lift this result to ECTL* [12], a proper extension of
CTL* (see [39, 41]) in which the CTL" path formulas are replaced by the set of
all regular properties of paths, represented by Biichi-automata or MSO-formulas.
The method that we use to obtain the results from [11, 12] is divided into
two steps: Firstly we individuate sufficient conditions on a relational structure D
which guarantee that satisfiability of CECTL* with constraints over D has a de-
cidable satisfiability problem. Secondly, we prove that Z enjoys these properties,
at which point our main result follows.
More specifically, we prove the following result, which will be explained in
detail in the sequel:

Result 1 (Thm. 4.7) Let o be a countable relational signature, and let D be a
o-structure which:

e is negation-closed, and
e has the property EHD(Bool(MSO, WMSO+B)).

Then satisfiability of CECTL* with constraints over D is decidable.

By negation-closed, we mean that the complement of any of the relations from
o has to be definable in positive existential first-order logic over D. For instance
(Z,=, <) is negation-closed, because ~z < y iff (zr =y V y < z) and ~z = y iff
(x <y V y < x). Negation closure is needed in order to achieve a strong kind of
negation normal form, in which the constraints only appear in a positive form.

The second condition, the EHD-property, expresses the fact that we can pro-
vide a characterization of all structures which allow a homomorphism into D
using a suitable logical language. More precisely, we say that D has the property
EHD(L) for some logic £ if and only if there exists an L-sentence pp such that
for any o-structure? A

Jh : A — D homomorphism <= A ¢p.

In Result 1 we use £ = Bool(MSO, WMSO+B) (in short BMW), which is formed
by all boolean combinations of MSO and WMSO+B sentences. WMSO+-B is the
extension of weak monadic second-order logic (where only quantification over
finite subsets is allowed) with the bounding quantifier B: A formula BX ¢ holds

2For simplicity we are assuming here that ¢ is finite, we postpone the general definition to
Section 4.1.



in a structure A if and only if there exists a bound b € N such that for every
finite subset B of the domain of A with A = ¢(B) we have |B| < b. We use
this property to reduce the satisfiability problem of CECTL* to satisfiability of
BMW over infinite node-labeled trees. Recently, Bojanczyk and Torunczyk have
shown that satisfiability of WMSO+B over infinite node-labeled trees is decidable
[5]. Fortunately, the decidability proof for WMSO+B can be extended to BMW
(cf. Section 2.3).

Using Result 1 we can prove:

Result 2 (Thm. 5.2) Satisfiability of CECTL* with constraints over the concrete
domain Z = (Z, <, =, (Z4)aez: (Zab)o<a<b) is decidable.

To show this we only need to prove that Z is negation-closed (Ex. 4.6), and
has the property EHD(BMW) (Prop. 5.1). Our proof that Z has the property
EHD(BMW) actually only needs rather weak assumptions on the unary predicates
(which are satisfied for the unary relations =, and =,), see Section 5.3.

We call what we described above the EHD-method: Given any concrete do-
main D, it is enough to prove that it is negation-closed and that it enjoys the
property EHD(BMW) to obtain that satisfiability of CECTL* over D is decidable.
This is a rather general method, and the question comes naturally, whether we
can apply this result to other domains.

An interesting candidate in this context (as mentioned in [19]) is the infinite
order tree Too = (N*, <, L, =), where < denotes the prefix order on N* and L
denotes the incomparability relation with respect to < (we add the incompara-
bility relation L in order to obtain a negation-closed structure). Unfortunately
we proved in [10] that 75, does not satisfy the property EHD(BMW). Using an
Ehrenfeucht-Fraissé-game for WMSO-+B we obtain the following;:

Result 3 (Thm. 6.1) There is no BMW-sentence v such that for every countable
structure A (over the signature {<, L,=}) we have: A = ¢ if and only if there
is a homomorphism from A to 7.

In other words, BMW is not expressive enough to distinguish between those
{<, L, =}-structures which allow a homomorphism to the infinite order tree and
those who do not.

This shows that the EHD-method cannot be applied to the concrete domain
T (equivalently, to the infinite binary tree), but it does not imply that satis-
fiability for CECTL" with constraints over 75, is undecidable. In fact a recent
work from Demri and Deters established decidability of satisfiability for CCTL*
with constraints over To, and PSPACE-completeness of the corresponding CLTL-
fragment [18]. The result is actually proved for a richer logic, which allows to
compare the length of the longest common prefix for pairs of elements from 7.
Decidability is obtained by a reduction to the satisfiability problem of CLTL and



CCTL* over the domain (N, =, <, (=,)qen), which were proved decidable in [19]
and [11] respectively. We believe that their result can be extended to CECTL*,
see Remark 6.2.

Despite the fact that the EHD-method fails on 75, we discovered that it
can be applied to other tree-like structures, such as semi-linear orders, ordinal
trees, and infinitely branching trees of a fixed height. Semi-linear orders are
partial orders that are tree-like in the sense that for every element x the set of
all smaller elements | x forms a linear suborder. If this linear suborder |z is an
ordinal (for every ) then one has an ordinal tree. Ordinal trees are widely studied
in descriptive set theory and recursion theory. Note that a tree is a particular
instance of a semi-linear order which has a smallest element and where for every
x the set | x is finite.

In the integer-setting we investigated satisfiability for CECTL*-formulas with
constraints over one fixed structure D. For semi-linear orders and ordinal trees
it is more natural to consider satisfiability with respect to a class of concrete
domains I' (over a fixed signature o): The question becomes, whether for a given
CECTL* formula ¢ there is a concrete domain C € I" such that ¢ is satisfiable by
some decorated Kripke structure with concrete values from C. If a class I' has a
universal structure® I/, then satisfiability with respect to the class I is equivalent
to satisfiability with respect to U because obviously a formula ¢ has a model
with some concrete domain from I' if and only if it has a model with concrete
domain U. A typical class with a universal model is the class of all countable
linear orders, for which (Q, <) is universal. Similarly, for the class of all countable
trees the tree Ty, as well as the binary infinite tree are universal.

Application of the EHD-method to semi-linear orders and ordinal trees gives
the following decidability results:

Result 4 (Thm. 6.3) Satisfiability of CECTL* with constraints over each of the
following classes is decidable:

(1) the class of all semi-linear orders,
(2) the class of all ordinal trees, and
(3) for each h € N, the class of all order trees of height h.

Non Local Constraints.

Notice that the constraints of the form R(X“z1,. .., X%x}) which we consider in
our logic are local, in the sense that they can compare data-values in an n-sized
neighborhood of the state in which they are evaluated, where n = max{i,...,i}.

3A structure U is universal for the class T' if (i) # € T and (ii) there is a homomorphic
embedding of every structure from I" into U.

10



Other proposed extensions of temporal logics have the ability to compare data-
values at arbitrary distance. Metric temporal logic (MTL), or FreezeLTL are
two prominent examples of such logics (see [2, 20]). In [17], Demri and D’Souza
ask whether satisfiability of CLTL with constraints over the integers is preserved
when adding non-local constraints of the form x = Fy, stating that there exists a
future state where the value of y matches the current value of x. We answer this
question negatively:

Result 5 (Thm. 8.2) Satisfiability for CLTL with constraints over (Z,=, <) and
non-local constraints of the form x = Fy is undecidable.

At the same time, we show that it is possible to add non-local constraints
involving the order relation, and maintain decidability:

Result 6 (Thm. 8.7) Satisfiability for CLTL with constraints over Z from (1.2)
on page 7 and non-local order constraints of the form x < Fy or Fx < y is
decidable and PSPACE-complete.

Related Work.

In the area of knowledge representation, extensions of description logics with con-
straints on different concrete domains have been intensively studied, see [31] for
a survey. In [32], it was shown that the extension of the description logic ALC
with constraints from (Q, <, =) has a decidable (EXPTIME-complete) satisfiabil-
ity problem even in the presence of general TBoxes. A TBox can be seen as a
second ALC-formula that has to hold in all nodes of a model. Our decidabil-
ity proof is partly inspired by the construction from [32], which in contrast to
our proof is purely automata-theoretic. Further results for description logics and
concrete domains can be found in [33, 34].

There are other extensions of temporal logics that allow to reason about struc-
tures with data values, especially in the linear time setting. Logical languages like
MTL [29, 2] and TPTL [1] are extensions of LTL often used to specify properties
of timed words, i.e. data words over the real numbers in which the data sequence
is monotonically growing, or monotonic data words over the natural numbers.
These logics have however also received some attention on non-monotonic data
words [9, 24]. In general, as soon as one drops the monotonicity requirements,
satisfiability for these logics becomes undecidable and research has been con-
centrating on some decidable fragments. An example is freezelLTL, a syntactical
restriction of TPTL that has the ability to check data values only for equality.
Satisfiability for freezeLTL has been shown to be decidable over finite data words,
but undecidable over infinite data words [20]. In contrast to CLTL, the constraints
of freezeL TL are of the global kind.

11



Chapter 2

Preliminary Notions

We abbreviate the set {1,...,d} by [1,d]. For a function n : A — B and elements
a € Aand b € B, nla — b] indicates the function that maps a to b and otherwise
coincides with 7.

2.1 Structures

Let us fix from now on a countably infinite sets of atomic propositions P and a
countably infinite set of register variables Reg = {ry,72,...}.

Definition 2.1. A Kripke structure (KS) over P is a triple £ = (5, —, p),
where:

(i) S is an arbitrary set of nodes,

(i) — € S x S is a binary relation such that for each v € S there isa v € S
with u — v, i.e., (S, —) is a directed graph without dead ends, and

(iii) p: S — 2%}’" is a labeling function that assigns to every node a finite set
of atomic propositions such that (J, g p(v) is finite, i.e., only finitely many

propositions appear in /.

Example 2.2. In Figure 2.1 we draw two examples of Kripke structures. K1 =
(S, —, p) is a finite KS with domain S = {v1,v9,v3,v4}, the binary relation —
consisting of {(v1,v2), (v, v3), (v2,v4), (v3,v4), (vg,v1)} and labeling function p
defined as p(v1) = {p}, p(v2) = {p,q}, p(vs) = {q} and p(vs) = 0.

K2 has for domain the infinite set of finite binary words T' = {0, 1}*, while
the binary relation — is defined as w; — wo if and only if ws = w10 or wy = w1 1.
The labeling function is defined as p(¢) = {p}, and p(0w) = {qo}, p(1w) = {q:1 }
for all w € {0,1}*.

12



Figure 2.1: We draw here two examples of Kripke structures.

Definition 2.3. A (relational) signature o is a countable (finite or infinite)
set of relation symbols. Every relation symbol R € ¢ has an associated arity
ar(R) > 1.

A o-structure is a pair A = (A, I), where A is a non-empty set (the universe
of the structure) and I (the interpretation function) maps every R € o to an
ar(R)-ary relation over A.

Example 2.4. A simple example of {<}-structure is (Z, ), where I(<) is, as
expected, the set of pairs of elements of Z in which the first component is smaller
than the second, i.e. I(<) = {(a,b) € Z? | a < b}.

Quite often, we identify the relation I(R) with the relation symbol R, and we
specify a o-structure as (A4, Ry, Ra, ...) where 0 = {R1, Ro,...}. In the example
above, then, we would simply write (Z, <).

Given A = (A, Ry, Ra,...) and given a subset B C A, for each R; we define
Rijp = R;N Bar(B) {0 be the restriction of R; to Ba5). We write A;p for the
induced substructure (B, R1p, R25, - - -).

Example 2.5. Let A = (Z, <) be the structure from Example 2.4, then Ay =
(N, <n), is the obvious {<}-structure on the natural numbers.

Definition 2.6. For a subsignature 7 C o, a 7-structure B = (B, J) and a o-
structure A = (A, ), a homomorphism from B to A is a mapping h: B — A
such that for all R € 7 and all tuples (b1, ..., ba(r)) € Ba(B) we have

(bl, R 7bar(R)) S J(R) = (h(bl), .. 'ah(bar(R)>) S I(R) .

We write B < A if there is a homomorphism from B to A. Note that we do not
require this homomorphism to be injective.

13
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Figure 2.2: A decorated Kripke structure K.

We now introduce decorated Kripke structures. These are two-sorted objects
where one part is a Kripke structure and the other part is some o-structure called
the concrete domain. The two parts are connected by a valuation function.

Definition 2.7. A D-decorated Kripke structure K is a tuple (D, K, v) where:
e D= (D,]I)is a o-structure (the concrete domain),

e K = (S,—,p) is a Kripke structure (called the underlying Kripke struc-
ture of K), and

e v : S5 xReg — D is a valuation function, assigning values from the
concrete domain to each variable from Reg in each node of the Kripke
structure.

We can imagine such objects as Kripke structures where each node v, in
addition to carrying atomic propositions, also holds a (possibly infinite) vector
(a1, as,...) of values from the concrete domain D, namely (y(v,71),v(v,r2),...),
the values assigned in v to all register variables r1, 9, ... € Reg from the valuation
function 7. For brevity, we will usually call K a D-Kripke structure, or a D-KS.

Example 2.8. In Figure 2.2 we draw a D-Kripke Structure K, where D is some
relational structure over the set of integers. Here we suppose that the set of
register variables Reg is a finite set {ri,r2,r3}. The underlying KS is K; from
Example 2.2, and the valuation function v on the node vy, for instance, assigns
v(vy,7r1) =1, y(v1,7r2) = 0 and y(v1,73) = —2.

2.2 Trees and Paths

Definition 2.9. A Kripke tree is a particular instance of a Kripke structure of
the form T = (S, —, p), where (S, —) is a rooted tree, that is:

14



e S C ¥* is a prefix-closed set of strings over some alphabet ¥, and
e u — v if and only if v = ua for some a € X.

If S =[1,n]* for n € N, we say that 7 is a Kripke n-tree. If moreover n =1
then we have a Kripke path (KP) P = (N, —,p) where — is the successor
relation on the natural numbers.

Definition 2.10. We call a D-Kripke structure T = (D, T,~v) a D-Kripke tree
(D-KT), a D-Kripke n-tree or a D-Kripke path (D-KP) if its underlying
Kripke structure T is a Kripke tree, a Kripke n-tree or a Kripke path, respectively

Remark 2.11. A Kripke path is nothing but a word over the alphabet QIfP;n, con-
sisting of all finite subsets of P. A word is more frequently represented by the
sequence of labels of its nodes, in this case p(1)p(2)p(3)... .

If the set of registers is finite, Reg = {r1,...,r,} , then a D-Kripke path is
exactly what we called a multi-data word in the introduction (page 6). We can
see it as a sequence of pairs:

(lo, Uo) (I, v1)(l2, ¥2) . ..

where for each i € N, [; = p(i) is the node-label at state ¢ and ¥; is the n-
vector of data values from D assigned by v to r1,...,7, at state i, namely v; =

(Y(2,71)s oy v (2, 7m0)).

Definition 2.12. Given a Kripke structure I = (S, —, p), an infinite path is
an infinite sequence P = sgs1$2--- such that s; € S and s; — s;41 for all i > 0.
For ¢ > 0 we define the node P(i) = s;. A finite path is a finite non-empty
prefix of an infinite path.

Definition 2.13. For s € S, the unfolding of K from s, denoted by Unf(KC, s),
is the Kripke tree 7 = (T, —', p') where

e T is the set of finite paths P with P(0) = s,

e —/ is defined to be the extension of paths by a single edge, i.e., for finite
paths P; and P, from T we have P; —' P iff P, = Py s’ for a node s’ € S,
and

e o' is given by “last-node semantics”, i.e., for every sgsy---s, € T we set
p' (5081 5n) = p(sn)-

The unfolding of a Kripke structure naturally lifts to decorated KSs.
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Definition 2.14. Let K = (D, K, ) be a D-Kripke structure with underlying KS
K =(S,—,p) and let s € S. We denote by Unf(K, s) the D-Kripke tree (D, K’,~")
with underlying Kripke tree ' = Unf(KC, s), and valuation function ~" defined
again by the last node semantics 7' (s9s1 - $pn,7) = (8, r) for all finite paths
8081 - -+ Sp, with sg = s and for all r € Reg.

Remark 2.15. Given a Kripke Structure K and an infinite path P = sgs1s9-- -,
this identifies a substructure of Unf(KC, sg) induced by the finite non-empty pre-
fixes of P. Thus, P naturally induces a Kripke path Unf(K, sg);p, which we
usually denote by P.

For a D-Kripke structure K = (D, K,v), P also induces a D-Kripke path
P = (D,P,7') in K, where 7/ is obtained by restricting 7 to the elements of P.
We call it the D-Kripke path corresponding to P. Note that every D-KP in K is
an induced subgraph of the unfolding of K from some node s.

We lift the position notation for paths to Kripke paths and decorated Kripke
paths by setting P(i) = P(i) = s; for all i > 0.

2.3 MSO and WMSO-+B

Throughout this work, we fix countably infinite sets V¢ and Vg of element
variables and set variables, respectively.

Monadic second-order logic (MSO) is the extension of first-order logic
where also quantification over subsets of the underlying structure is allowed. Let
us fix a signature o.

Definition 2.16 (MSO Syntax). MSO-formulas over the signature o are defined
by the following grammar, where R € o, x,y,%1,...,Za(R) € Ve and X € Veer:

pu=R(@1,..,Zar) [T=y|z€X | 20| (pA@) [Tz |IX e . (2.1)

MSO-formulas are evaluated on o-structures, where element and set variables
range respectively over elements and subsets of the domain.

Definition 2.17 (MSO Semantics). If A = (A, I) is a o-structure, the semantics
of MSO-formulas on A are defined inductively on the structure of the formula with
the help of a valuation function v : Vg U Ve — AU 24 as follows:

o (Av) E R(z1,...,7v0p) ff (v(71),...,v(Tarr))) € I(R);
o (Av) Fa=yiff v(z)=v(y);
o (Av)EFzeXiff v(z) € v(X);
o (A,v) |= — iff it is not the case that (A, v) = ¢

16



o (Av) = (p1 Ago) iff (A,v) |= 1 and (A, v) |= @2;
o (A ,v) = Jx o iff there exists b € A such that (A, v[z — b)) = ¢;
o (A, v) | 3X ¢ iff there exists B C A such that (A, v[X — B]) E ¢;

Remark 2.18. Introducing disjunction as
o (p1Vp2) = (91 A gp2),

and universal quantification over element and set variables
o Vz = —dx p,
o VX p:=-3X -y,

we can associate to each formula ¢ its semantically equivalent negation normal
form ¢, where negation only appears in front of atomic formulas and relations.

Remark 2.19. Note that, if in a formula ¢ no variable occurs freely, i.e. all vari-
ables appear in the scope of a quantifier, the semantics of ¢ do not depend on
the choice of v. We can therefore simply write A = .

Weak monadic second-order logic (WMSO) has the same syntax as MSO
(2.1), but second-order variables are interpreted as finite subsets of the underlying
universe.

WMSO+B is the extension of WMSO by the bounding quantifier BX ¢
for X € Vgt. The semantics of BX ¢ in the structure A = (A, ) are defined
as follows: (A,v) = BX ¢(X) if and only if there is a bound b € N such that
whenever (A,v) = ¢(B) for some finite subset B C A, then |B| < b. The
dual quantifier is denoted by U. It is called the unbounding quantifier and
UX ¢ = -BX ¢ expresses that there are arbitrarily large finite sets that satisfy

p.
Example 2.20. For later use, we state some example formulas. Let ¢(x,y) be
a WMSO-formula with two free first-order variables = and y. Let A = (A, I) be
a structure and let E, = {(a,b) € Ax A | A |= ¢(a,b)} be the binary relation
defined by ¢(x,y). Consider E, as the edge relation of the graph G, = (A, E,).
We define the WMSO-formula reachg(azl, x2) to be

T1EZANVY CZ [(z1 €Y AVyVz (yeY N2z€Z A p(y,2)) = 2€Y) = a2€Y] .

It is easy to see that for every finite subset B C A, we have A = reachg (a,b) if
and only if (a,b) € (E} N B?), i.e., b is reachable from a in the subgraph G,p.
Note that reachg is the standard MSO-formula for reachability but restricted to
the subgraph induced by Z. If we define reach, = 37 reachg , the semantics of
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reach, seen as an MSO-formula or a WMSO-formula are the same because b is
reachable from a in the graph G, if and only if it is in some finite subgraph of
Gop-
Let ECycle,, = 3z Jy (reach,(z, y) A¢(y, )) be the WMSO-formula expressing
that there is a cycle in g¢,. We now restrict our attention to the case that the
graph G, defined by ¢(x,y) is acyclic. Hence, the reflexive transitive closure ES
is a partial order on A. Note that a finite set F' C A is an E-path from a € F
to b € F if and only if (F,(E, N (F x F))*) is a finite linear order with minimal
element a and maximal element b. Define the WMSO-formula Path,(z,y, Z) as

YweZ VzeZ [(reachg(w, z)V reachg(z,w)) A reachg(:n,w) A reachf(w, y)] -

For every structure A such that G, is acyclic, we have A |= Path,(a,b, P) if and
only if P contains exactly the nodes that form an F,-path from a to b.
We finally define the WMSO+B-formula

BPaths,(z,y) = BZ Path,(z,y, Z) . (2.2)

Under the assumption that G, is acyclic, A = BPaths,(a, b) if and only if there
is a bound £ € N on the length of any E -path from a to b.

Next, let Bool(MSO, WMSO+B) be the set of all Boolean combinations of
MSO-formulas and (WMSO+B)-formulas. We use the following result:

Theorem 2.21 (cf. [5]). One can decide whether for a givenn € N and a formula
¢ € Bool(MSO, WMSO+B) there is a Kripke n-tree K such that K = ¢.

This theorem follows from results of Bojanczyk and Torurczyk [5, 6]. They
introduced puzzles which can be seen as pairs P = (A, C), where A is a parity
tree automaton and C' is an unboundedness condition C' which specifies a certain
set of infinite paths labeled by states of A. A puzzle accepts a tree T if there is
an accepting run p of A on T such that for each infinite path 7 occurring in p,
m € C holds. In particular, ordinary parity tree automata can be seen as puzzles
with the trivial unboundedness condition. The proof of Theorem 2.21 combines
the following results.

Lemma 2.22 ([5]). From a given (WMSO+B)-formula ¢ and n € N one can
construct a puzzle P, such that ¢ is satisfied by some Kripke n-tree iff P, is
nonempty.

Lemma 2.23 ([5]). Emptiness of puzzles is decidable.
Lemma 2.24 (Lemma 17 of [6]). Puzzles are effectively closed under intersection.

Using these results, it is easy to prove Theorem 2.21:
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Proof. Let ¢ € Bool(MSO,WMSO+B). First, ¢ can be effectively transformed
into a disjunction \/!"_;(¢; A ;) where ¢; € MSO and ¢; € WMSO+B for all i.
By Lemma 2.22, we can construct a puzzle P; for ¢;. The MSO-formula ¢; can be
translated into a parity tree automaton A; [37]. Using Lemma 2.24 we compute
a puzzle P! recognizing the intersection of P; and A;. Clearly, ¢ is satisfiable
over Kripke n-trees if and only if there is an ¢ such that ¢; A v; is satisfiable
over Kripke n-trees, if and only if there is an ¢ such that P/ is nonempty. By
Lemma 2.23, the latter condition is decidable which concludes the proof of the

theorem. ]

2.4 Bool(MSO,WMSO + B) and the k-Copy Operation

In this section we show a technical result stating that Bool(MSO, WMSO+B)
(BMW) is compatible with the k-copy operation. The proof basically copies
the known proofs for MSO and WMSO extended by a translation of bounding
quantifiers. Readers that are not interested in the proof details can safely skip
them. We will need this result later in Section 4.2

We first define the k-copy operation:

Definition 2.25. Let k € N and let A = (A, I) be a structure over the signature o
that does not contain relation symbols ~, Py, Py, ..., P (~ is binary and all P; are
unary). The k-copy of A, denoted by copy;(.A), is the (c U{~, P, Pa,..., P;})-
structure (A x {1,2,...,k},J) where

e for all R € o of arity m,
J(R) ={((a1,1), (ag,1),...,(am,1)) | (a1,a2,...,am) € I(R),1 <i <k},

o J(~)={((a,i1),(a,i2)) |a € A1 <iy,is <k}, and
o foreach 1 <m <k, J(P,) ={(a,m) | a € A}.

Given a structure A, the k-copy operation creates a new structure, copy;(\A),
which contains k£ many copies of A: there are k disjoint substructures of copy; (A)
(identifiable through the predicates Pi, ..., P;) which, seen as o-structures, are
isomorphic to A. The additional binary predicate ~ relates all those members of
copyy,(A) which are a duplicate of the same element in A.

In the following proposition we prove that Bool(MSO, WMSO+B) is compatible
with the k-copy operation, i.e., whatever property we can specify on a structure
A using BMW can also be expressed about its k-copy.
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Proposition 2.26. Let k € N be some number, A = (A,I) some infinite struc-
ture over the signature o, and T = o U {~, Py, Ps,..., Pi} an extension of o by
one fresh binary relation symbol ~ and k fresh unary relation symbols Py, ..., P.
Given a BMW-sentence ¢ over T, we can compute a BMW-sentence ©* over o

such that copy,(A) = ¢ if and only if A = oF.

Proof. The proof is in 3 steps. We only do it for WMSO+B in order to avoid
handling a finite and an infinite version of existential set quantification. The ex-
tension to Bool(MSO, WMSO+B) is straightforward. Instead of dealing with the
bounding quantifier B directly, we deal with the unbounding quantifier U. This
suffices since a bounding quantifier is equivalent to a negated unbounding quan-
tifier. First we define a formula ¢. It uses element variables z, 2’ (respectively,
set variables X1, ..., X¥) for every element variable z (respectively, set variable
X) used in ¢. In addition, ¢ uses element variables yi, ...,y that identify the k
different copies of A from the k-copy of A (for this purpose y1, ..., yi are always
assigned pairwise different values). Then we prove a strong connection between
evaluations of ¢ on copy,(A) and of ¢ on A. Finally, we create ©* from ¢ by
quantification over the parameters 1, s, . . ., Y5 and show that ¢* has the desired
property.

Step 1. We define ¢ from ¢ by case distinction on the structure of .
1. If ¢ = P;(x) for some 1 < i <k, then ¢ := (2' = y;).
2. If p = 1 ~ xg then @ := (z1 = z2).
3. If o = R(z1,...,x,) for R € 0, then ¢ = R(z1,...,x,) A (2] =+ =2a).
4. If p =z € X, then ¢ == \/le(x':yi/\xeXi).
5. If o =1 Ay, then ¢ == A X.
6. If ¢ = —p then ¢ == —).
7. If o = Fz 1) then ¢ = Jx 32’ (\/f:1 @ =y AD).
8. If ¢ = 3X 1) then ¢ = IX1IX2 ... 3XF ).
9. If o = UX % then ¢ = /¥, UX?3XT ... 3X* 13X ... 3XFq),

Step 2. Let o(x1,...,2pn, X1,...,Xm) be a WMSO+B formula. Fix some values
ai,...,a; € A such that a; # a; for i # j (recall that we assume A to be
infinite), a1,...,an € A, k1,...,k, € {1,...,k}, and finite subsets A},..., AF C
A. Fix a variable assignment 7 (in copy,(.A)) such that ng(x;) = (a4, ki) and
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e (X;) = U§:1 Ag x {j}. Fix another variable assignment 7 (in A) such that
n(y:) = ai, n(z;) = ai, n(z}) = ax, and n(X;) = Al. We claim that

(copyy(A), nk) = ¢ if and only if (A,n) | &.

The proof is by structural induction. Most cases are straightforward and can
be copied from compatibility proofs of (W)MSO with the k-copy operation (see
[14]). The new case is the unbounding quantifier. For this case assume that
¢ = UX 1. By definition (copy;(A),nx) = ¢ if and only if for all n € N there is a
finite set S C A x {1,...,k} such that |[S| > n and (copy,(A), nk[X — S]) = ¥.
By induction hypothesis this is the case if and only if for all n € N there are finite
sets S1,..., 8% C A such that |S| +--- +|S¥| > n and

(An[Xt = S X s SR =4
Noting that this means that one of the sets has size at least 7, this statement is
equivalent to the statement that for all n’ € N there are a 1 < j < k and finite
sets S,...,S% such that |S7| > n/ and

(An[xt st X s S5 =4

By the pigeon hole principle, we can rewrite this to the statement that there is a
1 < j < k such that

(A,n) EUXI3xT . 3XI-LaxItl | 3xFy)
This is evidently equivalent to
k . . . A
(An) = \/UX3xT3x? . 3x T axt L 3xk g
=1

Le., (A,n) F ¢.
Step 3. Finally, for a sentence ¢ set

o =Ty Ty N\ wiAyng.
1<i<j<k

Using the claim from Step 2, it is clear that for all structures A with at least k
elements we have

copyy (A) k= ¢ if and only if A = ©" .

This concludes the proof. ]
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2.5 Temporal Logics

Throughout this work we will often refer to LTL (linear temporal logic) and CTL*
(computation tree logic). We define here their syntax and semantics, above all
to fix notation. The reader familiar with these logics can safely skip this section.

Definition 2.27. LTL formulas over P are defined by the following grammar:

pu=p|p|(@Ap)|Xe|pUp,
where p € P.

LTL formulas are interpreted over a Kripke path P = (N, —, p), or equiva-
lently, the infinite word over the alphabet QIfPi)n given by the sequence of labels of
the nodes of P: w = p(0)p(1)p(2) ... . The semantics for each position i € N of
P is defined inductively as follows:

, 2

1) E (01 A o) iff (P,i) |E ¢1 and (P,i) E pe,
i) = X iff (P,i+1) = ¢, and

,1) Epiff p € p(i),
)

E - iff it is not the case that (P,i) = ¢,

(P
(P
(P
(P
(

P,i) E p1 U po iff there exists a position j > i such that (P,j) = 2 and
for all i < k < j we have (P, k) &= ¢1.

Definition 2.28. We define CTL*-state formulas ¢ and CTL*-path formulas
by the following grammar, where p € P:

pu=plop|(@Ae) | EY
Yu=@ || (YAY) | XY | pUy

CTL* state and path formulas are interpreted respectively on nodes and paths
of Kripke structures. So, given a KS K = (S, —, p), a node v € S and an infinite
path P = pop1ps ... in K, we define the satisfaction relation as follows (we omit
the cases which are analogous to LTL):

o (K,v) Epiff p € p(v),
e (IC,v) E Eo iff there is a path P = pop1pa ... with pg = v and (K, P) = 1,
o (K,P) = ¢iff (K;po) = ¢

For both LTL and CTL* we define the usual abbreviations:
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- T:=pVp,
- Y1 V 9y := —(=91 A =¥2) (for both state and path formulas),

Fp := T U (finally operator),

- Gy := =F—¢ (globally operator),

Aty := —~E—) (universal path quantifier),

11 Rel g := =(—1h1 U —1hy) (the release operator).

Example 2.29. LTL and CTL* can express all sorts of interesting specifications,
for instance the LTL formula FGp interpreted on a path P states that starting
in some future position of P, the atomic proposition p always holds. The CTL*
formula EFGp asks for the existence of at least one path on which the above
LTL specification holds. This can be seen as asking that at least one of the
possible computations described from the paths of the Kripke structures satisfies
the required specification.
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Chapter 3

ECTL* with constraints

Extended computation tree logic (ECTL") is a branching time temporal
logic first introduced in [39, 41] as an extension of CTL*. As the latter, ECTL"
is interpreted on Kripke structures, has both state- and path-formulas and al-
lows existential and universal quantifications on infinite paths. But while CTL*
path-formulas allow to specify LTL properties, ECTL* can describe regular (i.e.,
MSO-definable) properties of paths. In its original formulation, ECTL* uses Biichi
automata to replace the classical CTL* path formulas. In this work, instead of
automata, we use MSO-formulas. Given the famous result of Biichi that MSO and
Biichi automata are equi-expressive on paths, we obtain an expressively equiva-
lent logic. We choose the formulation using MSO because it provides a simpler
framework to add constraints.

What we present in this chapter is an enhanced version of ECTL*, which
we call Constraint-ECTL*, or in short CECTL*. In CECTL* path-formulas come
from Constraint-Path-MSO which we define below. Suppose we are interested in
a particular concrete domain D over a relational structure 7 and let us fix such
signature for the rest of this section.

3.1 Constraint Path MSO (CMSO)

To build ECTL* with constraints we use a constraint version of MSO, interpreted
on decorated Kripke paths, which we call Constraint-Path-MSO, denoted as
CMSO. To define it, we start from MSO for infinite paths (words) with the suc-
cessor function S. This is simply MSO as in Definition 2.16, where the signature
o is set to {S} UP. Here the atomic propositions from P are seen as unary predi-
cates and S is the binary predicate for the successor relation. Writing x; = S(x2)
instead of S(x1,x2) to improve readability, we have that MSO over o = {S} UP
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is defined by the following grammar:
Yi=p@) [z =a2 |z1=S(2) [z € X[ [ (@AY) [Ty |IXY, (31)

where p € P, x, 21,19 € Vg are element variables and X € V¢ is a set variable.
We interpret MSO on Kripke paths P = (N, —,p), where — is the successor
function on N (the interpretation for S), and the labeling function p gives the
interpretation of the unary predicate p € P as {n € N | p € p(n)}. This logic is
also known as the monadic second-order theory of S1S (see [40]).

To obtain CMSO (over the signature 7) we extend S1S MSO by atomic formu-
las that describe local constraints over the concrete domain, that we call atomic
constraints. These are built using the relations of the signature 7 and the
register variables from Reg. Atomic constraints have the following shape:

R(S%ry,...,S%r)(x) , (3.2)

where R € 7 has arity k, r1,...,7 € Reg, i1,...,i, € N and x € V. Here the
successor function S, with exponent 4, is used to indicate that we are referring to
the value of a register variable r in the i-th successor positions of the current one.
Atomic constraints (an the whole CMSO) are interpreted on D-decorated Kripke
paths, for some 7-structure D. The idea is that for a D-KP P and a position n
of such path, R(S%ry,...,S%7r;)(n) will hold if the k-tuple formed by the values
assigned to the register variables r; at position n + i; belongs to the relation R
in D.

Remark 3.1. The constraints which we introduce in (3.2) are the exact analogous
of the ones from (1.1) on page 5 presented in the introduction in the context of
LTL, only transported to the realm of MSO. Here we use the successor function
(S) instead of the next operator (X) to point to a register variable in the next
position. We also have a free variable z which represents the position at which
we want to apply the constraint. We don’t need this in LTL, as only the temporal
operators X and U are used to navigate the models.

The constraints that we have just introduced are local in the sense that we can
only compare concrete values assigned to registers variables at a fixed distance.
In fact, given ¥ = R(S%7ry,...,S%7ry), we can define d(v) = max{iy,...,ix} to
be the depth of 9.

As already mentioned, CMSO-formulas are interpreted over D-Kripke paths
for some 7-structure D = (D, I). Let P be a D-KP with underlying Kripke path
P =(N,—,p).

So let 7 : (Vg U Veer) — (NU2Y) be a valuation function mapping element
variables to positions and set variables to sets of positions respectively. The
satisfaction relation F=cmso is mostly defined as expected, and we only present
the most interesting cases below:
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* (P,n) Fcmso p(x) iff p € p(n(z)).

o (P,n) Fcemso w1 = S(x2) iff n(z1) = n(z2) + 1.
e (P,n) Ecmso = € X iff n(z) € n(X).

o (P,7) Fcmso R(S™ri, ..., S%ry)(x) iff

(v(n(@) +ir,71), -, v(0(2) + ik, 7r)) € T(R).

For a CMSO-formula 1 the satisfaction relation only depends on the variables oc-
curring freely in ¢. This motivates the following notation. If ¥(X1, Xa,..., X))
is an CMSO-formula where X1i,...,X,, are the only free variables, we write
P Ecmso ¥(Ax, ..., Ay) if and only if, for every valuation function 7 such that
n(X;) = Ai, we have (P,n) Ecmso ¥. Moreover, we write = instead of =cmso if
no confusion arises.

We use some abbreviations in CMSO with the obvious semantics. In partic-
ular, we write formulas like p(x + 1) for p € P, to replace Jy (y = S(z) A p(y)),
stating that the node p is satisfied in the position following x, or its generalization
p(x +1) for i € N.

Example 3.2. Consider the following CMSO-formula over the signature {=, <}
(we use the infix notation for = and <):

Vz [p(x) A (r = Sr)(z)] V[q(z) A (r < ST)(z)] .

This formula states that in all positions of a possible model, either p holds
and the value of register variable r is kept equal in the next state (r = Sr), or
g holds and the value of r is increased in the next state (r < Sr). Interpreted
over (Z,<)-decorated Kripke paths, this formula satisfied, for instance, by the
following model:

(r,2)(p,2)(q,2)(q,3)(p,5)(¢,5) - - . -

3.2 Constraint ECTL" (CECTL")

We define CECTL* (over the signature 7) by the following grammar:

pu=E(p,...,0) [ (g Ap) | e (3.3)

m times

where (X1, ..., X;) is a CMSO-formula over the signature 7 in which only the
set variables Xi,..., X, € Vg are allowed to occur freely.
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CECTL"-formulas are evaluated over some node of a D-decorated Kripke struc-
ture where D is some 7-structure . Let K be such a D-KS with underlying Kripke
structure K = (S, —,p). Given s € S, for a CECTL*-formula ¢, we define the
semantics for the existential quantification as follows (the other cases are trivial):

Definition 3.3. (K,s) = E¢(¢1,...,pm) if and only if there exists an infinite
path P = sgs182... with sg = s, whose corresponding D-Kripke Path P satisfies
P =cmso ¥(Ar, ..., Ap) where A; = {n e N| (K,sy,) E @i} for 1 <i<m.

The intuition behind this, is that the sets Aq,..., A, collect all the posi-
tions of the path P in which the formulas ¢, ..., ¢, hold. The free variables
X1,..., X, from ¢ are then interpreted as Ay, ..., A, so that the formula x € X;
stands to mean that x should belong to the sets of positions which satisfy ¢;.

Note that for checking (K, s) &= ¢ we may ignore all propositions p € P and
all registers r € Reg that do not occur in ¢.

Remark 3.4. The reader might miss atomic propositions p € P in (3.3). They
can be obtained using CMSQO. More precisely, MSO can express the fact that a
position z is the initial position of a path using the formula posy(z) = Vy (z #
S(y)), then the CECTL*-formula E[3z (posy(z)Ap(x))] states that from the current
node originates a path whose first node satisfies p, i.e., the current node satisfies
.

Note that the role of the concrete domain D and of the valuation function -,
for both CMSO and CECTL™ are restricted to the semantics of atomic constraints.
Ordinary ECTL*-formulas are defined as in (3.3), with the exception that in
EY (e, ..., p), the formula ¢ (Xy,..., X,,) is a classical MSO formula, i.e., without
atomic constraints.

ECTL" is interpreted over a pair (K, s), where K is a Kripke structure and s
an element of its domain, and the rules are the same as above (just ignoring the
concrete domain and 7).

We define the usual abbreviations:

Y1 Vg = (=0 A —ds)
91 — Vg = =1 VI,
At := —E—) (universal path quantifier),
Vi = —dr ),
VX b = —3X —ap.

Note that (K,s) = AY(¢1,...,¢m) if and only if for all infinite paths in K
P = sgs182--- with sg = s, we have for the corresponding decorated KP P:
P l=cmso ¥(Ar, ..., Ap) where A; = {n e N| (K,s,) E @i} for 1 <i<m.
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Using this extended set of operators we can put every formula into a semanti-
cally equivalent negation normal form, where — only occurs in front of atomic
CMSO-formulas (i.e., formulas of the form p(x), = = S(y), * € X or atomic
constraints).

Remark 3.5. If ¢(Xq,. .., X,,) is a CMSO-subformula which occurs after a path
quantifier in a CECTL*-formula, as for instance Ei(p1,...,¢n), to obtain the
negation normal form we additionally eliminate negated subformulas as =(x € X;)
where X; is one of the set variables X1, ..., X,, that occurs freely in ¢ as follows:
we replace ¢ with the equivalent formula EY/ (@1, ..., om, @1, ..., @m), where
(X1, X, Y1,...,Y,,) is obtained from ¢ by replacing all occurrences of
—(xeX;)byx ey forl<i<m.

We give in the following some examples of classical CTL* expressible spec-
ifications formulated in ECTL*. Recall that in monadic second-order logic the
binary predicate < can be derived from the successor function.

Example 3.6. Response to an impulse: In all computations, every occurrence
of p is eventually followed by an occurrence of q.

CTL* : AG(p — Fq) ECTL" : A[Vx (p(z) — Jy (z < y A q(y)))].

Absence of unsolicited responses: In all computations ¢ does not occur unless
preceded by p.

CTL": A(Fg — (=q)Up)  ECTL" : A[Vx (¢(z) — Jy (y <z Ap(y)))].

Existence of a stabilizing computation: There is a computation where eventually
p holds in every state.

CTL* : EFGp ECTL* : E[FzVy (z < y — p(y))].

We illustrate in the following example that the nesting of path quantifiers in
a CTL*-formula results in the nesting of MSO-formulas inside the corresponding
ECTL*-formula.

Example 3.7. The CTL*-formula EG(p — AXgq) expresses the existence of a
path P such that every successor of a p-labeled node on P is labeled with g¢.
Let ¢ be the ECTL*-formula stating that on all paths ¢ holds in the next state:
@ = A3z (posy(z) A q(z + 1)), where we use pos to denote the first position of a
path (see Remark 3.4). Then the required property is expressed by the formula
Ey(p), where ¢(X) = Vz (p(z) — z € X). All together we obtain the formula

EVz (p(z) — 2z € [A3z (posy(z) Ag(z +1))]).
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In the following example we exploit the higher expressive power of ECTL* to
express a system requirement which cannot be formulated in CTL*.

Example 3.8. There is a computation path where p holds in all even positions.
The following MSO-formula describes the set X of even positions of a path:

even(X) = 3z (posg(z) Nz € X)AVz (S(x) € X «» -z € X).
The following ECTL*-formula describes the required property:
E[3X even(X) AVz(z € X — p(2))].

Wolper [45] proved that no CTL*-formula expresses this property.

Example 3.9. We show that it is possible, using constraints over (Z, <), to
write a CECTL*-formula which can only be satisfied by an infinite (Z, <)-Kripke
structure (we use the infix notation for <):

@ = E[Vx (r < Sr)(x)]. (3.4)

We are forcing the existence of a (Z, <)-Kripke path P along which the value of
the register variable » monotonically decreases, and this ensures that the domain
of P is infinite.

We remark that the last example shows that CECTL* is strictly more expres-
sive than ECTL* in the following sense: Let us denote with L(y) the set of all
underlying Kripke structures of (Z,<)-KSs which satisfy ¢. Then L(p) for ¢
from (3.4) is not empty and it does not contain any finite Kripke structure. On
the other hand it is well known that ECTL* enjoys the finite model property, and
therefore cannot define L(yp).

3.3 CECTL" has the Tree Model Property

In the following we show that every satisfiable CECTL*-formula always has a nice
model, namely a tree-model where the branching degree is bounded by a constant
that can be computed from the formula. The proof of this property is similar to
the proof of the tree model property for ECTL* or CTL*. One has to additionally
deal with the constraints, but this does not create particular problems.

Lemma 3.10. Let K = (D, K, ) be a D-Kripke structure, so a node of K and ¢ a
CECTL*-formula. If P = s¢s1 - - - Sp, is an element of Unf(K, so), then (K,s,) = ¢
if and only if (Unf(K,so), P) = .
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Proof. The proof is an easy induction on the structure of the formula using the
fact that any D-Kripke path in K starting at a node reachable from s corresponds
to a D-Kripke path in Unf(K, s¢) and vice versa. O

For similar reasons, we can duplicate subtrees of a D-Kripke tree T without
affecting the set of satisfied formulas which allows to increase the branching degree
of the model arbitrarily.

Lemma 3.11. Let T be a D-Kripke tree. There exists another D-KT T,, such
that

o cvery node of T, has infinitely many successors,
e T and T, satisfy the same CECTL*-formulas at their roots, and

o if s is a node and ¢ = Ey(p1,...,¢k) is a formula such that (T,,s) = ¢,
then there are infinitely many paths starting in s which witness the path
quantifier, i.e., there are infinitely many paths P = sgs182--+ in T, with
so=sand P = Y(Ay, ..., Ag) for Ay ={n e N| (Ty,sn) F @i} 1<i<

Proof. Let T = (D, T,~) be some D-Kripke tree where 7 = (T, —, p). Without
loss of generality we assume that 7' C S* for some set S such that — is the
extension of words over S by one letter.

We define a Kripke tree 7, = (T, —w,pn) and a D-Kripke tree T, =

(D, T, vw) where

e T, C (S x N)* such that s = (s1,n1)(s2,n2)...(s4,n;) € T, if and only
if 7(s) = s182...8; € T (w is the projection to the first component on

(5 xN)*),
e —, is extension by one element from S x N,

d pw(s) - p(ﬂ'(s)), and
e Y,(s,7) =~(n(s),r) for all r € Reg.

Since T, is basically an infinite copy of T everywhere, where projection to the
first component translates between the two structures, rather simple inductions
prove the following facts.

1. Let P, be an infinite path in T, A, Ao, ..., Ay sets of positions of P,, and
¢ € CMSO. Let P, be the D-KP corresponding to P,, and let P = 7(R,)
be the path in T obtained by element-wise projection of P,, to the first
component. Finally, let P be the D-KP corresponding to P. Then we have

P, Fcmso ©(A1, ..., Ar) <= P Ecmso o(m(A1), ..., m(Ag)) -
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2. For s = (s1,n1)(s2,n2) ... (sk,nx) € T, and ¢ some CECTL"-formula we
have

(Tw,s) F o <= (T,n(s)) Fe.

The second part implies that every path quantifier that is satisfied at some node
in T, is witnessed by infinitely many paths in T, starting at this node. ]

From now on, let #g(¢) denote the number of different subformulas of the
form Ev in the CECTL*-formula ¢. We can state the following strong tree model

property:

Theorem 3.12. Let ¢ be a CECTL*-formula in negation normal form and let
D = (D, I) be a T-structure. Then @ is satisfiable by a D-Kripke Structure if and
only if there is a D-Kripke (#g(p) + 1)-tree T with root r and (T,r) = .

Proof. Let e = #g(p) + 1. Due to the previous lemmas, we can assume that
K = (D,K,~) is a D-Kripke tree with K = (S,—,p) a KT with root r where
every node s € S has infinitely many successors such that for every formula Et
with (K, s) = Ev there are infinitely many pairwise disjoint (except for node s)
paths starting at s that witness this path quantifier. We prune K such that it is
isomorphic to a D-Kripke e-tree model of .

We inductively define the domain S’ of our new tree. For the initial step,
choose a D-KP P of K arbitrarily and add its domain to S’

For the inductive step we repeat the following procedure until every node
has exactly e successors. Let s € S’ be a node with less than e successors (in
S’). Our inductive definition ensures that s then has exactly 1 successor. Let
Evr(el, ..., ga}m), o Er(h, goﬁlk) be the existential subformulas of ¢ which
hold true in (K, s). Then for each 1 < j < k there is a D-Kripke path P; in K with
P;(0) = s and disjoint from S”\ {s} such that P; F=cmso w(AJi, . ,Agn].), where
A{ ={n e N| (K,Pj(n)) = cpf} For each j € {k+ 1,k +2,...,e — 1} choose
further D-Kripke paths P; of K with Pj(0) = s that are disjoint from S\ {s} and
the other paths (except for their origin s). Add the domains of Py, Pa, ..., Py
to S and continue the construction with the next node of the resulting S’ that
has only one successor.

The limit of this process results in a subset S’ C S such that S’ induces
a Kripke e-subtree T = K¢ and a D-Kripke subtree T = (D, T,~’), where
v = Y(S'xReg). We prove (T,r) E ¢ by showing the following stronger claim
using structural induction on the formula ¢.

(i) Given a subformula ¥ € CECTL* of ¢ and s € S’ such that (K, s) = o, then
(T,s) 9.
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(ii) For all CMSO-formulas 9 (Xi,...,X,,) that are subformulas of ¢, all D-
Kripke paths P in T and all sets A1,..., A, B1,..., B, of positions of P
such that A; C Bj for all 1 < j < m, and all valuation functions 7,

(P,m) Fcmso ¥(A1, ..., Amn) = (P,n) Fcmso ¥(B1, .-+, Bm) ,  (3.5)

where we assume that X; only occurs freely in ¢ (we can rename bounded
occurrences).

Recall that ¢ is in negation normal form. Hence, the proof only needs to consider
the following cases, starting from (i):

e The cases ¥ = p1 A g and ¥ = 1 V @9 are straightforward by induction.

o Let ¥ = EY(p1,...,0m). Note that only X;,..., X, are allowed to occur
freely in ¢). Let s € S’ be such that (K, s) = E¥(¢1,...,¢m). By construc-
tion of T, there is a D-Kripke path P in T (which is simultaneously in K)
with P(0) = s such that P =cmso ¥(A1,...,Am), where A; = {n € N |
(K,P(n)) = wi}. Let B; = {P(n) | n =2 0,(T,P(n)) = ¢i}. Applying the
inductive hypothesis from (i) to each ¢;, we have A; C B;. Thus, using the
inductive hypothesis from (ii) for ¢, we obtain P Fcmso ¥ (Bi, ..., Bm).
Hence, (T,s) = EY(¢1,...,om) as desired.

o Let ¥ = A¢(p1,...,¢m). In order to get (T,s) = ¥, we need to show that
every D-Kripke path P in T that starts in s satisfies P =cmso ¥(B1, .. ., Bm),
where B; = {n € N| (T,P(n)) = ¢i}. So let P be a D-Kripke path in T
(and hence in K as well) with P(0) = s. Since (K, s) = 9, we can deduce
that P =cmso ¥(A1,...,Ap), where A; = {n € N | (K,P(n)) = ¢;}. By
inductive hypothesis for point (i), we conclude that A; C B; and by the in-
ductive hypothesis for point (ii) we conclude that P =cmso ¥(Bi, ..., Bn).
Hence, we get (T,s) | ¢.

This completes the inductive step for point (i). We continue with the inductive
step for point (ii), i.e., for CMSO-subformulas 1) of ¢. To simplify notation we
write n4 for n[(X; — Aj)lgjgm]] and np for n[(X; — Bj)lgjgm}]~

o If ¢ = p(x) (—p(z), respectively) for some atomic proposition p € P, then
by definition we have: (P,n4) Ecmso p(x) if and only if p € p(na(z)) if and
only if p € p(np(x)) if and only if (P, 1) Fcmso p(z).

e Similarly, if ¢ is of the form = = S(y), * # S(y), v € X, or z ¢ X
for X € Vet \ {X1,..., X}, we have (P,n4) FEcmso ¢ if and only if
(P,mB) Ecmso ¥ because 1 does not depend on the interpretations of
Xq,..., X
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o Let v = (z € X;) for some 1 <i <m. Then (P,n4) Ecmso = € X; implies
na(z) € A; and whence (using 4; C B;) np(x) € B, ie., (P,1p) Fcvso
T € X;.

e The cases ¥ = ¥1 V ¢9 and 9 = 91 A 1p9 follow from inductive hypothesis.

e Assume that ¢ = Jx¢); and that (P,n4) = ¥. Then there is a position n
of P such that (P,na[x — n]) F=cmso ¥1. By the inductive hypothesis this
implies (P,np[z — n]) Fcmso ¥1 and therefore (P,np) = Iz 1.

e The cases ¢ = Yz, v = IX 1 and p = VX 1 (note that X must
be different from Xi,...,X,, since X only occurs freely in 1)) are proven
analogously to the previous case.

o Let o = R(S%ry,...,S%r;)(z) or its negation. Since n4 and np agree on
x, this case is trivial.

This concludes the proof of the theorem. O
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Chapter 4

Satisfiability of CECTL*

Let us now formally define the notion of satisfiability. Chosen a domain D we ask,
given a CECTL*-formula, whether it has a model having D as concrete domain
(i.e. a D-Kripke structure).

Definition 4.1. We say that a CECTL*-formula ¢ is D-satisfiable if there is a
D-Kripke structure K with underlying KS K = (S, —, p) and a node v € S such
that (K,v) = ¢.

With D-SAT we denote the following computational problem: Is a given for-
mula ¢ € CECTL" D-satisfiable?

In this section we will show that the above problem is decidable, provided
that the domain D satisfies certain properties.

4.1 The EHD-Property

We now introduce one of the central notions of this work: the EHD-property.
EHD stands for “the existence of a homomorphism is definable”. This is a prop-
erty of a relational structure A, expressing the ability of a logic £ to distinguish
between those structures B which can be mapped to A by a homomorphism
(B < A) and those who cannot. Recall the definition of homomorphism (Defini-
tion 2.6).

Definition 4.2. Let £ be a logic (e.g. MSO). A o-structure A has the property
EHD(L) if there is a computable function that maps every finite subsignature
T C 0 to an L-sentence ¢, such that for every countable T-structure B we have:

BLA < BEo:.
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Example 4.3. The structure Q = (Q, <, =), where = is equality’, has the prop-
erty EHD(WMSO) (and EHD(MSO)). In fact we can show that, for any count-
able {<,=}-structure B = (B, J), B < Q if and only if there does not exist
(a,b) € J(<) such that (b,a) € (J(<) U J(=) U J(=)"1)*

If we look at B as a graph with two kinds of edges, <-edges and =-edges,
we are ultimately excluding the presence of cycles with at least one <-edge.
It is clear why the presence of such cycles would make it impossible to build
a homomorphism into Q. It is not hard to show that the converse holds: it is
enough to know that B does not present such cycles to guarantee the existence of a
homomorphism into Q (see [32]). This particular acyclicity condition can be easily
expressed in WMSO or MSO using the reach-construction from Example 2.20.

Notation 4.4. Throughout this work, we will mostly make use of the property
EHD(L) where £ is Bool(MSO, WMSO+B) or one of its fragments. In this case,

we will sometimes refer to it simply as to the EHD-property.

4.2 The EHD Method

The main result of this section gives a criterion on the concrete domain D that im-
plies decidability of D-SAT. To state this criterion, we need one further technical
condition:

Definition 4.5. A o-structure A = (A, I) is negation-closed if, for every R € o,
the complement of I(R) is effectively definable by a positive existential first-
order formula, i.e., if there is a computable function that maps each relation
symbol R € o to a positive existential first-order formula pg(z1, ..., %a(r)) (i-e.,
a formula that is built up from atomic formulas using A, V, and 3) such that

ATBNT(R) = {(a1, ..., aa(r)) | A or(ar,. .., aa(m)}-

Example 4.6. The structure Z = (Z, <, =, (Z4)aez, (Zap)o<a<p) from (1.2) on
page 7 is negation-closed (to improve readability we write x = a instead of =,(z)
and similarly for =,;). We have in fact:

e - z=yifandonlyifx <yVy<uzx.

e uwx<yifandonlyifr=yVy<zx.

!A remark concerning the equality relation should be made at this point. In the structure
Q, we mean with = the equality relation, whereas in B, the relation J(=) can be any binary
relation. Nevertheless, in MSO we have a built-in equality, see the MSO-syntax (2.1) on page 16.
This is one more reason to denote the equality relation as part of a structure with = instead of
=. In the structure B the MSO-formulas z = y and x = y have, in general, different semantics.
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e w=qifandonlyif JyeZ(y=aN(x <yVy<z)).
e —x = a mod b if and only if x = ¢ mod b for some 0 < ¢ < b with a # ¢ :

\/ r=cmodb.

0<c<b
a#c

We are now ready to present the first main result of our work:

Theorem 4.7. Let o be a countable signature and let D be a o-structure which:
e is negation-closed, and
e has the property EHD(Bool(MSO, WMSO+B)).

Then the problem D-SAT is decidable.

This is a very broad and general result: It is enough, given any concrete
domain D, to prove that it enjoys these two properties, to guarantee decidability
of the D-SAT problem for CECTL*. In the following, we refer to this criterion as
the EHD method.

Let us fix an CECTL*-formula ¢ in negation normal form and a negation-
closed o-structure D for the rest of this section. We want to check whether ¢ is
D-satisfiable. First, we reduce our problem to formulas in strong negation normal
form:

Definition 4.8. We say that a CECTL"-formula ¢ is in strong negation nor-
mal form if it is in negation normal form and additionally there is no subformula
—1(z) where ¥(zx) is an atomic constraint.

Lemma 4.9. If D = (D, I) is negation-closed, given a CECTL*-formula ¢ one
can compute a CECTL*-formula ¢ in strong negation normal form such that ¢ is
D-satisfiable if and only if ¢ is D-satisfiable.

Proof. We can assume that ¢ is in negation normal form. Using induction, it suf-
fices to eliminate one negated atomic constraint ¥(z) = =R(S"rq,. .., S%r)(x)
in ¢, where k = ar(R). Let d = max{iy,...,i;} be the depth of the constraint 1.
Since D is negation-closed, we can compute a positive quantifier-free first-order
formula ¥ (y1,v2, ..., Yk, 21, 22, - - -, 2m) such that

(a1,...,a;) ¢ (R) <= D3z --- Iz (at, .., ak, 215 -+ 2m) -
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Let s1,...,Sm € Reg be fresh register variables not occurring in ¢. We define the
CECTL*-formula ¢ by replacing in ¢ every occurrence of the negated constraint
¥ by the formula

D(SMry, .. Sy, Sy, ..., S%,)?

i.e., we replace in the positive quantifier-free formula ¥ (y1,..., Yk, 21, .., 2m)
every occurrence of a variable y; (respectively, z;) by S%r; (respectively, S%s;).

The idea is the following: Given a negated constraint 1}, we substitute it with
a boolean combination of positive ones, involving the same registers appearing
in ¥ (S%r;) and new - existentially quantified - ones. We have then to “install”
new registers (si,...,Sm,) which we place at the deepest node involved in the
constraint (depth d) to use as these existentially quantified variables.

Now we have to prove that

@ is D-satisfiable <= ¢ is D-satisfiable .

Proof of =>. If  is D-satisfiable, then by Theorem 3.12 there is a D-Kripke e-tree
T = (D, T,~) with (T,¢) E ¢ and underlying Kripke e-tree T = ([1,¢e]*, —, p).
We modify T and obtain a new D-Kripke tree § = (D, T,7’) by defining the
interpretation function 4" on the fresh register variables si, ..., s, (and leaving
otherwise 7' = 7) as follows: Consider w,v € [1,e]* such that |v] = d and let v,
be the prefix of v of length i, for 1 < p <Kk,

o If (y(wvi,r1)...,v(wok,rt)) ¢ I(R), we can fix values by, ..., b, € D such
that

D E v(y(wor,r1) ..y (wog, 1), by o b))

In this case we set 7/ (wv, sq) = by for all 1 < g < m.

o If (v(wur,r1)...,y(wug, k) € I(R), we choose 7' (wv, sq) € D arbitrarily
forall 1 <q <m.

e Finally, for all w € [1,e]* such that |w| < d we choose v/(wv,s,) € D
arbitrarily for all 1 < ¢ < m.

By induction on the structure of ¢ we prove that (§,¢) = @. All steps are trivial
except for the case that the subformula is precisely ¥(x) = =R(S"r1, ..., S%r)(x).
In this case let P = pgp1po, ... be a path in T inducing the D-Kripke path P in
T and the D-Kripke path R in § (which only differ for the values of v and +/
on si,...,8n) and let n be a valuation function such that (P,n) Ecvso 9(z).

Thus, setting p; = n(z), we get (Y(Dj+ir,71)s - - Y(Pjtin, Tk)) ¢ I(R). According

2In case 1 is a conjunction or disjunction of atomic constraints, they all apply to the same
element variable z. For instance if ¥(y1,y2) = y1 < y2 V y2 < y1, we substitute ¥(z) by
(r1 <r2)(2) V (r2 < 71)(2).
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to our definition of 4/, we have set vy(pjid,sq) = by for all 1 < g < m, where
bi,...,bm € D such that

D ): ¢(7(pj+1a Tl) s 7’7(pj+k7 Tk)v b17 SR bm) .

Thus, it follows that

(Rv 77) ):CMSO w(SilTlv cee 7Sikrk7 Sdsla ey Sdsm)<x) y

which concludes the first direction.

Proof of <. In order to prove that ¢ is D-satisfiable if ¢ is D-satisfiable, let us
assume that K is a D-Kripke Structure such that (K, d) = ¢ for some node d. In
order to show (K,d) = ¢ by induction on the structure of ¢, we end up (after
several trivial steps) with the following claim: For every path P = pgpips ... in
K (inducing the D-Kripke path P) and valuation function 7,

(P,n) Ecmso ¢(Si17“1, . ,Si’“rk, Sdsl, el Sdsm)(:l:) (4.1)

implies (P,7n) Fcvso Y(x). Assuming (4.1) and n(x) = p;, there are values,
namely v(psrq,7i) (1 < i < m) witnessing

D3z - Fzm(ar, ... ak, 21,y 2m),

where a; = 7(pt+i;,7i). By choice of ¢ this implies that D = —R(ay, ..., ax).

Hence, we have (P,7n) FEcmso ~R(S%r1, ..., S%r)(x), ie., (P,n) Fcmso ¥(z).
O

Example 4.10. Consider the domain Z = (Z, <, =, (Z4)aez, (Za,p)0<a<b)-
Let ¢ = E[Vx —(r = 3)(z)] be the CECTL"-formula expressing the fact that
there exists a path on which r never assumes value 3 (we write r = 3 instead of

=3 (r)).
As we saw in Example 4.6, Z is negation-closed, and we can find an existen-
tially quantified positive first order formula, namely

Pla)=3Fz(z=3AN(a<2zVz<a)),

such that —r = 3 if and only if ¢)(r) holds.
The strong negation normal form of ¢ is

@:E[Vaz(s:3/\(r<s\/s<7“))(x)] :

As you can see we have introduced a new register variable s and used it to replace
the existentially quantified variable z.
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Before we start with technical details, let us briefly sketch how we relate sat-
isfiability for formulas in strong negation normal form with the property EHD(L)
where L is some logic like Bool(MSO, WMSO+B) (in short BMW). The leading
idea for solving satisfiability for CECTL* formulas is to split the search for a model
into two steps.

The first step is to describe all the Kripke trees that satisfy the structural
requirements of a given CECTL* formula ¢ over the signature o. With structural
requirements we mean, roughly speaking, all those parts of ¢ that can also be
expressed in pure ECTL*. The second step is to assign a value to all register
variables r € Reg in each node of the model, such that also the constraints from
p are satisfied by the resulting decorated Kripke tree.

In order to accomplish the first step, we define from ¢ a pure ECTL*-formula
©® which we call “the abstraction of ¢”. This formula ¢® results from ¢ by
replacing each atomic constraint with a fresh atomic proposition not occurring in
. Every Kripke tree T that satisfies ¢® satisfies all the structural requirements
of ¢ and is marked by new propositions at those positions where a model of
 would have to satisfy certain requirements on the values held by the register
variables.

For the second step we can use the new propositions to extract from every
tree model T of % a o-structure B the constraint graph that encodes all the
constraints imposed by ¢ on the register variables in the following sense: If there
is a homomorphism from B to D then we can equip 7 with a valuation function
v such that the resulting D-Kripke tree satisfies ¢ (and vice-versa).

If D has property EHD(BMW) we can compile our two steps into the question
whether a certain BMW-formula has a tree model. This BMW-formula requires
that all its models encode the Kripke tree T satisfying ¢® as well as the the
corresponding o-structure B allowing a homomorphism to D.

For the following definitions let us fix a CECTL*-formula ¢ in which only the
atomic constraints v, ...,9, occur. Let d; be the depth of ;. Moreover, let
Reg,, be the set of register variables from Reg appearing in .

Definition 4.11. We define ¢%, the abstraction of ¢, as the ordinary ECTL"-
formula that is obtained from ¢ by replacing every occurrence of a constraint
Yi(x) by the MSO-formula p;(z + d;), for some fresh atomic proposition p; which
does not appear in ¢. The same definition is also used for a CMSO-subformula
of ¢.

Notice how we use the fact that the constraints from CECTL* are local to
individuate the “lower” node involved in the constraint (the one at depth d;) and
mark it with the fresh propositional variable p;. This way, when navigating a tree-
model of the abstracted formula ¢%, we know that all paths which go through a
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node marked with p; should satisfy the constraint 1J;. This would not work if the
constraints were non-local.

Example 4.12. Given the CECTL*-formula over the signature {<,=}
0 = ENzq(x) = (r1 < §%r9)(z)] AA[Bz ga(z) A (Sry = 19) ()]
we replace the atomic constraints with the propositional variables p; and py to
obtain the abstracted ECTL*-formula
" = E[Vzqi(z) = p1(z + 2)] A A[Fz g2(x) A pa(z + 1)].

Definition 4.13. Given a decorated Kripke e-tree T with underlying Kripke
e-tree T = ([1,€]*,—, p) and p(u) N {p1,...,pn} = 0 for all u € [1,e]*, we define
the Kripke e-tree T = ([1, e]*, —, p*), where p®(u) contains

e all propositions from p(u) and

e all propositions p; (1 < j < n) such that, if ¥; = R(S%ry,...,S%r;) and
d; = max{iy,...,i}, we have:
— u = wv with |v| =d;, and
— (v(wvr,71), ..., y(wog, 1)) € I(R), where v; denotes the prefix of v of
length ;.

Hence, the fact that proposition p; labels node wv with |v| = d; means that
the constraint 1J; holds along every path that starts in node w and descends in
the tree down via node wv.

Definition 4.14. Given a Kripke e-tree 7 = ([1, e]*, —, p) where the new propo-

sitions p1,...,p, are allowed to occur in 7, we define a countable o-structure
Gr = ([1,€]* X Reg,,, J) (the constraint graph) as follows: The interpretation
J(R) of the relation symbol R € o contains all k-tuples ((wv1,71), ..., (wog, r))

(where k = ar(R)) for which there are 1 < j < n and v € [l,e]% such that
pj € p(wv), and J; = R(S"ry,...,S%ry), where v; still denotes the prefix of v of
length ;.

A constraint graph is in charge of “remembering” the relations connecting
the register variables that we “forgot” when we abstracted the constraints using
propositional variables. The domain of Gy has one element for each register pair
(v,7) where v is a node of the tree 7 and r is a register variable appearing in
v, and the relations of Gy are the ones which should hold between the register
variables in order to build a model for ¢. It is called a constraint graph because
(when all relations are binary) it is just like a graph with different kinds of edges
(one for each relation) representing all the constraints from ¢, and we will use
this view of it in the following chapters.
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Remark 4.15. Recall the k-copy operation from Definition 2.25 and consider the
Kripke tree T = ([1,€]*, —, p) from Definition 4.14 as a relational structure over
the signature PU {—,p1,...,pn}, where — is seen as a binary predicate and the
atomic propositions from P and {p1,...,p,} as unary predicates. We see that
copy;, (7)) defines a structure with domain ([1,e]* x {1,...,k}) over the signature
T=PU{=,~,p1,...,pn, P1,..., P}. Then setting k = |Reg,| one can easily
write down a one-dimensional first-order interpretation which interprets G in
copyy (7). This means that we can find a substructure S = (D, I) of copy,(T)
which is isomorphic to Gy, and which is definable inside copy,(7) using one-
dimensional first order formulas.

In particular, the domain of Gy is trivially in a bijection with the domain of
copy(T) via the mapping (w,r;) = (w,4) for all w € [1,e]* and all i = 1...k.
We can therefore choose D = {x € copy;(T) | copy(T) = true}.

Successively for each relation R of arity ¢ which appears in some constraint
we can find a first order formula @i on the signature 7 such that defining

I(R) = {(z1,...,2¢) € D" | copy,(T) = or(z1,...,2¢)}

one obtains that S = (D, I) is isomorphic to Gr. Let us see how: Suppose that
¥ = Rs(S™rq,...,5"r) is a constraint of depth A = max{iy,...,4;}, then we
define

wo(x1, ... x¢) =Ty Iyr ... Jye ps(y+h) /\ [yj ~y A Pj(z;) Nyj s $j] ,
G=1,...,t

where y —* 2 stands for Jay ...a;_1 (y — a1 Aay — agA---Aa;_1 — x). Then, if
the relation R appears in the constraints ¥; ... J,,, we define pp = @y, V---Vy,, .

It is then simple to verify that Gy is isomorphic to §. Since BMW is a superset
of first order logic, this implies that given a BMW-formula ¢, one can compute
a formula ¢’ such that Gr = ¢ if and only if copy,(7) E ¢'. For more on this
subject we refer the reader to [23, Section 12.3]

Example 4.16. Figure 4.1 shows an example, where we assume that e = 2 and
n=2,1% = (r < Sre), and ¥2 = (Sr; = Sre). The figure shows a portion of
an (N, <,=)-Kripke 2-tree T = ((N, <,=),7T,7). The edges of the Kripke 2-tree
T are dotted. We assume that 7T is defined over the empty set of propositions.
The node to the left (respectively, right) of a tree node w is labeled by the value
~v(w,ry) (respectively, v(w,r3)). The figure shows the labeling of tree nodes with
the two new propositions p; and py (corresponding to ¥; and ¥2) as well as the
{<, =}-structure Gga.

Lemma 4.17. Let ¢ be a CECTL*-formula in strong negation normal form. Then
¢ is D-satisfiable if and only if there is a Kripke (#g(v) + 1)-tree T such that
(T,e) = ¢* and Gy < D.
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Figure 4.1: The (N, <,=)-decorated Kripke 2-tree T from Example 4.16, the
Kripke 2-tree T¢, and the constraint graph Gga.

Proof. Let D = (D, I), e = (#e(p) + 1), and let Reg,,, n, ¥;, and d; (1 < j <n)
be defined as above.

Proof of =. Assume that ¢ is D-satisfiable. By Theorem 3.12 there is a D-
Kripke e-tree T = (D, T,v) with T = ([1,€]*, —, p) such that (T,e) = ¢. Take
the Kripke e-tree 7% = ([1,€]*, —, p%).

We claim that v : [1,e]* x Reg, — D is a homomorphism from Gz to D. For
this, assume that the tuple ((wvy,r1),. .., (wok, fr)) belongs to the interpretation
of R in G«. By Definition 4.14 there are 1 < j < n and v € [1,e]% such that
pj € p*(wv), ¥; = R(S"ry,...,S%ry), and v; is the prefix of v of length j; for
each 1 <1 < k. Since p; € p*(wv), Definition 4.13 implies

(y(wor,m1), ..., y(wog, k) € I(R) .

Hence, v is indeed a homomorphism.
In order to show (7%, ¢) = ¢* we prove simultaneously by structural induction
on the formula that

(1) For all CECTL*-subformulas x of ¢ and v € [1,e]*, if (T,v) E x, then
(T v) = X", and

(2) for all CMSO-subformulas (X1,...,X,,) of ¢ (we assume that Xi,..., X,
only appear freely), all paths P in 7, all valuation functions 7, and all sets
A, ..., A, By,...,B, € N of positions of P such that A; C B; for all
1 <1 <m,

if (P,n) Fcmso ¥(A1, ..., Am) then (P, n) Ecmso ¥ (B, - -+, Bn)
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where P is the D-Kripke path induced by P in T and P¢ is the Kripke path
induced by P in T“.

We have to consider the following cases, where we write n4 and np for the valu-
ations n[(X; — Aj)i1<j<m)] and n[(X; — Bj)i<j<m)|, respectively.

e Assume that x = E¢(¢1,...,¢m), whence x* = EY%(¢f,..., % ). Since
(T,v) E x, we know that there is an infinite D-Kripke path P with P(0) = v
such that P = ¢(A1,...,Ap), where A; = {n € N| (T,P(n)) = vi}. We
can use the induction hypothesis (point (1)) on ¢1, ..., @, to obtain that,
forallm € Nand 1 < i < m, if (T,P(n)) = ¢i then (7T%,P(n)) = ¢f.
So, if we define B; = {n € N | (T*P(n)) = ¢}, we can deduce that
A; C B;. Applying point (2) of the induction hypothesis we conclude
that P* = ¢*(By, ..., By,), where P denotes the Kripke path in 7% that

corresponds to P.

e The case x = AY(¢1,...,¢m) is treated analogously to the previous one
replacing “there is” by “for all”.

e Assume that 1) = ¥;(z) for some atomic constraint J; = R(S%ry,...,S"%ry)
of depth d; = max{i,...,it}. We want to show that (P,n4) Fcmso
Yj(x) implies (P*, nB) Ecmso pj(xz + d;). Let n = n(xz). Note that
na(z) = np(x) = n. If (P,na) Ecmso R(S"'r1,...,S"%r;)(x), then (v(n +
11,71), -, y(n + ik, k) € I(R), and this, by Definition 4.13 implies that
pj € p*(n + d;) which implies (P*,np) 'ZMso(g) pj(x +dj).

e All other steps are trivial.

Proof of <. For the other direction, assume that there are a Kripke e-tree T =
([1,e]*, =, p7) such that (T, ¢) = ¢, and a homomorphism & : [1, e]* X Reg,, — A
from G to D = (D, I). Define the D-Kripke structure T = (D, T’,~), where

e 7' isobtained from T by removing the propositions corresponding to atomic
constraints, i.e., 7' = ([1,€]*, =, p) with p(v) = pr(v) \ {p1,...,pn} for all
v e[l el

e y(v,r) = h(v,r) for all r € Reg, and
e 7 is defined arbitrarily on all r € Reg \ Reg,,.

We claim that (T,¢) = ¢. Again by structural induction, we prove the following
claim.

1. For all CECTL*-subformulas x of ¢ and v € [1,e]*, if (T,v) E x%, then
(T,v) = x, and
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2. for all CMSO-subformulas ¥ of ¢, all paths P in T, all valuation functions
n, and all sets Ai,...,An, Bi1,...,Bn C N of positions of P such that
A; CB;foralll <i<m,

if (P,n) Fcmso ¥*(B1, ..., By) then (P,n) Fcmso ¥(A1, ..., An)

where P is the Kripke path induced by P in 7, P is the D-KP induced by
P in T, and we assume that X,...,X,, only appear freely in .

All steps are trivial except for the case that x is the atomic constraint ¥; =
R(S%ry,...,S%ry) of depth d;. In this case, we have x* = p;(z + d;). Assume
that (P,n[(Xs = Bi)i<i<k]) Fcmso pj(x + dj) and let n = n(x). By definition
of Gr (Definition 4.14), this implies that the tuple ((P(n + 1), f1),...,(P(n +
ik), fr)) belongs to the interpretation of R in Gy. Now, since h is a homomorphism
and V|Reg, = h, we conclude that

(7(77(71 + i1),7‘1), - ,V(P(n + ik),rk)) € I(R) ,

and thus ' '
(P,n[(Xs = Ai)i<i<k]) Ecmso R(S"r1,...,S"%r)(x)

as desired.
O

We can now piece everything together to conclude the proof of Theorem 4.7:
D-SAT is decidable, provided that D is negation-closed and has the property
EHD(Bool(MSO, WMSO+B)).

Proof (Theorem 4.7). Let ¢ be a CECTL*-formula. Thanks to Lemma 4.9 we can
assume without loss of generality, that ¢ is in strong negation normal form. Let
¥ = ? be the abstraction of ¢ for the further discussion. Hence, 19 is an ordinary
ECTL*-formula, where negation only occur in front of formulas of the form p(z)
where p € P\ {p1,...,pn} or atomic MSO-formulas, and e = #g(J) + 1. By
Lemma 4.17, we have to check, whether there is a Kripke e-tree T such that

(T,e) =¥ and Gr XD .

Let 7 C o be the finite subsignature consisting of all relation symbols that occur in
our initial CECTL*-formula ¢. Note that G7 is actually a countable T-structure.
Since the concrete domain D has the property EHD(BMW), one can compute
from 7 a BMW-sentence « such that for every countable 7-structure B we have
B = a if and only if B < D. Our new goal is to decide whether there is a Kripke
e-tree T such that

(T,e) =9 and G1 | o .
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Given the fact that every ECTL*-formula can be effectively transformed into an
equivalent MSO-formula with a single free first-order variable [15, 27], and since
the root € of a tree is first-order definable, we get an MSO-sentence 1 such that
(T,e) E ¢ if and only if T |= . Hence, we have to check whether there is a
Kripke e-tree T such that

TEYand Gr Ea.

Since BMW is compatible with first-order interpretations (Remark 4.15) and with
the k-copy operation (Proposition 2.26), we can compute from o a BMW-sentence
o’ and from o' another BMW-sentence 3 such that for k = [Reg,,| we have:
4. Prop. 2.
gT ): o Rmk. 4.15 COPyk(T) |: o rop. 2.26 T ): ﬁ '
Thus, we have to check whether there is a Kripke e-tree T such that 7 = ¢ A 3,
where ¥ A B is a BMW-sentence. By Theorem 2.21 this is decidable, which

completes the proof.
O

4.2.1 The EHD Method for Classes of Structures

In a variant of the notion of D-satisfiability (introduced in Definition 4.1) we are
given a class of structures A, and we look for an A-Kripke structure, for some
A € A, satisfying our formula.

Definition 4.18. We say that ¢ € CECTL" is A-satisfiable if and only if there
exists a member A of A such that ¢ is A-satisfiable.

Clearly, choosing A = {D} gives us back the original problem. Suppose
now A has a Universal Structure (some U € A such that every A € A ad-
mits an injective homomorphism into i), then A-satisfiability is equivalent to
U-satisfiability. In fact it is easy to see that a formula ¢ has a model with some
concrete domain from A if and only if it has a model with concrete domain U:
Suppose K = (A, K, ) is a model for ¢, and let h be the injective homomorphism
from A to U. Then define v/ = ho~. It is easy to show that U = (U, K,v') is a
model for ¢ as well.

A typical class with a universal model is the class of all countable linear orders,
for which (Q, <) is universal.

In order to approach the problem of satisfiability with respect to a class of
structures, we need to adapt some of the notions that we introduced in the
previous sections. First of all we need to extend the definition of the EHD-
property to this setting: Given a countable signature ¢ and a class A of o-
structures, we say that A has the property EHD(L) if there is a computable
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function that maps every finite subsignature 7 C ¢ to an L-sentence ¢, such that
for every countable T-structure B we have:

there exists A € A such that B< A <= B¢, .

Analogously, we need to give a suitable definition of negation closure: A is
negation-closed if and only if for every R € o, there exists a positive existential
first-order formula g, defining for all A = (A,I) € A the complement of I(R).
Note that the formula ¢gr does not depend on the particular structure A, but
only on the relation R.

One can then retrace all the steps of Theorem 4.7 and prove that

Theorem 4.19. Given a class A of o-structures, A-satisfiability is decidable for
CECTL®, provided that A has the EHD-property and is negation-closed.
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Chapter 5

Concrete domains over the
integers

Having introduced the EHD method, we now apply it successfully to several
concrete domains over the integers. The final goal of this section is to show:

Proposition 5.1. The concrete domain Z2 = (Z,<,=, (=Za)acz, (Zap)o<a<b) has
the property EHD(Bool(MSO, WMSO+B)).

Since Z is also negation-closed (see Example 4.6), the following result is an
immediate consequence of Theorem 4.7:

Theorem 5.2. Z-SAT is decidable.

We prove Proposition 5.1 in three steps. First, we show that (Z, <) has the
property EHD(WMSO+B). In a second step we extend this result to the structure
(Z,<,=). Finally we add a countable set of unary predicates satisfying certain
computability requirements, and show that Z is an instance of this case.

5.1 7 with Order-Constraints

Our first goal is to prove:

Proposition 5.3. The structures (Z,<), (N, <) and (Z\N, <) have the property
EHD(WMSO+B).

As a preparation of the proof, we first define some terminology and succes-
sively we characterize all {<}-structures that allow a homomorphism to (Z, <)
in terms of their paths. Let A = (A4, I) be a countable {<}-structure. Setting
E = I(<), we can see (A, E) as a directed graph. When talking about paths,
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we always refer to finite directed E-paths inside (A, E). The length of a path
(ag,ai,...,a,) isn. For S C Aand z € A\ S, a path from = to S is a path from
x to some node y € S. A path from S to z is defined symmetrically.

Lemma 5.4. Given a {<}-structure A, we have A < (Z,<) if and only if

(H1) A does not contain cycles, and

(H2) for all a,b € A there is an n € N such that the length of each path from a

to b is bounded by n.

Proof.

(=)

Let us first show the “only if” direction of the lemma. Suppose h is a
homomorphism from A to (Z,<). Heading for a contradiction, suppose
that there is a cycle (ag,...,ax) in A, i.e., (ag,...,ax) is a path such that
(ag,ap) € E. Setting z; = h(a;), this implies z; < z;41 for 0 < i <k —1
and zx < zp which is a contradiction. Hence, (H1) holds.

Suppose now that a,b € A are such that for every n € N there is a path
of length at least n from a to b. If d = h(b) — h(a), we can find a path
(ag,aq ...,ax) with ap = a, ay = b and k > d. Since h is a homomorphism,
this path is mapped to an increasing sequence of integers h(a) = h(ag) <
h(a1) < --- < h(ax) = h(b). But this contradicts h(b) — h(a) = d < k.
Hence, (H2) holds.

For the “if” direction of the lemma assume that A is acyclic (property (H1))
and that (H2) holds. Fix an enumeration ag, aj, ag, ... of the countable set
A. For n >0 let

Sp={a€ Al 3,5 <n :(a;a),(a,a;) € E*}.
We claim that S, has the following properties.

(P1) S, is convex w.r.t. the partial order E*: If a,c € S,, and (a,b), (b,c) €
E*, then b € 5,,.

(P2) For a € A\ S, all paths between a and S,, are “one-way”, i.e., there
are not b, c € S, such that (b,a), (a,c) € E*.

(P3) For all a € A\ S, there is a bound ¢ € N such that all paths between a
and S, have length at most c. Let ¢, € N be the smallest such bound
(hence, we have ¢ = 0 if there is no path between a and S,).

(P1) is obvious and moreover implies (P2). To see (P3), assume that there
are only paths from S,, to a but not the other way round (see (P2)); the
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other case is symmetric. If there is no bound on the length of paths from S,
to a, then by definition of \S,,, there is no bound on the length of paths from
{ag,...,an} to a. By the pigeon principle, there is a 0 < i < n such that
there is no bound on the length of paths from a; to a. But this contradicts
property (H2).

We build the homomorphism A inductively. For every n > 0 we define
functions h,, : S, — Z such that the following invariants hold for all n > 0.

(I1) If n > 0 then hy,(a) = hp—1(a) for all a € S,_1.

(I12) h,(Sy) is bounded in Z, i.e., there are 21, zo € Z such that h,(S,) C
[21, z2].

(I3) hy, is a homomorphism from the induced subgraph A;g, to (Z, <).

For n = 0 we have Sy = {ap}. We set ho(ag) = 0 (any other integer would
be also fine). Properties (I1)—(I3) are easily verified. For n > 0, there are
four cases.

1. an € Sp—1, thus S, = S,,—1. We set h,, = hy,,—1. Clearly, (I1)—(I3) hold
for n.

2. ap ¢ S,—1 and there is no path from a,, to S,,_1 or vice versa. We set
hn(ay) = 0. Since S,, = Sp—1 U {an}, (I1)-(13) follow easily from the
induction hypothesis.

3. an ¢ Sp—1 and there is a path from a, to S,—1. Then, by (P2) there
are no paths from S, _1 to a,. Hence, we have

Sp=58,_1U{a€e A|3Fbe S,_1 :(an,a),(a,b) € E*}.

We have to define the value h,(a) for all a € A\ S,,_1 that lie along a
path from a,, to S,—1. By (I12) there are z1, 290 € Z with h,_1(S,—1) C
[21, z2]. Recall the definition of ¢?_; from (P3). For all a € A\ S,
that lie on a path from a, to S,—1, we set hy(a) = 23 — c%_;. Since
there are paths from a to S,—1, we have ¢?_; > 0. Hence, for all
a € Sy, \ Sn—1, hn(a) < z1. Let us check that h, : S, — Z satisfy
(I1)— (I3): Invariant (I1) holds by definition of h,. For (I2) note that
hu(Sa) C 21 — ¢, 2]

It remains to show (I3), i.e., that h, is a homomorphism from A[ S,
to (Z,<). Hence, we have to show that h(b;) < h(bs) for all (b1, b2) €
EN(Sp x Sy).

— If bl,bQ S Snfl, then hn(bl) = hnfl(bl) < hnfl(bg) = hn(bg) by
the induction hypothesis.
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—Ifp; € Sn\Sn—l and by € S,,_1, we know that hn(bg) = hn_l(bz)
z1 while h,(b1) < z1 by construction. Hence, we have h,,(b1)
B (b2).

— If by € S\ Sp—1 and by € S,,—1, then (b1, by) € E contradicts (P2)
because by is on a path from a, to S,_1 and (b1, b2) is a path in
the opposite direction.

— If both b; and by belong to Sy, \ Sp—1 then hy(b;) = 21 — cf;_l for
i € {1,2}. Since (b1,bs) € E, we have ¢?* | > ¢?2 |. This implies
hn(bl) < hn(bg)

4. ap ¢ Sp—1 and there is a path from S,,_1 to a,. For all

2
<

a € S,\Sp—1 ={a € A\S,_1 | abelongs to a path from S,_1 to a,},

set hp(a) = 22 + ¢%_;. The rest of the argument is analogous to the
previous case.

This concludes the construction of h,. Thanks to (I1), the limit function
h = U;en hi exists. By (I3) and A = (J;cn Si, h is a homomorphism from
A to (Z,<).

O]

A result similar to Lemma 5.4 holds for (N, <). Here the characterization of
homomorphisms relies on the fact that if some element a is mapped to n € N by
some homomorphism, then a path leading to a is at most of length n.

Lemma 5.5. We have A < (N, <) if and only if
(H1) A does not contain cycles, and

(H2) for all a € A there is an n € N such that the length of each path ending in
a 1s bounded by n.

Proof. If h : A — N is a homomorphism and a € A then every path ending
in a can be of length at most h(a). Moreover, A must be acyclic by the same
argument that we used for (Z, <).

For the other direction assume that A is acyclic and for each a € A there
is some ¢, € N such that the longest path leading to a has length ¢,. Define
h(a) = ¢,. It is rather straightforward to show that A is a homomorphism. [

To prove Proposition 5.3, stating that (Z,<), (N,<) and (Z \ N, <) have
the property EHD(WMSO+B), we need to show that we can use WMSO+B to
distinguish between all those {<}-structures which allow a homomorphism to
(Z,<) and those which do not. Thanks to the above results, we just need to
express in WMSO+B the easy hypothesis of Lemma 5.4 and Lemma 5.5.
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Proof (Proposition 5.3). For (Z,<), we translate the conditions (H1) and (H2)
from Lemma 5.4 into WMSO+B. Cycles are excluded by the sentence —ECycle_
(see Example 2.20). Moreover, for an acyclic {<}-structure A we have A =
Va Vy BPaths. (z,y) (see also Example 2.20) if and only if for all a,b € A there is
a bound n € N on the length of paths from a to b. Thus,

A = (Z,<) if and only if A = —ECycle_ A VzVy BPaths.(z,y) .
Similarly, using Lemma 5.5, we obtain that
A =< (N, <) if and only if A = ~ECycle_ A VyBZ 3z Path(z,y,Z) .
Since (Z \ N, <) is (N, <) with reversed order, one proves analogously that

A=< (Z\ N,<) if and only if A }= =ECycle_ AV BZ Jy Path.(x,y, Z) .

5.2 Z with Order- and Equality-Constraints

In this section, we extend Proposition 5.3 to the negation-closed structure (Z, <
,=), where = is the equality relation on Z. For this purpose, given a structure
A = (A, I) over the signature {=} W o we define the quotient of A, obtained by
contracting all the =-paths (note that I(=) is usually not the identity relation
on A).

Definition 5.6. Let ~ = (I(=) UI(=)"!)* be the smallest equivalence relation
on A that contains I(=). We denote the ~-quotient of A by A = (A, I): It is a
o-structure with domain A = {[a] | @ € A} the set of all ~-equivalence classes.
For all R € o of arity k, we define I(R) as the set of k-tuples ([ai], ..., [ax]) for
which there are by € [a1],...,b; € [ax] such that (by,...,b;) € I(R).

Remark 5.7. Let A = (A,I) be a {<,=}-structure and A = (A, I) its quotient.
In this case we have that ([a], [b]) € I(<) iff there are ' ~ a and b’ ~ b such
that (a’,b) € I(<). Since ~ is the reflexive and transitive closure of the first-
order definable relation I(=)UI(=)"!, we can construct a WMSO-formula @(z, )
(using the reach-construction from Example 2.20) that defines ~. That is, ~ is

WMSO-definable (and MSO-definable as well).

Let C = (C,J) be a structure over the signature {=} U o where J(=) is real
equality, i.e., J(=) = {(c,¢) | ¢ € C}. In this case the quotient C = (C,.J) is
isomorphic to the reduct of C with signature o. Whenever = is interpreted as real
equality in the target structure, taking the quotient of a structure is compatible
with the existence of homomorphisms in the following sense.
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Lemma 5.8. Let C = (C,J) be a concrete domain over {=} W o where J(=) is
real equality. Then, for every T C o, and every ({=} U 7)-structure A = (A, I),

1. A=C if and only if A< C.
2. C has the property EHD(Bool(MSO, WMSO+B)) if and only if C does.
Proof.

1. For the direction (=) let h : A — C be a homomorphism. We show that
g: A — C, defined by g([a]) = h(a), is a homomorphism as well. Notice that
the mapping g is well defined: [a] = [b] implies (a,b) € (I(=) U I(=)"1)*.
Since h is a homomorphism, (h(a), k(b)) € J(=), i.e., h(a) = h(b).

Then let ([a1],...,]as]) € I(R) for some R € 7. By definition of I,
there are by € [a ],..., € [ag] such that (by,...,br) € I(R). Therefore
(g([al]), . ([ak])) (h( 1),---,h(bk)), and since h is a homomorphism,
(h(b1),.. bi)) € J(R) = J(R ) as wanted.

For the direction (<) let h : A — C be a homomorphism. We define
g: A—>be g(a) = h([a]). Then let R € 7 and by,...,by € A such that
(b1, .. ) I(R). This implies that ([b1],...,[bg]) € I(R) and therefore

(h([ba)). . - ([bi)) = (g(ba), .. (b)) € J(R).
Finally, if a,b € A are such that (a,b) € I(=), then [a] = [b]. Therefore
g(a) = h(lal) = A([b]) = g(b), i.e., (9(a),g(b)) € J(=). This proves that g

is a homomorphism.

2. Let £ = Bool(MSO, WMSO+B)) in the following arguments. Since C is a
reduct of C, it is clear that property EHD(L) for C implies property EHD(L)
for C. For the other direction, assume that C has the property EHD(L). Let
7 C o W{=} be a finite subsignature. If 7 does not contain = then, by the
property EHD(L) for C, there exists an L-sentence 1, such that for every
r-structure A we have A |= v, if and only if A < C. But the latter is
equivalent to A < C (since 7 does not contain =).

Hence, we can assume that 7 contains =. Let 7/ = 7\ {=}. Since C
has property EHD(L), we can find an L-sentence v+, such that every 7’-
structure A,

AE ¢, — A=C. (5.1)

By Remark 5.7 there is an £-formula @(z,y) that defines the equivalence
relation ~. Let ¥, be the L-sentence obtained by replacing in ¥, every
occurrence of an atomic formula R(z1,...,z;) for R € 7/ by

R(xy, ... xk) :=3z1 -z (@(21,21) A - A @(zg, x) A R(21, ..., 28)).
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We claim that for every 7-structure B = (B, I),
BEV, < BE . (5.2)
Using this claim, we obtain
BEd, «— BEev., £ g<¢ &5 B<c,

which implies that B has the property EHD(L), as wanted.
The proof of (5.2) is by induction on the structure of the formula, the only

non-trivial case being B = R(ay, ..., a;) if and only if B = R([a1], ..., [ax]).
Note that B = R([a1], ..., [ax]) if and only if there are by, ..., by € B such
that b; ~ a; and B = R(b1,...,bx), which is exactly what R(a1,...,ax)
expresses.

O

An application of the previous lemma to Proposition 5.3 directly yields the
following results.

Proposition 5.9. (Z,<,=), (N,<,=), and (Z \ N,<,=) satisfy the property
EHD(WMSO+B).

5.3 Adding Unary Predicates

We extend now our result to expansions of (Z,<,=) by unary predicates that
satisfy some computability assumptions. For the rest of this section, we fix a
signature o of unary predicates (not containing the symbols = and <) and a (cU
{=, <})-structure Z, = (Z,I) where I(=) and I(<) are interpreted as expected.

Definition 5.10. We call a finite subset P C o bounded below (bounded above,
respectively) if (| pcp I(P) is bounded below (bounded above, respectively).

We next define two conditions, (C1) and (C2), that imply the property
EHD(Bool(MSO, WMSO+B)) for Z,.

(C1) The bounds of P C o are effectively computable in the following sense:
We can decide, given a finite subset P C o, whether P is bounded below
(above, respectively). Additionally we can compute, given a finite subset

P C o that is bounded below (above, respectively), a bound ¢(P) € Z

(u(P) € Z, respectively) such that £(P) < z (u(P) > z, respectively) for all

2 €Npep I(P).
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(C2) For all finite subsets Py, P» C o and all predicates P € o, if P; is bounded
below and P is bourlded above, then we can effectively compute the finite
set I(P)N[¢(Pr), u(P)].

The main result of this section is the following proposition.

Proposition 5.11. If o and I are chosen in such a way that Z, satisfies con-
ditions (C1) and (C2), then Z, has property EHD(BMW). The analogous result
holds for Ny = Z5N.

We fix a finite subsignature 7 C ¢. Due to (C1), we can compute m < M € Z
such that m is a lower bound for all P C 7 that are bounded below and M is an
upper bound for all P C 7 that are bounded above. We fix the numbers m and
M for the rest of this section.

Let A = (A,J) be a (7 U{<,=})-structure. The proof of Proposition 5.11
uses a decomposition of A into four parts, called “the bounded part”, “the greater
part”, “the smaller part” and “the rest”.

Intuitively, an element a € A belongs to the bounded part if we know a priori
that any homomorphism h from A to Z, (we write Z, for the reduct of Z, with
signature 7 U {=,<}) maps a to an element in the interval [m, M]. Similarly,
the greater part consists of all elements a € A that do not belong the bounded
part but any homomorphism to Z, must map a above m, and the smaller part
consists of all elements a € A that do not belong to the bounded part but any
homomorphism to Z, must map a below M.

We then reduce the question whether A can be embedded into Z, to the
questions whether the bounded part satisfies a certain MSO-formula and whether
the {<,=}-reducts of “the greater part”, “the smaller part” and “the rest”, allow
a homomorphism to (N, <, =), (Z\ N, <,=), and (Z, <, =) respectively.

Definition 5.12. Let A = (A,J) be a (7 U {<,=})-structure. We denote by
A = (A, J) the ~-quotient of A (cf. Definition 5.6).

We call a € A bounded below if there is some b € A, a <-path in A from [b]
to [a], and a subset P C 7 which is bounded below such that [b] € J(P) for all
PeP.

We call a € A bounded above if there is some b € A, a <-path in A from [a]
to [b], and a subset P C 7 which is bounded above such that [b] € J(P) for all

PeP.
An example will help clarify the meaning of this definition.

Example 5.13. Suppose 7 = {=¢} and Z, = (Z, ) is the (1 U{<,=})-structure
where I(=g) = {0}, as expected. In Figure 5.1, we show a (7 U {<,=})-structure
A, where by definition 5.12, ag,a1,as are bounded above, while as, a4, a5 are

o4



Il
A
A
A
Il
Il

I(=0)

Figure 5.1: ~ We represent here a {<,=,=¢}-structure A = (A,I). Labeled
directed edges are used to depict the binary relations while the interpretation of
the unary predicate =y is shown as a set.

bounded below. Notice that, by the fact that b € I(=p), any homomorphism h
from A to Z; should satisfy h(b) = 0. Being there a <-path from a; to b, then
we know that h(a;) < h(b) = 0. This is the reason behind calling a; bounded
above. The same kind of reasoning can be applied to the other elements.

With these preparations, we can easily define the four substructures men-
tioned above.

Definition 5.14. For a (7 U {<,=})-structure A = (A, J) we define
e the bounded part B = {a € A | a is bounded below and bounded above},
e the greater part G = {a € A | a is bounded below but not bounded above},

e the smaller part S = {a € A | a is bounded above but not bounded below},
and

e the rest R = {a € A | a is neither bounded above nor bounded below}.
Let us start with two simple lemmas.

Lemma 5.15. Let h: A — Z. be a homomorphism. Then the following holds:
e Ifa€ B thenm < h(a) <M.
o Ifa€ S then h(a) < M.
o Ifa€ G then m < h(a)

Proof. 1t suffices to show that if a is bounded below (bounded above, respec-
tively), then m < h(a) (h(a) < M, respectively). If a is bounded below, then if
there is some b € A, a <-path in A from [b] to [a], and a subset P C 7 which is
bounded below such that [b] € J(P) for all P € P. We get m < h(b) < h(a). If
a is bounded above, we can argue in the same way. O

Lemma 5.16. The following relations are disjoint from J(<): B x S, B X R,
GxB,RxB,GxS,GxR, RxS.
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Proof. Assume for instance (b, s) € J(<) for some b € B and s € S. Since b € B,
b is bounded from below. Hence, there is some ¢ € A, a <-path in A from [c]
to [b], and a subset P C 7 which is bounded below such that [b] € J(P) for all
P € P. Hence, there is also a <-path in A from [c] to [s], i.e., s is bounded below,
which contradicts s € S. The other cases can be proved analogously. O

Remark 5.17. The parts B, G, S, and R are all MSO- and WMSO-definable in
the sense that there are MSO-formulas y;(x) for i € {B,G, S, R} with one free
first-order variable x such that A |= x;(a) for each a € A if and only if a belongs
to the part ¢ (and the same holds if we interpret x;(z) as a WMSO-formula).

We next state three lemmas that allow to prove Proposition 5.11.

Lemma 5.18. We have A X Z; if and only if Ajp =X Zrpm,a and Ajcusur =
Z;.

Lemma 5.19. Given a finite 7 C 0 we can compute an MSO-sentence g such

that Ajg = Zryjm, ) if and only if Ajp = ¢p.
Lemma 5.20. The following four conditions are equivalent:

1. There is a homomorphism h : Aigusur — Zrz\[m,m) with K(G) C [M +
1,00), h(S) C (—oc0,m — 1].

2. Aiqusur = 2+

3. (GUSUR,J(<),J(=) 2 (2<=5), (GJ(<),J(=) 2 (N,<=), and
(5,J(<),J(=) = (Z\N, <, =)

4. There is a homomorphism h : (GUSU R, J(<),J(=)) = (Z,<,=) with
h(G) CN, h(S)CZ\N.

Before we prove these lemmas, we show how they imply Proposition 5.11.

Proof (Proposition 5.11). Fix a finite subsignature 7 C 0. By Lemma 5.18 we
have A <X Z. if and only if Ajp = Z7 [, v and Ajgusur = Z7. By Lemma 5.19
we can compute from 7 an MSO-sentence g such that Az = ¢ p if and only if
A =X Zrjm,m)- Moreover, from Lemma 5.20 we know that Al GUSUR =X Z;
if and only if

e (GUSUR,J(<),J(=) =(2Z,<,=),
o (G,J(<),J(=)) = (N,<,=), and
e (5,J(<),J(=) =2 (Z\N,<,=).
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The structures (Z, <,=), (N, <,=), (Z\ N, <,=) have the property EHD(BMW).
Hence, there are BMW-sentences ¢, 15, and ¢ g such that A;qusur < Z- if and
only if

b (G USUR, J(<)’ J(E)) |: YR,
e (G,J(<),J(5)) = va, and

i (S7 '](<)7 J(E)) 'Z wS-

Since the subsets B, G, S and R of A are MSO-definable as well as WMSO-
definable (cf. Remark 5.17), we can compute relativizations of ¢; to part ¢ for
i € {B,G,S, R} and obtain BMW-sentences ¢p, ¢r, ¢ and pg such that

e A= ppif and only if Aip = ¢p,
o A=yprifand only if (GUSUR, J(K),J(=)) = ¢r,
e AE ¢ if and only if (G, J(<),J(=)) E ¥g, and

e AE pg if and only if (S, J(<), J(=)) E ¢s.
Putting everything together, we have A < Z if and only if A E o A@aAPsAPR.
O

We now prove the auxiliary lemmas (in a different order).

Proof (Lemma 5.20). The direction (1 = 2) is trivial. Let us prove (2 = 3), (3
= 4),and (4 = 1).

(2 = 3) Let h: Ajgusur — Z- be a homomorphism. It follows immediately that h
is also a homomorphism from the reduct (GUSUR, J(<), J(=)) to (Z, <,=).

Let a € G. Then h(a) > m by Lemma 5.15. Setting h' : G — N with
h'(a) = h(a)—m yields a homomorphism from (G, J(<), J(=)) to (N, <,=).

The proof for (S, J(<),J(=)) < (Z\ N, <,=) is analogous.
(3 = 4) Assume that there are homomorphisms
b (GUSUR,J(<),J(2) = (2,<,2),
he: (G, J(<),J(=)) = (N,<,=), and
hs: (5, J(<),J(5)) = (Z\N, <, =).
Define the mapping b/ : GUS U R — Z by
h(a) ifaeR,
B'(a) = { max(h(a),hg(a)) ifa € G,
min(h(a),hg(a)) ifaeS.
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(4=1)

With Lemma 5.16 one easily concludes that this is the desired homomor-
phism.

Let h: (GUSUR, J(<),J(=)) — (Z,<,=) be the homomorphism from 4.
Let P be the set of subsets of 7 that are not bounded above and let P~ be
the set of subsets of 7 that are not bounded below. We define a sequence
(ni)iez of integers as follows:

— TN = M + 1a

— 7-1 is the maximal number such that for each P ¢ P~ there is a
n-1 < z < m with z € I(P) for all P € P (we set n_; = m — 1 if
P =0),

— for ¢ > 0 let 7; be minimal such that for each P ¢ Pt there is a
Ni—1 < z < m; with z € I(P) for all P € P (we set n; = n;—1 + 1 if
Pt =0),

— for i < —1 let n; be maximal such that for each P € P~ there is a
N < z < miy1 with z € I(P) for all P € P (we set n; = ni41 — 1 if
P~ =0).

Foralla € GUSUR et P, = {P € 7| [a] € J(P)}. Note that for all
r € R, P, is neither bounded above or below (otherwise  would be bounded
above or below, respectively), for all g € G, P, is not bounded above and
for all s € S, P, is not bounded below. We conclude that the following map

R :GUSUR — Z is well defined:
W (a) = min{z € Z | npq) < 2 < Np(a)41 and z € I(P) for all P € P,}.

Since h preserves < and =, h' does the same. Moreover, h’ is defined in
such a way that it preserves all unary predicates from 7.

Next we show that the image of ' has empty intersection with the interval
[m, M]. By definition of n_1,n9 and h’, h'(a) € [m, M| would imply h(a) =
—1 Note that by by our assumptions on h, this implies a € RUS. In
particular, P, cannot be bounded below, i.e., P, € P~. Thus, there is a
minimal 7_; < 2z < m such that z € I(P) for all P € P,. This implies
h'(a) = z < m which completes our claim. Thus, A’ is a homomorphism
from Ajcusur to 272\ m,m1-

To show that h'(G) C [M + 1,00) and h(S) C (—oo,m — 1] note that
h(G) € N and h(S) € Z\ N. This implies h'(G) C [M + 1,00) and
R(S) C (—o0, M]. Hence, h'(S) C (—oo, m — 1] by the previous paragraph.

O]
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Proof (Lemma 5.18). If h : A — Z; is a homomorphism, then the restrictions of
h to B and G U S U R witness Ajp = Zr [, n (here we use Lemma 5.15) and
Ajcusur = Zr.

Now assume that h; : Ajp = Zrp and hy : Ajgusur — 2 are homo-
morphisms. By Lemma 5.20 there exists a homomorphism %), : Aqusur — 2+
such that h(G) C [M + 1,00) and h(S) C (—oo,m — 1]. We define the mapping
h: A — Zby h(b) = hi(b) € [m, M] for b € B and h(a) = h4(a) for a € GUSUR.
This mapping preserves = and all unary predicated. Moreover, using Lemma 5.16
it follows easily that it preserves also the relation <.

O

Proof (Lemma 5.19). A homomorphism h : Ajp — Z;jm, ) can be identified
with a partition of B into M —m + 1 sets By, ..., By, where B; = {a € B |
h(a) = i}. Hence, the MSO-sentence ¢ p from Lemma 5.19 states that there is
a partition of B into M — m + 1 sets B,,,..., By such that the corresponding
mapping h : B — [m, M] preserves all relations from 7. Fixing a tuple of M —m+1
many set variables X = (X,,,..., X)), we want to define formulas with the
following properties:

® Ypart(X) expresses that X forms a finite partition.

e ) (X) expresses that the partition preserves the relation I(<).
e )_(X) expresses that the partition preserves the relation I(=).
o 1, (X) expresses that the partition preserves every unary relation P € 7.

These formulas can be defined as follows:

o =Vz \/ (zeXin N\ z¢X;),

1€[m,M] JjEM,M]

i#]
1/)<:VxVy(:1:<y% \/ (xGXZ-/\yGXj)),
i.je[m,M]
1<)
¢:VxVy(xEy—> \/ (;UeXi/\yGXi)>,
i€[m,M]|
wT—/\Vx<xeP—> \/ xeXi>.

Per ieI(P)N[m,M]

Note that the formulas of the last form are all computable due to condition (C2).
Now we can define 1) = Ypart A Y A= A7 0
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5.4 Expansions of Z that satisfy Conditions (C1) and
(C2)

In this section, we will present concrete examples of unary relations that satisfy
the conditions (C1) and (C2) from the previous section.

Definition 5.21. Define the signature
0 ={Fg,Cg | S CZ finite} U{=,,| a,b € N,a < b},

where all symbols are unary. We define the structure Z, = (Z, I) where I(Fs) =
S, 1(Cg) =7\ S, and =, holds at all z € Z such that z = a mod b.

Note that the Z, (which is defined over the signature o U{<, =}, see the first
paragraph of Section 5.3) is an expansion of Z = (Z, <, =, (Z4)aez, (Za,b)0<a<b)
from (1.2) because =, is the same relation as Fy,.

Lemma 5.22. Z, satisfies the conditions (C1) and (C2).

Proof. The condition (C2) holds trivially because all set I(P) for P € o are
computable sets and the map P — [(P) is computable.

It remain to show (C1). Let P = F UC U M be a finite set where F' C {F |
S C 7 finite}, C C {Cs | S C Z finite}, and M C {=,| a,b € N,a < b}.

Note that F' # () implies that P is bounded above and below. Otherwise
P is bounded above (below) if and only if M is bounded above (below). Let
M ={=4p1,--»=arp,} and

k
S:m{ai—i-zbi\zeZ}.

i=1

The set S is either empty or of the form {y + z - lem(by,bo,...,b;) | 2 € Z}
for some y € Z (and hence neither bounded below nor bounded above), where
lem(by, bo, ..., by) is the least common multiple of the numbers by, by, ..., b; . The
latter holds if and only if a; = a; mod ged(b;, b;) for all i # j (see [21, Theorem
2.4.2]).

For those P that are bounded above (bounded below), it is easy to compute
an upper bound (a lower bound). If F' is nonempty, take an Fg € F and use
min(S) and max(S) as bounds. If P is bounded and F is empty, then 0 is a lower
and upper bound. O

We can add further unary predicates and still have conditions (C1) and (C2).
Let Prim be the set of prime numbers. Consider the expansion Z; (7 of the
structure Z, from Definition 5.21, where I(7) = Prim and I(7) = Z \ Prim. The
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following result of Dirichlet relates prime numbers to modulo constraints. Recall
that two natural numbers ny,ny are coprime if there is no prime p such that p | n;
and p | na.

Theorem 5.23 (Dirichlet’s Theorem). Let a < b € N. The equation x = a mod b
has infinitely many solutions that are prime if and only if a and b are coprime.

If @ and b are not coprime, let p #% 1 be a common divisor of both. Every
solution of x = a mod b is a multiple of p whence there is at most 1 solution that
is a prime which can be computed from a and b.

There is an easy observation relating the complement of the primes with the
modulo predicates.

Lemma 5.24. For all numbers a < b € N there are infinitely many solutions of
x = a mod b that are not prime numbers.

Proof. There are three cases:

e If a = 0, all solutions above b are not prime.

e If @ = 1, assume that n € N is a solution of + = 1 mod b. Then n* =

1 mod b for all £ > 2 and we obtain infinitely many non-prime solutions.

e If @ > 1, then for all n € N we have a + bna = a mod b and a 4 bna is not
a prime because it is a multiple of a.

[
Corollary 5.25. The structure Z, (= has the property EHD(BMW).

Proof. Take a subset P of the unary relations from o U {7, 7}, where o is from
Definition 5.21. Then, we first determine whether the intersection of all unary
relations from o N P is finite or not, as in the proof of Lemma 5.22. If the
intersection is infinite then it is of the form S = {¢+2-b | z € Z} \ F for
¢ < b€ Z and a finite set F'\ Z, which can be computed. Clearly, Prim NS is
bounded below by 0 and by Dirichlet’s Theorem it is bounded above if and only
if ¢ and b are not coprime, in which case an upper bound can be computed from
b and c. The set (Z\ Prim) N .S is neither bounded below nor bounded above (by
Lemma 5.24). Since Prim and Z\ Prim are computable, properties (C1) and (C2)
hold. O

Since Z,(r 7} 1s also negation-closed, we get:

Corollary 5.26. The problem Z, 7y-SAT is decidable.
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At the end of this section, we want to briefly mention that the expansion
of Z under consideration may contain undecidable unary predicates. Take some
undecidable set H C N, e.g., the halting problem. Consider the structure Z’ =
(Z,<,=,H,H), where H = Z \ H. Then {H, H} satisfies conditions (C1) and
(C2). Just note that H is bounded below but not above, H is neither bounded
below nor above and H N H = (. Thus, the bounds m and M for the bounded
part can be chosen to be m = 0, M = —1. The conditions on the bounded part
reduce to the fact that it has to be empty. Since Z’ is also negation-closed, we
conclude that Z’-SAT is decidable.

5.5 A Concrete Domain over Q

A simple adaptation of our proof for the concrete domain Z shows that the
negation-closed structure Q = (Q, <,=, (=¢)qeq) has the property EHD(MSO):
It can easily be shown that for any {<,=, (=)qecq}-structure A, A = (A,I) < Q
if and only if

e (A, E)isacyclic, where E = IdoI(<)old and Id is the symmetric transitive
closure of the equality relation, i.e. (I(=)UI(=)"1)*,

e there is no (a,b) € ET with a € I(=,), b € I(=,) and ¢ < p, and
e there is no (a,b) € Id with a € I(=)), b € I(=,), and ¢ # p.

Since these conditions are easily expressible in MSO, it follows that O-SAT is
decidable.

Thanks to the density of the rational numbers there is no need to use the
bounding quantifier to bound the number of elements between any two given
rational numbers.
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Chapter 6

“Tree-Like” Concrete Domains

We have developed the EHD-method with the initial intention to solve the sat-
isfiability problem of CECTL* (and CCTL*) with constraints over the integers.
But the general nature of this method raised the question whether this could be
successfully applied to other interesting concrete domains. The complete infinite
binary tree 73, i.e. the set of finite words over the alphabet {0, 1}, or the infinitely
branching infinite tree T, equipped with the prefix relation < seemed to be good
candidates for domains, and the problem was also mentioned in [19]. Imagine to
want to describe all those {<}-structures which allow a homomorphism into 7.
At first glance it would seem to be enough to avoid cycles and bound the number
of predecessors of each element to obtain our purpose, and both these properties
can be expressed using boolean combinations of MSO and WMSO+B sentences.
But recall that, aside the EHD-property, a second condition is necessary to apply
the EHD-method: negation closure. To obtain this, we need to consider both
T~ and Ty as structures over the extended signature {<,=, 1}, where = is the
equality relation and | contains all pairs of incomparable nodes. Difficulties
arise once we add the “incomparability” relation: It turns out that MSO and
WMSO+B are not sufficient to distinguish between those {<,=, L }-structures
which allow homomorphism to 7, and those which do not.

Nevertheless, the study of this case gave rise to two results. Firstly, we
prove that the infinitely branching infinite tree 7o, does not enjoy the property
EHD(BMW) and, since both To =< T2 and T2 < T, this implies that the binary
tree does not either.

Theorem 6.1. There is no Bool(MSO, WMSO-+B)-sentence ¢ such that for every
countable structure A (over the signature {<, L, =}) we have: A |= v if and only
if there is a homomorphism from A to Ts.

To obtain this result we develop an Ehrenfeucht-Fraissé-game for WMSO+B
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and use it to show that the logic BMW cannot distinguish between two structures,
one which allows homomorphism into 75, and one which does not.

Remark 6.2. We want to remark that the fact that the EHD-method is not ap-
plicable to the case of the binary tree does not imply the undecidability of the
satisfiability problem for temporal logics with constraints over such structure. In
fact there have been some interesting developments in recent work.

In [28], Kartzow and Weidner prove PSPACE-completeness of the satisfiabil-
ity problem for CLTL with constraints over trees, enriched with lexicographic
ordering, using an automata-theoretic approach.

At the same time Demri and Deters prove decidability of both CLTL and
CCTL* with constraints over the tree, enriched with the ability to compare lengths
of longest common prefixes [18]. They also establish PSPACE-completeness in the
linear time case.

The result is obtained by a reduction to satisfiability of CLTL and CCTL*
with constraints over the domain (N, =, <, (=,)qen), where the linear time case
is decidable by [19], and the corresponding result for the branching time setting
is established in [11], using the EHD-method.

The idea behind the reduction is to express a prefix constraint z < y (where z
and y are interpreted as words from N*) using the equivalent formula clen(z,y) =
clen(z, x), which states that the length of the longest common prefix of z and
y is the same as the length of z. One can successively translate these formulas
using constraints on the natural numbers by associating to each term clen(zx,y) a
register variable r, , and asking that r;, = r; ;. In [18] the authors individuate
conditions which ensure that a valuation for the register variables r,, can be
compiled into a correct assignment for the string variables x and y, and are able
to express such conditions in CLTL and CCTL*. In the branching time case,
one has to additionally take care of the correct propagation of the values from
the register variables in the different branches of the 7-Kripke Structures. It is
essential here that CCTL* has the bounded tree-model property ([25]): From a
given formula ¢ we can compute a number d such that ¢ is satisfiable if and
only if it admits a d-tree model. Then the issue is solved by creating d copies
of each r,, and regulating their behavior with CCTL* formulas (see Lemma 10
from [18]). Since also CECTL" has the bounded tree-model property, the same
idea should work for this logic. Being CCTL* a fragment of CECTL*, the formulas
from Lemma 10 in [18] would guarantee a correct reduction also in this case.

As a second main result of this chapter, we identify three classes of “tree-like”
structures which do enjoy the EHD-property, namely semi-linear orders, ordinal
trees and infinitely branching trees of height h for each fixed h. In the following
section we introduce such classes and prove that they are negation-closed and
enjoy the property EHD(L) in the sense of Section 4.2.1, where L is either MSO

64



or WMSQO, depending on the class. This implies:

Theorem 6.3. A-satisfiability (see Def. 4.18) of CECTL*-formulas is decidable
when A is one of the following:

(1) the class of all semi-linear orders,
(2) the class of all ordinal trees, and
(3) for each h € N, the class of all order trees of height h.

We would like to remark that for this result (in particular to establish the
EHD-property), we do not need to assume that the domain of the considered
structures is countable. For example, in the case of semi-linear orders, we can
find a WMSO-sentence ¢ such that for all {<, L}-structures A, may they be
countable or not, A < B for some B € I' if and only if A = ¢. This does not in
fact have any effect on the decidability procedure, as the constraint graphs that
we obtain through the EHD-method (for which we need to check whether they
satisfy ¢) have countable domain. Nonetheless what we present here is a more
general result.

6.1 “Tree-like” Structures

We now introduce the structures we will be dealing with in this chapter.

Definition 6.4. A semi-linear order (in Wolk’s work [43] simply a tree) is
a partial order P = (P, <) with the additional property that for all p € P the
suborder induced by {p’ € P | p’ < p} forms a linear order.

This property is equivalent to the one formulated by Wolk [43]: Given incom-
parable elements py,p2 € P, there is no ¢ € P such that p; < ¢ and py < g, i.e.,
two incomparable elements cannot have a common descendant. Clearly all trees
(in the usual sense) satisfy this property, but not vice-versa.

Definition 6.5. We call a semi-linear order P = (P, <) an ordinal forest if for
all p € P the linear suborder induced by {p’ € P | p/ < p} is an ordinal.

We call P a forest if if for all p € P the linear suborder induced by {p’ € P |
p’ < p} is finite.

A forest (ordinal forest) is a tree (ordinal tree) if it has a unique minimal
element.

A forest F of height h (for h € N) is a forest that contains a linear suborder
with A + 1 many elements but no linear suborder with A + 2 elements. We say
that an element x € P is at level i if |{y € P | y < x}| = i. Thus, every minimal
element is at level 0.
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Given a partial order (P, <), we denote by L. the incomparability relation
defined by p L. ¢ iff p # ¢ and neither p < ¢ nor ¢ < p hold. Given a {<, L,=}-
structure P = (P, <, L, =) such that (P, <) is a semi-linear order (resp., ordinal
tree, tree of height h), = is the equality relation on P, and L = | ., then we also
say that P is a semi-linear order (resp. ordinal tree, tree of height h).

Proposition 6.6. For any class A of {<, L,=}-structures such that in every

AcA

(i) < is interpreted as a strict partial order,

(ii) L is interpreted as the incomparability with respect to < (i.e., L=_1_), and
(iii) = is the equality relation,

A is negation-closed. In particular, the class of all semi-linear orders and all its
subclasses are negation-closed.

Proof. For every A € A the following equalities hold, where A is the universe of
A:

(A\ <) ={(z,y) |AFy<zVy=zVaz Ly},
(42\ 1) = {(w,p) | Ao <yVo=yVy<a},
(A2\=)={(z,y) | A=z <yVz LyVy<z}.

Note that for this it is crucial that we add the incomparability relation L.

Remark 6.7. Recall the definition of the ~-quotient A of a structure A (Def. 5.6)
and the results of Lemma 5.8, establishing a connection between the EHD-property
of a structure and the EHD-property of its ~-quotient. It is not hard to see that
this result applies also in the setting of A-satisfiability, where A is the class of
semi-linear orders (ordinal trees, trees of fixed height). Therefore, in order to
prove Theorem 6.3 it is enough to show that the class of all semi-linear orders
(and its subclasses) seen as {<, L}-structures have the property EHD(L) for a
suitable L.

6.2 The EHD-Property for Semi-Linear Orders

Let T' denote the class of all semi-linear orders (over {<, L}). The aim of this
section is to prove that I' has the property EHD(WMSO). For this purpose, we
characterize all those structures that admit a homomorphism to some member
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of I'. The resulting criterion can be easily translated into WMSQO. Hence, we do
not need the bounding quantifier from WMSO+B (the same will be true in the
following Sections 6.3 and 6.4).

Let us prove one first reduction: It turns out that, in the case of semi-linear
orders (and also ordinal forests) the existence of a homomorphism to a semi-linear
order is in fact equivalent to the existence of a compatible extension. We say
that a graph® (A4, <, 1) can be extended to a semi-linear order (an ordinal forest)
if there is a partial order < such that (A, <, L) is a semi-linear order (an ordinal
forest) compatible with (4, <, 1), i.e.,

r<y=2z<yandz Ly=zl,y. (6.1)

We prove that, in this setting, restricting our attention to such compatible ex-
pansions is not a loss of generality:

Lemma 6.8. The following are equivalent for every structure A = (A, <, L):
1. A can be extended to a semi-linear order (to an ordinal forest, respectively);
2. A = B for some semi-linear order (ordinal tree, respectively) B.

Proof. We start with the implication (1 = 2). Assume that A can be extended
to a compatible semi-linear order (ordinal forest, resp.) A" = (A, <, L,). Thanks
to compatibility, the identity is a homomorphism from A to A’. In the case of
an ordinal forest, one can add one common minimal element to obtain an ordinal
tree.

Let us now prove (2 = 1). Suppose h is a homomorphism from A = (A4, <, 1)
to some semi-linear order B = (B, <, L<). We extend A to a compatible semi-
linear order (A4, <, L4). Let us fix an arbitrary well-order <y, on the set A (which
exists by the axiom of choice). We define the binary relation <t on A as follows:

x <y if and only if h(x) < h(y) or (h(z) = h(y) and = <y, y),

As usual, we denote with 1, the incomparability relation for <, i.e., x 14 y if
and only if neither x <y nor y <« nor = y holds. We show that (A4, <, L4) is
a semi-linear order. In fact, irreflexivity and transitivity are easy consequences
of the definition of < and of the fact that < is a partial order. To show that
< is semi-linear, assume that z; <z and zo < . By definition h(z1) < h(x)
or h(z1) = h(z) and h(xe) < h(x) or h(x2) = h(x). By semi-linearity of B, we

"We call (A, <, 1) a graph to emphasize that here the binary relation symbols < and L
can have arbitrary interpretations and they need not be a partial order and its incomparability
relation. We can instead see them as two different kinds of edges in an arbitrary graph (as they
are in a constraint graph).
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deduce that h(z1) and h(z2) are comparable and, by definition of <, so are z; and
x9. It remains to show that (A, <1, L) is compatible with A. Let x < y. Then,
by the fact that A is a homomorphism, h(z) < h(y) which guarantees that x <y.
If x L y, then h(x) L~ h(y). Since B is a semi-linear order, this implies that
neither h(z) < h(y) nor h(y) < h(z) nor h(xz) = h(y) holds. As a consequence
none of z <y, y <z and x = y holds. Therefore we have x |, y.

The case in which B is an ordinal tree is dealt with similarly. It is enough
to notice that < does not contain any infinite decreasing chains, since < is well-
founded and <y, is a well-order.

0

Inspired by Wolk’s work on comparability graphs [43, 44] we use Rado’s se-
lection lemma [38] in order to obtain the compactness result that a graph can be
extended to a semi-linear order iff every one of its finite subgraphs is. Recall that
a choice function for a family of sets X = {X; | ¢ € I} is a function f with
domain I such that f(i) € X; for all i € I, i.e., it chooses one element from each
set X;.

Lemma 6.9 (Rado’s selection lemma, cf. [26, 38]). Let I be an arbitrary index
set and let X = {X; | i € I} be a family of finite sets. For each finite subset A of
I, let fo be a choice function for the family {X;|i € A}. Then there is a choice
function f for X such that, for all finite A C I, there is a finite set B such that
A C B C I with f(i) = fg(i) for alli € A.

Lemma 6.10 (extension of Theorem 2 in [44]). A structure A = (A, <, L) can
be extended to a semi-linear order if and only if every finite substructure of A
can be extended to a semi-linear order.

Proof. The direction (=) is trivial. For the direction (<), let

I={{z,y} CA|z#y}

be the set of pairs of distinct elements of A. For all i = {z,y} € I we define
Zi = {(x,y), (y,x),#}. We want to find a choice function for the family of sets
{Z; | i € I} which is in some sense compatible with the relations L and <. In
fact, choosing for each ¢ € I one element of Z; corresponds intuitively to deciding
whether the two elements x and y are comparable, and in which order, or if they
are incomparable.

Each finite subset J of I defines a set J = {z € j | j € J} and a substructure
Ai; = (A7, <;5Ly7). Since A,y is finite, by hypothesis it can be extended
to a semi-linear order. Hence, we can find a partial order <1y on J such that
(A7, <, La,) is a semi-linear order compatible with A, 7 as in (6.1) on page 67.
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Figure 6.1: A <-cycle of three elements and an “incomparable triple-u”, where
dashed lines are |-edges.

Let f; be the choice function for {Z; | j € J} defined as follows:

(y,2) iff y <y,
fJ({xay}) = ('T’y) lﬁlqu Y,
+# otherwise.

By Lemma 6.9 we can find a choice function f for {Z; | i € I} such that for all
finite J C I there is a finite set K such that

JCKCIand f(j) = fx(j) for all j € J.

Define z <y iff (x,y) € f(I). We need to prove that (A, <1, L) is an extension of
A to a semi-linear order. But all the properties that we need to check are local,
and thanks to Rado’s selection lemma, <1 always coincides, on every finite subset
of A, with some <1y, which is a semi-linear order compatible with < and L. [

Thanks to Lemma 6.10, given a {<, L }-structure A we now only need to find
necessary and sufficient conditions which guarantee that every finite substructure
of A admits a homomorphism into a semi-linear order.

Definition 6.11. Let A = (A4, <, 1) be a graph. Given A’ C A, we say A’ is
connected (with respect to <) if and only if, for all a,a’ € A’ | there are
a,...,ap, € A’ such that a = a1, @ = a, and a; < a;11 or a;11 < a; for all
1 <i<n-—1. A connected component of A is a maximal (with respect to
inclusion) connected subset of A. Given a subset A’ C A and ¢ € A’, we say that
c is a central point of A’ if and only if for every a € A’ neither a L cnor ¢ L a
nor a < ¢ holds.

In other words, a central point of a subset A’ C A is a node of the structure
A = (A, <, 1) which has no incoming or outgoing L-edges, and no incoming
<-edges within A’.

Example 6.12. A <-cycle (of any number of elements) does not have a central
point, nor does an incomparable triple-u, see Figure 6.1. Both structures do not
admit homomorphism into a semi-linear order. While this statement is obvious
for the cycle, we leave the proof for the incomparable triple-u as an exercise.
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Lemma 6.13. A finite structure A= (A, <, L) can be extended to a semi-linear
order if and only if every non-empty connected B C A has a central point.

Let us extract the main argument for the (=-)-part of the proof for later reuse.
It establishes a connection between minimal elements of connected subsets of A
and central points:

Lemma 6.14. Let (A, <, 14) be a semi-linear order extending A = (A, <,L1).
If a connected subset B C A (with respect to <) contains a minimal element m
with respect to <, then m is central in B (again with respect to A).

Proof. Let b € B. Since B is connected, there are by,...,b, € B such that
by = m, b, = b and b; < bi+1 orbi+1 <bjforalll <i<n-1. As < is
compatible with <, this implies that b; <1 b;y1 or bj+1 < b; forall 1 <i<n—1.
Given that m is minimal, applying semi-linearity of <1, we obtain that m = b; or
m <1b; for all 1 < i < n. In particular, we have m = b or m <1b. Since (A, <, L)
is a semi-linear order, compatible with (A, <, L), we cannot have b < m, m L b
or b L m (since this would imply b <<m or m 14 b). Hence, m is central. ]

Proof of Lemma 6.13. For the direction (=) let B be any non-empty connected
subset of A. Since B is finite, there is a minimal element m. Using the previous
lemma we conclude that m is central in B.

We prove the direction (<) by induction on n = |A|. Suppose n = 1 and let
A = {a}. The fact that {a} has a central point implies that neither a < a nor
a L a holds. Hence, A is a semi-linear order.

Suppose n > 1 and assume the statement to be true for all i < n. If A is not
connected with respect to <, then we apply the induction hypothesis to every
connected component. The union of the resulting semi-linear orders extends A.
Now assume that A is connected and let ¢ be a central point of A. By the
inductive hypothesis we can find <’ such that (A \ {c}, </, L) is a semi-linear
order extending A \ {c}. We define < := <’ U{(c,z) | x € A\ {c}} (i.e., we add
c as a smallest element), which is obviously a partial order on A.

To prove that < is semi-linear, let a1, as,a € A such that a1 < a and as < a.
If a1 = ¢ or a2 = ¢, then a; and as are comparable by definition. Otherwise, we
conclude that aj,as,a € A\ {c}. Hence, a1 <’ a and ay <’ a, and semi-linearity
of <’ settles the claim.

We finally show compatibility. Suppose that a < b. If a = ¢, then a <1b. The
case b = ¢ cannot occur, because c is central in A. The remaining possibility
a # ¢ # b implies that a </ b and hence a < b as desired. Finally, suppose that
a L b. Then a # ¢ # b, because c is central. We conclude that a L b and also
al4b. ]
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We are finally ready to state the main result of this section which (together
with Theorem 4.19) completes the proof of the first part of Theorem 6.3:

Proposition 6.15. The class of all semi-linear orders I' enjoys the property
EHD(WMSO).

Proof. Take A = (A, <, L). Thanks to Lemmas 6.8, 6.10 and 6.13, it is enough
to show that WMSO can express the condition that every finite and non-empty
connected substructure of A has a central point. Using the the WMSO-formula
reachg(aj,y), as defined in Example 2.20, where ¢(z,w) := 2z < wV w < z, we
can see that A = reachg (a,b) if and only if a and b are in the same connected
component of A;p. Then, we define the following WMSO-formulas:

connected(X) :=Vr € X Vy € X reachf(w, Y) ,
central(z, X) =z e X ANVye X -(x LyVy LzVy<z), and
) := VX (connected(X) A X # () — 3z central(z, X)) .

It is straightforward to verify that A | v if and only if every finite non-empty
connected subset of A has a central point. O

6.3 The EHD-Property for Ordinal Trees

Let €2 denote the class of all ordinal trees (over the signature {<, L}). The aim
of this section is to prove that {2 has the property EHD(MSO). We use again the
notions of a connected subset and a central point as introduced in Definition 6.11
to characterize those structures which admit a homomorphism into an ordinal
tree. Here, in contrast with the case of semi-linear orders, the final condition will
be that all connected sets (not just the finite ones) have a central point.

Lemma 6.16. Let A = (A, <, L) be a structure. There exists O € Q such that
A =< O if and only if every non-empty and connected B C A has a central point.

Proof. We start with the direction (=). Due to Lemma 6.8 we can assume that
there is a relation < that extends (A, <, L) to an ordinal forest. Let B C A be a
non-empty connected set. Since (A, <, L) is an ordinal forest, B has a minimal
element ¢ with respect to <1. By Lemma 6.14, ¢ is a central point of B.

For the direction (<) we first define a partition of the domain of A into
subsets C for § T x, where x is an ordinal (whose cardinality is bounded by the
cardinality of A). Here T denotes the natural order on ordinals. Assume that
the pairwise disjoint subsets Cg have been defined for all 3 C « (which is true for
a = 0 in the beginning). Then we define C,, as follows. Let Cr, = U,B[a Cg C A.
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If A\ C, is not empty, then we define C,, as the set of connected components of
A\ Crq. Let

Co = {c€ A\ C, | cis a central point of some B € C,}.

Clearly, C, is not empty. Hence, there must exist a smallest ordinal x such that
A= Cr,.

For every ordinal o C x and each element ¢ € C, we define the sequence of
connected components road(c) = (Bg)(gca), Where Bg € Cp is the unique con-
nected component with ¢ € Bg. This ordinal-indexed sequence keeps record of the
road we took to reach ¢ by storing information about the connected components
to which ¢ belongs at each stage of our process.

Given road(c) = (Bg)(sca) and road(c’) = (Bj)(gcar) for some ¢ € C, and
¢ € Cy, let us define road(c) < road(c’) if and only if & C o’ and Bg = Bj for all
B C «. Basically this is the prefiz order for ordinal-sized sequences of connected
components.

Now let O = {road(c) | ¢ € A}. Note that O = (O, <, L 4) is an ordinal forest,
because for each ¢ € C,, the order ({road(c’) | road(c¢’) <road(c)}, <) forms the
ordinal « (for each S C « it contains exactly one road of length 3).

Now we show that the mapping h with h(c) = road(c) is a homomorphism
from A to O. Take elements a,a’ € A with a € C,, and o’ € C, for some
a,a/ T x. Let road(a) = (Bg)(sza) and road(a’) = (Bj) scar)-

e If a < d, then (i) o C o/, because a’ cannot be central point of a set which
contains a, and (ii) Bg = Bé for all 8 C « because a and o’ belong to the
same connected component of A\ Cg for all 3 C «. By these observations
we deduce that road(a) < road(a’).

e If a L d, then, without loss of generality, suppose that o C o'. At stage a,
a is a central point of B, € C,. Since o C ¢/, the connected component B,
exists. We must have B, # B!, since otherwise we would have a 1 a' € B,
contradicting the fact that a is central for B,. Therefore, road(a) L4
road(a’).

We finally add one extra element roadp and make this the minimal element of O,
thus finding a homomorphism from .4 into an ordinal tree. O

We can now complete the proof of the second part of Theorem 6.3
Proposition 6.17. The class Q) of all ordinal trees has the EHD-property.

Proof. Given a {<, L}-structure A, it suffices by Lemma 6.16 to find an MSO-
formula expressing the fact that every non-empty connected subset of A has a
central point. Recall the WMSO-formula 1 from Theorem 6.15. Seen as an
MSO-formula, v clearly does the job. O
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Remark 6.18. The procedure described in the proof of Lemma 6.16 can be also
used to embed a structure A = (A, <, 1) into an ordinary tree. Note that, in
fact, a tree in the classical sense is just an ordinal tree where, for every x, the
set of all elements smaller than x forms a finite linear order. To satisfy this extra
condition, the ordinal x has to satisfy x < w, i.e., every element a € A has to
belong to a set C), for some finite n. We use this observation in Section 6.5.
Unfortunately, our results from Section 6.5 imply that such condition cannot be
expressed in Bool(MSO, WMSO+B).

6.4 The EHD-Property for Trees of Fixed Height

Fix h € N. The aim of this section is to show that the class ©) of all trees of
height h (over {<, L}) has the property EHD(MSO). The proof relies on the fact
that we can unfold the fix-point procedure on the central points from the ordinal
tree setting for h steps in MSO.

For this section, we fix an arbitrary structure A = (A, <, L). We first define
subsets Ag, A1, ..., Ay C A that are pairwise disjoint. The elements of Aj are the
central points of A (this set is possibly empty) and, for each i > 1, A; contains the
central points of each connected component of A\ (ApU---UA;_1). Note that A
contains exactly those nodes of A that a homomorphism from A to some tree can
map to the root of the tree because elements from Ay are neither incomparable to
any other element nor below any other element, while all element outside of Ag
have to be incomparable to some other element or have to be below some other
element. Hence they cannot be mapped to the root by any homomorphism. Thus,
there is a homomorphism from A to some element of 0 if and only if A\ Ay
can be embedded into some forest of height h — 1. Now the sets A; for 1 <i < h
collect exactly those elements which are chosen in the i-th step of the fix-point
procedure from the proof of Lemma 6.16 (where this set is called C;). Thus, if
Ag, A1, ..., Ay form a partition of A, then A allows a homomorphism to some
T € ©. It turns out that the converse is also true. If 4 < T for some T € O,
then Ag, Aq,..., Ay form a partition of A. Thus, it suffices to show that each A;
is MSO-definable. To do this, we define for all 7 € N the formulas

Yo(z) = Vy-(y<azVvylazVvzly),
coniyi(z,y) = FZVz(2€Z — /\ —1pj(z)) A reachg(aj,y) ,
§=0
Yiy1(z) = Vy(conipi(z,y) > ~(y<zVylazvzly)),

where reachf(x, y) is as defined in Example 2.20, with ¢(z,w) =z <wVw < z.
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Let Ap be the set of nodes a € A such that A = ¢(a) and let A;+1 be the
set of nodes a € A such that A = 1;11(a).

Clearly Ag is the set of central points of A. Inductively, one shows that
con;y1(x,y) expresses the fact that x and y are connected through a path that
does not intersect any A; for j <4, and that A;y; is the set of central points of
the connected components of A\ (AgU---U A;).

Lemma 6.19. There exists T € Oy, such that A =T if and only if Ao, ..., An
s a partition of A.

Proof. For the direction (=) take a homomorphism g from A to a tree T =
(T, <, L4) € ©p. By induction we prove that if g maps a to the i-th level of T
then a € A; for some j < i. For i = 0 assume that g(a) is the root of the tree.
Then a cannot be incomparable or greater than any other element. Thus, it is a
central point of A, i.e., a € Ap.

For the inductive step, assume that g(a) is on the i-th level for i > 0. Heading
for a contradiction, assume that a is neither in AgU---U A;_1 nor a central point
of some connected component of A\ (Ag U ---U A;_1). Then there is some
a' € A\ (ApU---UA,_;) such that a and a’ are in the same connected component
of A\ (AgU---UA;_1) and one of ' < a, @’ L a or a L a holds. Since g is
a homomorphism, we get g(a’) < g(a) or g(a’) Lo g(a). If g(a’) < g(a), then o
has to be mapped by g to some level j < i, whence o’ € AgU--- U A; by the
inductive hypothesis. This contradicts our assumption on a’. Now, assume that

g(a) L4 g(a). Let a = ag,ai,...,a,;, = a’ be a path connecting a and a’ in
A\ (ApU---UA;_1). Since a; ¢ AgU---U A;_1, the inductive hypothesis shows
that all g(a;) are on level i or larger. But then, since ag, a1, ..., a,, is a path, all

g(a;) must belong to the subtree rooted at g(a). This leads to the contradictions
that g(an,) = g(a’) is in the subtree rooted at g(a) and hence is not incomparable
to g(a). Thus, we can conclude that a € AgU--- U A;.

For the direction (<) assume that Ag U ---U A, = A. Applying the same
construction described in the proof of Lemma 6.16 for ordinal trees, it is not hard
to see that we find a homomorphism g from 4 to some tree of height A which
maps the elements of A; to elements on level . Should Ag be empty, then A
would not be connected, and we would have a forest of height h — 1. Adding a
minimal element we still get a tree of height h. O

Theorem 6.20. O has the EHD-property.

Proof. Let A be any {<, | }-structure. Then, by Lemma 6.19, A < T for some
T € Oy if and only if

h
Alvr \/ ¢i().
=0
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6.5 Trees do not have the EHD-Property

Let © be the class of all countable trees (over {<, L}). In this section, we prove
that the logic Bool(MSO, WMSO+B) (the most expressive logic for which the
EHD-technique currently works) cannot distinguish between {<, L }-structures
that admit a homomorphism to some element of © and those that do not. Heading
for a contradiction, assume that ¢ is a sentence such that a countable structure
A = (A, <, 1) satisfies ¢ if and only if there is a homomorphism from A to some
T € O. Let k be the quantifier rank of . We construct two graphs & and Uy
such that & admits a homomorphism into a tree while U}, does not. We then use
an Ehrenfeucht-Fraissé game for Bool(MSO, WMSO+B) to show that ¢ cannot
separate these two structures, contradicting our assumption. This contradiction
shows that © does not have EHD, proving Theorem 6.1.

6.5.1 The WMSO+B-Ehrenfeucht-Fraissé-Game

The k-round WMSO+B-EF-game on a pair of structures (A, B) over the same
finite relational signature o is played by Spoiler and Duplicator as follows.? In
the following, A denotes the domain of A and B the domain of B.

The game starts in position

po = (A,0,0,8,0,0).
In general, before playing the i-th round (for 1 < i < k) the game is in a position
p=(A,ai,...,a;, A1, ..., Aiy, B,b1,.... by, B1,...,Bi,),
where
1. 41,90 € N satisfy i1 +i0 =17 — 1,
2. a5 € Aforall 1 <j <iy,
3. bje Bforall 1 <j<iy,
4. A; C Ais a finite set for all 1 < j <4y, and
5. Bj C B is a finite set for all 1 < j < o.

In the i-th round Spoiler and Duplicator produce the next position as follows.
Spoiler chooses to play one of the following three possibilities:

2For the ease of presentation we assume that A and B are infinite structures.
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1. Spoiler can play an element move. For this he chooses either some a;,+1 € A
or bj;+1 € B. Duplicator then responds with an element from the other
structure, i.e., with b;, 41 € B or a;,+1 € A. The position in the next round
is

(.A, at, ... ,ail,ail+1,A1, PN ,Aiz,B, bl, .. ~7bi1abi1+17317 .. .,Bh).

2. Spoiler can play a set move. For this he chooses either some finite 4;,4; C A
or some finite B;,+; € B. Duplicator then responds with a finite set from
the other structure, i.e., with B;,41 C B or A;,+1 € A. The position in the
next round is

(A, aj,... ,ail,Al, PN ,AiQ,ArL’2+1,B, bl, .. .,bil,Bl, .. -,big,Bingl)-

3. Spoiler can play a bound move. For this he chooses one of the structures
A or B and chooses a natural number /| € N. Duplicator responds with
another number m € N. Then the rest of the round is played as in the
case of a set move with the restrictions that Spoiler has to choose a subset
of size at least m from his chosen structure and Duplicator has to respond
with a set of size at least [.

After k rounds, the game ends in a position
p=(Aai,...,a;,A1,...,A4,,B,bi,...,bi,,B1,...,Bi,),
where 71 + i9 = k. Duplicator wins the game if
l.aje Ay bj € Byforall1 <j<ipandall 1<t <o,
2.a5=a; < bj=b forall 1 <j<t<1iq, and
3. for all relation symbols R € o (of arity n) (aj,,aj,,...,a;,) € R <
(bjysbjss- -, bj,) € RB for all ji,ja,...,5n € {1,... i1}

As one would expect, the WMSO+B-EF-game can be used to show undefinability
results for WMSO—+B due to the relationship between winning strategies in the
k-round game and equivalence with respect to formulas up to quantifier rank k.

Proposition 6.21. For given o-structures A and B, elements ai,...,a; € A,
bi,...,bi, € B and finite sets Ay,..., A, C A, Bi1,...,B;, C B, define the
position

p:(.A,al,...,az‘l,Al,...,Aiz,B,bl,...,bil,Bl,...,BZ’Z) .

Then, (A,a1,...,a;,A1,...,Ai,) and (B,b1,...,b;, B1,...,Bi,) are indistingui-
shable by any WMSO+B-formula ¢(x1, ..., 2z, X1,...,Xi,) of quantifier rank k
if and only if Duplicator has a winning strategy in the k-round WMSO+B-EF-
game started in p.
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Proof. First of all note that, since we are considering a finite relational signature,
up to logical equivalence there are only finitely many different WMSO+-B-formulas
o(z1,...,xiy, X1,...,X;,) of quantifier rank k. This fact is proved in a completely
analogous way to the case of first-order or monadic second-order logic.

The proof is by induction on k. The base case k = 0 is trivial. Assume now
that the proposition holds for £ — 1. We use the abbreviations a = (ay, ..., a; ),
A= (A1,...,Ay), b= (b1,...,by), and B = (By,...,B;,) in the following. First
assume that there is a WMSO+B-formula ¢(z1, ..., 2, X1, ..., Xi,) of quantifier
rank k such that

Al o, A) (6.2)
and o

BV o(b, B) . (6.3)
We show that Spoiler has a winning strategy in the k-round game by a case
distinction on the structure of ¢. We only consider the case ¢ = BX 1 (all other
cases can be handled exactly as in the WMSO-EF-game, see e.g. [23]). Let [ € N
be a strict bound witnessing (6.2), in the sense that there is no set A;,;+1 of size

at least [ such that A = ¢(a, A, Aj,+1). Then Spoiler chooses structure B and
bound [. Duplicator responds with some bound m € N. Due to (6.3)

B -BX (b B, X) .
Hence, there is a set B;, 11 of size at least m such that

B ): 1/)(57 Ba Bi2+1) :

Spoiler chooses this set B;,+1. Duplicator must answer with a set A;,+; of size
at least [. By the choice of [ we conclude that

A y(a, A, Aiyq) -

By the inductive hypothesis, Spoiler has a winning strategy in the resulting po-
sition for the (k — 1)-round game.

For the other direction, assume that (A,a, A) and (B,b, B) are indistinguish-
able by WMSO+B-formulas of quantifier rank k. Duplicator’s strategy is as
follows.

e If Spoiler plays an element move choosing without loss of generality a;,+1 €
A, let ® be the set of all WMSO+B-formulas ¢ of quantifier rank k£ —1 such
that A = ¢(a,ai,+1,A). Since ® is finite up to logical equivalence, there is
a WMSO+-B-formula 1 of quantifier rank k — 1 such that ¢ = /\s0€<1> . By
the assumption (indistinguishableness up to quantifier rank k) and the fact

that A = 3z ¢(a,z, A) we conclude that B |= 3z (b, z, B). Hence, there
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is an element b;, 11 € B such that B = v(b,b;, 41, B). Thus, Duplicator
can respond with b;, 11 and obtain a position for which he has a winning
strategy by the induction hypothesis.

e If Spoiler plays a set move, we use the same strategy as in the element
move. We only have to replace the element a;,+1 by Spoiler’s set 4;,+1 and
the first-order quantifier by a set quantifier.

e Assume that Spoiler plays a bound move, choosing B and bound I € N. Let
Dy ={p|rank(p) =k —1,YM C A (|M|>1= Al p(a, A, M))}.
Note that A = BX ¢(a, A, X) for all ¢ € ®4. Thus, B = BX ¢(b, B, X)

for all p € ®4. Since @4 is finite up to equivalence we can fix a number
m € N that serves as a bound in (B, b, B) for all ¢ € ®4. Thus, for the set

Op ={ ¢ |rank(p) =k — 1,YM C B (|M|>m = B}~ o(b,B,M)) }

we have & 4 C 5. Duplicator answers Spoiler’s challenge with this number
m. Then Spoiler has to choose a set Bj,+1 C B of size at least m. Let

Up ={¢|rank(p) =k—1,B ¢(5,B,Bi2+1)} .

Note that g N W¥p = (. Since ¥y is finite up to equivalence, there is a
WMSO+B-formula ¢ € ¥ g of quantifier rank k—1 such that ¢ = /\(pe\I,B ®.
In particular, ¢ ¢ ®p. Hence, ¢ ¢ ®4 (since &4 C ®p). By the definition
of ®4 this means that there is a subset A;,11 C A such that [A4;,11] > {
and A |= ¢(a, A, A;,+1). Duplicator chooses this set A;,+1. The resulting
position allows a winning strategy for Duplicator by the induction hypoth-
esis.

O]

6.5.2 Two Structures that WMSO+B cannot Distinguish

In this section we define a class of finite structures G, ,,, for n,m € N. Using these
structures, we define for every k > 0 structures & and Ui. We show that for
every k > 0, & can be mapped homomorphically into a tree, whereas Uy cannot.
In the next section, we will show that Duplicator wins the k-round EF-game for

both WMSO+B and MSO.
The standard plain triple-u is the structure P = (P, <?, L), where

P = {Z,T,al,ag,bl,bg,bg},
<P = {1, ), (a1,b1), (a1,b2), (az, ba), (az,b3), (r,b3)}, and
1P = {(l,r), (r,1)}.
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Figure 6.2: The standard (5, 3)-triple-u, where we only draw the Hasse diagram
for <P, and where dashed edges are | -edges.

We call a structure (V, <, L) a plain triple-u if it is isomorphic to the standard
plain triple-u. For n,m € N, the standard (n, m)-triple-u is the structure Gy, ,, =
(D, <P, 1P), where

D ={l,r,a1,a2,b1,b2,b3} U ({1,2,...,n} x{a1}) U({L,2,...,m} x {a2}),
and <P, 1P are the minimal relations such that

e G, m restricted to {l,7,a1,a2,b1,bs, b3} is the standard plain triple-u,

e (a1,1) < (a1,2) <--- < (a1,n) < ai, and

o (az,1) < (ag,2) <--- < (ag,m) < as.

We call a graph (V, <, 1) an (n,m)-triple-u if it is isomorphic to the standard
(n, m)-triple-u. Figure 6.2 depicts a (5, 3)-triple-u.

Remark 6.22. For all n,m € N and each (n, m)-triple-u W we fix an isomorphism
1y between W and the standard (n,m)-triple-u. Note that this isomorphism is
unique if n # m. If n = m, then there is an automorphism of G, , exchanging
the nodes [ and r. Thus, choosing an isomorphism means to choose the left node
of the triple-u. For z € {l,r, a1, as,b1,bs, b3} we denote by W.x the unique node
w € W such that ¥y (w) = z. Furthermore, we call the linear order of size n
(resp., m) that consists of all proper ancestors of ¥, (a1) (resp., ¢;V1(a2)) the
left order (resp., right order) of W.

Let k € N be a natural number. Fix a strictly increasing sequence (ny.;)ien
such that the linear order of length n; and the linear order of length ny ; are
equivalent with respect to WMSO+B-formulas of quantifier rank up to k& for all
i,7 € N. Such a sequence exists because there are (up to equivalence) only
finitely many WMSQO+B-formulas of quantifier rank k. Since the linear orders of
length ny,; are finite, they are equivalent with respect to both MSO-formulas and
WMSO-formulas of quantifier rank up to k.
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Definition 6.23 (The embeddable triple-u). Let £ be the structure that consists
of

1. the disjoint union of infinitely many (ny1,n ;)-triple-u’s and infinitely
many (n,j, nk,1)-triple-u’s for all j > 2,

2. one additional node d, and
3. for each triple-u W an <-edge from W.[ to d.
In the following we call d the final node of &
Lemma 6.24. For all k € N, &, admits a homomorphism to a tree.

Proof. Using the procedure on the central points from the ordinal tree setting
described in the proof of Lemma 6.16, we first start adding the chains of each
triple-u to the tree. In step n;; we finally have placed all the chains of length
ng,1. Thus, for each triple-u W either WW.a; or W.as becomes central. Thus, in
step ni1 + 1 all the triple-u’s split into two disconnected components and the
incomparability edges, which were avoiding that W.l became central, now cease
having such an effect. We can therefore map W.I at stage ni ; + 2 and the final
node d in step ny1 + 3. Thus, it is easy to prove that the fix-point procedure
from the proof of Lemma 6.16 terminates at stage w. Whenever this happens,
the given structure admits a homomorphism to a tree, see Remark 6.18. O

Definition 6.25 (The unembeddable triple-u). Let U be the structure that
consists of

1. the disjoint union of infinitely many (ns, j, g ;)-triple-u’s for all j > 2,
2. one additional node d, and
3. for each triple-u W an <-edge from W. to d.

In the following we call d the final node of Uy,

Lemma 6.26. For all k € N, U}, does not admit a homomorphism to a tree.

Proof. Again, we consider the fix-point procedure from the proof of Lemma 6.16.
Assume that U, admits a homomorphism to a tree. Then, the final node d has
to be placed at some stage ¢ into the tree, i.e., in the notation of the proof of
Lemma 6.16, d belongs to some set C; for i < w. But there is a (ny;, ng ;)-triple-u
W and W.l < d. Hence, W.l has to be placed into the tree in one of the first
i —1 stages. But W.a; and W.az are the target nodes of chains of length ny ; > i.
Hence, after i stages they are still not mapped into the tree. Therefore, after ¢
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stages, W.l and W.r are in the same connected component and they are linked
by an |-edge. This contradicts the fact that W.l was placed into the tree in one
of the first i — 1 stages.

O

6.5.3 Duplicators Strategies in the k-Round Game

We show that © does not have the EHD-property by showing that Duplicator has
a winning strategy for the k-round MSO-EF-game and WMSO+B-EF-game on
the pair (&g, Uy ) for each k € N. Hence, the two structures are not distinguishable
by Bool(MSO, WMSO+B)-formulas of quantifier rank k.

For MSO this is rather simple. Since the linear orders of length n;; and ny ;
are indistinguishable up to quantifier rank k, it is straightforward to compile the
strategies on these pairs of paths into a strategy on the whole structures for the
k-round game. It is basically the same proof as the one showing that a strategy
on a pair (lH;c; Ai, W;c; Bi) of disjoint unions can be compiled from strategies on
the pairs (A;, B;). In our situation there is an i € I such that A; = B; consists of
infinitely many plain triple-u’s together with the final node, and the other pairs
(Aj,Bj) for j € I\ {i} consist of two linear orders that are indistinguishable by
MSO-formulas of quantifier rank k.

Compiling local strategies to a global strategy in the WMSO+B-EF-game
is much more difficult because strategies are not closed under infinite disjoint
unions. For instance, let A be the disjoint union of infinitely many copies of the
linear order of size nj; and B be the disjoint union of all linear orders of size
ng; for all j € N. Clearly, Duplicator has a winning strategy in the k-round
game starting on the pair that consists of the linear order of size mj; and the
linear order of size ny, ;. But in A every linear suborder has size bounded by ny 1,
while B has linear suborders of arbitrary finite size. This difference is of course
expressible in WMSO+B.

Even though strategies in WMSO+B-games are not closed under disjoint
unions, we can obtain a composition result for disjoint unions on certain re-
stricted structures as follows. Let A = |#;cyAi and B = [),cy Bi be disjoint
unions of structures 4; and B; satisfying the following conditions:

1. All A; and B; are finite structures.

2. For every i € N, Duplicator has a winning strategy in the k-round MSO-
EF-game on A; and B5;.

3. There is a constant ¢ € N\ {0} such that whenever Spoiler starts the MSO-
EF-game on (A;, B;) with a set move choosing a set of size n in A; or B;,
then Duplicator’s strategy answers with a set of size at least 7.
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In this case Duplicator has a winning strategy in the k-round WMSO+B-EF-game
on A and B. To substantiate this claim, we sketch his strategy. For an element
or set move, Duplicator just uses the local strategies from the MSO-game to give
an answer to any challenge. For a bound move, Duplicator does the following.
If Spoiler’s chooses the bound [ € N, then Duplicator chooses the number m,
which is the total number of elements in all substructures A; or B; in which some
elements have been chosen in one of the previous rounds plus ¢ - [. This forces
Spoiler to choose ¢ - [ elements in fresh substructures. Then Duplicator uses his
strategy in each local pair of structures to give an answer to Spoiler’s challenge.
Since Spoiler choses c- [ elements in fresh substructures, Duplicator answers with
at least %l = [ many elements in fresh substructures. This is a valid move and it
preserves the existence of local winning strategies between each pair (A;, B;) for
the rounds yet to play.

From now on, we consider a fixed number k£ € N and the game on the struc-
tures & and U. We use a variant of the closure under restricted disjoint unions,
sketched above, to provide a winning strategy for Duplicator. In order to reduce
notational complexity we just write & for &, U for Uy and n; for ny,; (for all
i € N). With E (resp. U) we denote the set of all maximal subgraphs that are
(n, m)-triple-u’s occurring in £ (resp., U) where n and m range over N. Note that
£ is the disjoint union of all W € E together with the final node, and similarly
of U. Unfortunately, we cannot apply the result on restricted disjoint unions
directly because of the following problems.

e Due to the final nodes of £ and U, the structures are not disjoint unions of
triple-u’s. But since the additional structure in both structures is added in
a uniform way this does not pose a problem for the proof.

e The greater cause for trouble is that there is no constant ¢ as in condition
3 that applies uniformly to all MSO-EF-games on an (n;,ni)-triple-u of £
and an (nj,n;)-triple-u of U for all j € N. The problem is that if Spoiler
chooses in his first move all elements of the right order of the (n;,n;)-
triple-u, then the only possible answer of Duplicator is to choose the set of
the n; many elements of the right order of the (n;,n1)-triple-u. But since
the numbers n; grow unboundedly, there is not constant ¢ such that the
inequation n1 > cn; holds for all j. This problem does not exist for moves
where Spoiler chooses many elements in the left order of the (n;, n;)-triple-
u. Duplicator’s strategy allows to exactly choose the same subset of the
left order of the (n;,nq)-triple-u. This allows to overcome the problem that
Duplicator should answer challenges where Spoiler chooses a large set with
an equally large set (up to some constant factor): Instead of assigning each
triple-u in E a fixed corresponding triple-u in U, we do this dynamically.
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If Spoiler chooses a lot of elements from the left order of a fresh (nj,n;)-
triple-u, then Duplicator answers this challenge in a (n;, n1)-triple-u and we
consider these two structures as forming one pair of the disjoint unions. On
the other hand, if Spoiler chooses a lot of elements from the right order of a
fresh (n;, n;)-triple-u, then Duplicators corresponding structure is chosen to
be a fresh (ni,n;)-triple-u. In any case Duplicator’s local winning strategy
may copy most of Spoiler’s choice (i.e., all elements chosen from the plain
triple-u and from the order of length n; from which Spoiler has chosen more
elements), thus producing a set which is at least half as big as Spoiler’s
challenge.

In our prove we encode this dynamic choice of corresponding structures as a
partial map ¢ : E — U. The following definition of a locally-i-winning position
describes the requirements on a position obtained after playing some rounds that
allow to further use local winning strategies in order to compile a winning strategy
for the next i-rounds. It basically requires that the map ¢ is such that for each
triple-u W € dom(yp) the restriction of the current position to W and p(W) is a
valid position in the i-round WMSO+B-EF-game on (W, ¢(W)) which is winning
for Duplicator and that dom(yp) and im(y) covers all elements that have been
chosen so far (in an element move or as a member of some set).

Definition 6.27. A position
p= (57617"'76i17E17"'7E’i27z/[7u17"'7ui17U17"'7Ui2)

in the WMSO+B-EF-game on (£,U) is called locally-i-winning (for Duplicator)
if there is a partial bijection ¢ : E — U such that

e dom(¢p) is finite,
e foral WeE W cU,and 1< j <1y,

1. if e; € W then W € dom(y) and u; € (W), and
2. if u; € W then W’ € im(y) and e; € o~ (W),

e forall We E, W cU,and 1< j <o,

1. if E;NW # () then W € dom(y) and
2. if U; N W' # (0 then W' € im(yp), and

e (o is compatible with local strategies in the following sense:

1. For all W € dom(y), x € {l,r,a1,a2,b1,b2,b3}, 1 < j < i; and 1 <
k < iy we have
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—ej =Wz e uj =¢(W).x, and
— Wa e Ep & o(W).x € Uy.

2. For all W € dom(y) and 1 < j < iy, e; belongs to the left (resp., right)
order of W' if and only if u; belongs to the left (resp., right) order of
p(W).

3. For each W € dom(y), the restriction of the position p to the left
(resp., right) order of W and the left (resp., right) order of ¢(W) is a
winning position for Duplicator in the i-round WMSO-EF-game.

4. For all 1 < j <1, e; is the final node of £ if and only if u; is the final
node of U.

5. For all 1 < j < i, E; contains the final node of £ if and only if U;
contains the final node of U.

Remark 6.28. Note that the WMSO+B-EF-game on (£,U) starts in a locally-
k-winning position where the partial map ¢ is the map with empty domain.
Moreover, for all i € N, every locally-i-winning position is a winning position for
Duplicator in the 0-round WMSO+B-EF-game.

Proposition 6.29. Duplicator has a winning strategy in the k-round WMSO+B-
EF-game on (&, Uy).

Due to the previous remark, the proposition follows directly form the following
lemma.

Lemma 6.30. Let 1 < ¢ < k be a natural number and p a locally-i-winning
position. Duplicator can respond any challenge of Spoiler so that the next position
is locally-(i — 1)-winning.

Proof. Let ¢ : E — U be the partial bijection for the locally-i-winning position
p. In the following, we say that an (n, m)-triple-u is fresh if it does not belong to
dom(¢) Uim(p). We consider the three possible types of moves for Spoiler.

1. If Spoiler plays an element move, there are the following possibilities.
e If Spoiler chooses the final node of one of the structures, Duplicator

answers with the final node of the other.

o If Spoiler chooses some node from an (n,m)-triple-u W € dom(y),
then the local strategies allow Duplicator to answer this move with a
node from p(W).

e Analogously, if Spoiler chooses some node from an (n,m)- triple-u
W € im(y), then the local strategies allow Duplicator to answer this
move with a node from =1 (W).
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e If Spoiler chooses a node from a fresh (n, m)-triple-u W then Duplica-
tor can choose some fresh (n’, m’)-triple-u W’ from the other structure
and can use the WMSO-equivalence up to quantifier rank k of the left
and right orders of W and W’ to find a response to Spoilers challenge
such that adding (W, W’) (or (W', W) depending on whether W € E)

to ¢ leads to a locally-(i — 1)-winning position.

2. If Spoiler plays a set move, then he chooses a finite set containing elements
from some of the triple-u’s from dom(y) or im(yp) and from [ many fresh
triple-u’s. Choosing [ fresh triple-u’s from the other structure, we can find a
response on each of the triple-u’s corresponding to the local strategy similar
to the case of the element move. The union of all these local responses is a
response for Duplicator that leads to a locally-(i — 1)-winning position.

3. If Spoiler plays a bound move, we distinguish which structure he chooses.

e If he chooses structure ¢ and the bound [ € N, let Z,, be the (finite)
set of all (n,n)-triple-u’s occurring in im(p) and set

m1=Z Z (2n+7).

neNWeZ,

Duplicator responds with the bound m = mj + 2I. Note that 2n 47 is
the size of an (n, n)-triple-u. Hence m; is the number of nodes in non-
fresh triple-u’s of Y. Assume that Spoiler chooses some finite subset
S of U with |S| > m. We construct a subset S’ in £ such that the
resulting position is locally-(i — 1)-winning. Moreover, we guarantee
that for any fresh triple-u W € U such that SN W # (), Duplicator’s
response S’ N W' in a corresponding fresh triple-u W’ € E contains
at least 1|9 N W/| many elements. If Wy,...,W, € U are all the fresh
triple-u’s that intersect S non trivially, then we already argued that
|U_,(W;nS)| > m —my = 2l. Hence, Duplicator’s response S’
contains at least [ many elements as desired. The concrete choice of
S’ is done as follows.

(a) For all W € im(y), Duplicator chooses a set Sf;, C ¢~ (W) such
that Sj;, is the answer to Spoiler’s challenge SNW according to a
winning strategy in the i-round WMSO-EF-game on the restriction
of p to ¢ (W) and W. This winning strategy exists because
position p is locally i-winning.

(b) Now consider a fresh (n,n)-triple-u W € U with W N S # (). Let
L (resp., R) be the nodes in the left (resp., right) order of W. If
|LN S| >|RNS|, then take a fresh (n,n)-triple-u W’ € E (note
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that n > np) and extend the partial bijection ¢ by @(W') = W.
Duplicator chooses the subset Sj;, = (SN W \ R) UT, where 9
is the obvious isomorphism between the (n,0)-sub-triple-u of W
(i.e., W\ R) and the (n,0)-sub-triple-u of W’  and T is an answer
to Spoilers move S N R according to a winning strategy in the
i-round WMSO-EF-game between the right order of W’ and the
right order of W. Note that |}y > 3|5 N W]|.

If [ILNS| < |RNS]|, then let W’ be an (n1,n) triple-u and use the
same strategy but reverse the roles of the left and the right order
of the chosen triple-u’s.

(c) If the final node of U is in S, let S/, be the singleton containing
the final node of £, otherwise let S/, = 0.

Finally, let S’ be the union of S/, and all sets Sj;, defined in (a) and
(b) above. Since Spoiler has chosen at least 2l — 1 many elements from
fresh triple-u’s, we directly conclude that |S’| > I. Moreover, since all
the parts of S’ were defined using local strategies, we easily conclude
that the position reached by choosing S’ is locally-(i — 1)-winning.

If Spoiler chooses structure £ and bound [ € N, we use a similar
strategy. Let Y, be the set of all (ni,n)-triple-u’s and all (n,n)-
triple-u’s occurring in dom(y), and define

mlzz Z nm+n+7,

neNWeY,

and my = [ - n1. Note that m; is the number of nodes from non-fresh
triple-u’s from £. Duplicator responds with m = my 4+ mg + (. Let
S C & be Spoiler’s set with |S| > m. There are at least ms+1 elements
in S chosen from fresh triple-u’s Wy, Wa, ..., W, € E. Either z > [ or
Spoiler has chosen at least [ elements from Wy U Wy U --- U W, that
do not belong to the orders of length n; (which in total contain only
z+-n1 < 1-n; = mg many elements). Duplicator chooses his response
S’ in U as follows:

(a) For all W € dom(y), Duplicator chooses a set Sj;, C (W) such
that Sy, is the answer to Spoiler’s challenge SNW according to a
winning strategy in the i-round WMSO-EF-game on the restriction
of pto W and ¢(W). This winning strategy exists because position
p is locally i-winning.

(b) Now consider a fresh triple-u W € E with W NS # (. If W is an
(n1,n)-triple-u or an (n,ny)-triple-u, let W’ € U be a fresh (n, n)-
triple-u of U, and extend the partial bijection ¢ by (W) = W’.
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Let us consider the case that W is an (n, ny)-triple-u (for the other
case one can argue analogously) and let R be the right order (of
size ny1) of W. Duplicator chooses the subset Sy, = (SN W\
R) U T, where 9 is the obvious isomorphism between the (n,0)-
sub-triple-u of W (i.e., W\ R) and the (n,0)-sub-triple-u of W,
and T is an answer to Spoiler’s move SN R according to a winning
strategy in the i-round WMSO-EF-game between the right order
of W and the right order of W’. We can assume that Sj, # 0.
because we have SNW \ R # () or SN R # () and in the latter
case 1" can be chosen to be non-empty.

If the final node of £ is in S, let S, be the singleton containing
the final node of U, otherwise let S, = 0.

Finally, let Duplicator’s response S” be the union of S/, and all sets .Sy,
defined in (a) and (b) above. By the argument before (a), Duplicator
selects in (b) in total at least [ elements. Moreover, since all the parts
of S’ where defined using local strategies, we easily conclude that the
position reached by choosing S’ is locally-(i — 1)-winning.

O]
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Chapter 7

Extensions

7.1 Existential Interpretation Preserves Satisfiability

Let us state a simple preservation theorem for A-SAT. Assume that A = (A, )
and B = (B, J) are structures over countable signatures o 4 and op, respectively.
We say that A is existentially interpretable in B if there exist n > 1, a
quantifier-free first-order formula ¢(y1,...,y;,z1,...,%,), and for each R € o4
with k£ = ar(R) a quantifier-free first order formula

@R(zly 8- TR W IR 75 IR PRI /7 138 P 'axk,n)

over the signature og, where the mapping R — g has to be computable, such
that A is isomorphic to the structure (A’, I'), where

A ={beB"|3ec B : Bl ¢@b)} and
I,(R) = {(51,,Bk) € Bkn | dc e BZR : B ): @R(Evglv"'agk’)}
for each R € 0 4.

Proposition 7.1. If B-SAT is decidable and A is existentially interpretable in
B, then A-SAT is decidable too.

Proof. Let ¢ be an CECTL*-formula over o 4. Let Reg, be the set of register
variables that occur in 1. Let us choose new register variables s, ;, and tg ., for
all r € Reg,,, 1 <j <[, R€ oy, and 1 <m < lg. Furthermore we need n copies
of each r € Regw: r* for 1 < ¢ < n. Define the CECTL*-formula on op

ﬂzw'AA[Vm /\ go(sm,...,snl,rl,...,r”)(:n)] ,

re Regw
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where 1 is obtained from 1) by replacing every constraint R(S%ry,...,S%*r;) in
1 (where k = ar(R)) by the boolean formula

Or(S R 1, s SRy, ST, ST L ST L ST,
where d = max{iy, ..., i, (g)}. Using arguments similar to those from the proof
of Lemma 4.9, one can show that v is A-satisfiable if and only if ¥ is B-satisfiable.

O

Examples of structures A that are existentially interpretable in (Z, <, =), and
hence have a decidable A-SAT-problem are:

o (2", <jex,=) (for n > 1), where <jex denotes the strict lexicographic order
on n-tuples of integers, and

e the structure Alleny, which consists of all Z-intervals together with Allen’s
relations b (before), a (after), m (meets), mi (met-by), o (overlaps), oi
(overlapped by), d (during), di (contains), s (starts), si (started by), f
(ends), fi (ended by). In artificial intelligence, Allen’s relations are a popular
tool for representing temporal knowledge.

7.2 Finite Satisfiability

Fix a signature ¢ and a negation-closed o-structure as concrete domain D =
(D, I). We say that a CECTL*-formula ¢ is finitely D-satisfiable if there is a
D-Kripke structure K, whose underlying Kripke structure K is finite, and a node v
of IC such that (K, v) = ¢. We denote as FINSAT (D) the following computational
problem: Is a given formula ¢ € CECTL" finitely D-satisfiable? The main result
of this section is the following.

Proposition 7.2. A CECTL*-formula v is finitely D-satisfiable if and only if
there is a D-Kripke structure K = (D, K, ), where K has domain S, and a node
v € S such that

1. (K,v) v and

2. im('y[Regw) is finite, where Reg,, is the set of register variables occurring in

)

i.e., there exists a model for b where the valuation function vy assigns only finitely
many elements of D.
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Proof. The “only-if” part is trivial because every finite model of ¢ satisfies con-
ditions 1. and 2. For the “if” part let us start with a D-Kripke structure K with
underlying Kripke structure K = (S, —, p) satisfying conditions 1. and 2. We
have to find a finite model of ). W.l.o.g. we can assume that every node of S is
reachable from wv.

We now define an abstracted CECTL*-formula ¢® (without constraints) as
follows: First take for all » € Reg, and all a € im(y) a fresh proposition p; q,
which has the following intuitive meaning: “register variable r is mapped to the
value a”. Then we construct from v the formula ¢y by replacing every occurrence
of an atomic constraint R(S%ry,...,S%r)(z) by the CECTL*-path formula

k
\/ /\prj,aj(x+ij) )

(a1,..ar)€B j=1

where B = I(R)Nim(vy)*. Finally, we define ¢)® = g A1)y, where 91 is defined as

¢1=A\7:1:( AV @a@n A _‘pr,b(x)))

reReg,, agim(7) beim(7)\{a}

It states that for every node x that is reachable from the current node and every
7 € Reg,, there is exactly one a € im(y) such that z is labeled with p; 4. In the
intuitive sense, we are making sure that each register variable is assigned only
one value from im(7).

In a first step, we construct from the D-KS K, which is a model for ¢, a Kripke
structure K, which is a model of ¢*. For this, we extend the Kripke structure
K = (S,—, p) to the Kripke structure K* = (S, —, p®), where

pt(e) = p(e) Uipra [(e,r) = a}.

We clearly have (K%, v) = 1. Moreover, a simple induction over the structure of
formulas shows that (K, v) = .

Now, ECTL" has the finite model property. This follows from the facts that (i)
ECTL*-formulas can be translated into equivalent modal p-calculus formulas [15],
and (ii) that the modal u-calculus has the finite model property [30]. Therefore,
there exists a finite Kripke structure K' = (S’,—=/,p’) and v € S’ such that
(K',v") | % W.lo.g. we can assume that every node of S’ is reachable from
the node v'.

We finally construct from K’ a finite model K’ for our original formula 1. The
underlying Kripke structure is X', where we can remove the new propositions
Pra- We define the valuation function v as follows: Let e € S" and r € Reg,.
Since e is reachable from v" and (K',v") |= 11 there must exist a unique a € im(v)
such that p, o € p'(e). We set (e, r) = a.
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We also have (K, v") = 1. A simple induction finally shows that this implies

(K, o) = ¢
O

Given this characterization we can prove the following result:

Corollary 7.3. Let Z be the o-structure defined in (1.2) on page 7 (or one of
its expansions from the previous chapters). Then FINSAT(Z) is decidable.

Proof. Let Reg, be the set of register variables appearing in ¢, and choose two
fresh variables s,t. Let ¢ be defined as the conjunction of the following two
formulas:

1 = AVz (s = Ss)(z) A (t = St)(x)
g = AVx /\ (s <r<t)x)

r€Reg,,

It is not hard to see that ¢ is finitely Z-satisfiable if and only if (¢ A ¢) is Z-
satisfiable: Suppose that (K,v) = ¢ A9 for a Z-Kripke structure K = (2, K, ),
where w.l.o.g. every node is reachable from v. Then ; enforces that v assigns s
and t a constant value, i.e. y(w,s) = a and y(w,t) = b for all w nodes of K. At the
same time 19 requires that every other register variable r» which appears in ¢ has
assigned some value z € Z that belongs to the interval [a,b]. By Proposition 7.2,
» A ¥ has a finite model, which is also a model of .

Vice versa, if ¢ has a finite model K, then there are integers ¢, d € Z such that
iM(YRegp) C [¢,d]. We can extend K to a model for ¢ A1) by defining v(w, s) = ¢
and y(w,t) = d for every node w of K.

Since Z-SAT is decidable (Theorem 5.2) so is FINSAT(Z).

O

We can use Corollary 7.3 to show that for every linear order £ (extended with
the equality relation), FINSAT (L) is decidable:

Corollary 7.4. Let (L, <) be a linear order and define L = (L, <,=) where = is
the equality relation on L. Then FINSAT(L) can be reduced to FINSAT(Z), and
1s therefore decidable.

Proof. First assume that L is infinite. Let ¢ be a CECTL*-formula over the
signature {<,=} and let K = (2, K, ) be a finite Z-KS in which ¢ holds. Choose
a,b € Z such that im(7jreg) C [a,b]. Let n = b—a. Since L is infinite, there exists
elements [y, ...,l, € L such that lo <1y < --- <, in (L, <). Let K" = (L, K,~")
be the £-KS with the same underlying Kripke structure as K and +/(d,r) = I;
if v(d,r) = a + i. This is clearly a finite model of ¢ over the domain £. By
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reversing the role of £ and Z, we can show that ¢ is finitely Z-satisfiable if ¢ is
finitely L-satisfiable.

If L is a finite set with ¢ = |L|, then we can reduce FINSAT(L) again to
FINSAT(Z) by mapping a formula ¢ € ECTL*({<,=}) to ¢ A ¢, where ¥ is a
variant of the formula from the proof of Corollary 7.3. Using the relations =;
and =, we have to bound the value taken by each register variable » € Reg that
appears in ¢ to the interval [1, c]. O

It is open whether there is a linear order for which £-SAT is undecidable.

Remark 7.5. Instead of using a reduction to the satisfiability problem, one can
prove all decidability results of this section with the following approach: Analo-
gously to the definition of EHD(L) (for a logic L), say that a o-structure A has
the property EHDg, (L) if there is a computable function that maps every finite
subsignature 7 C ¢ to an L-sentence ¢, such that for every countable T-structure
B we have the following: There exists a homomorphism h : B — A with finite
image if and only if B = ¢;.

Then we can follow exactly all the steps relating the EHD-property of a struc-
ture D with decidability of D-SAT and obtain a proof that FINSAT(D) is de-
cidable for every negation-closed domain D with property EHDg,(BMW). The
results stated above then follow from the fact that every infinite linear order has
property EHDg, (BMW): A constraint graph allows a homomorphism with finite
image to an infinite linear order if and only if there is a bound on the length of
the longest <-chain (after contraction of =-edges as usual).

7.3 A generalization of the EHD-method

In Theorem 4.7, connecting the notion of EHD-property to the satisfiability
problem for CECTL*, we state our result for domains which enjoy the property
EHD(BMW), where BMW is short for the logical language formed by all Boolean
combinations of MSO and WMSO+B sentences.

This result can be generalized. Given a negation-closed concrete domain D,
all we need for our method to work, is that D has the property EHD(L) for some
logic £ which satisfies the following three properties:

P1 Satisfiability of a given L-sentence over the class of infinite node-labeled
trees is decidable.

P2 L is closed under boolean combinations with MSO-formulas.

P3 L is compatible with one dimensional first-order interpretations and with
the k-copy operation.
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For instance, MSO itself satisfies all the above properties. By Rabin’s seminal
tree theorem [37], satisfiability of MSO-sentences over infinite node-labeled trees
is decidable and Muchnik’s theorem (cf. [42]) implies compatibility of MSO with
k-copying.

It is not clear, though, whether the structure that we are most interested
in, (Z,<,=), satisfies the property EHD(MSO), and we actually conjecture that
it does not. Thus the need to use the logic WMSO+B, or actually its Boolean
closure with MSO, BMW, in order to satisfy P2. This logic, on top of having
the above properties, can in fact naturally express the condition which we have
found to characterize all those constraint graphs which allow a homomorphism
to (Z,<,=): given any two elements, there is a bound on the length of all paths
which connect them.
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Chapter 8

Adding Non-Local Constraints

CECTL" extends ECTL* with constraints which allow to reason about concrete
numerical values. We have remarked before that one characteristic of these con-
straints is that they have a fixed depth: we can compare the values assigned to
the register variables at fixed positions, e.g., we can express equality between the
value of r; at the current position and the value of 75 at the i*" next position
along a path using the formula 7 = Srs.

Different logics like metric temporal logic (MTL), timed propositional tem-
poral logic (TPTL) or freezeLTL are all extensions of linear temporal logic (LTL)
which allow to specify properties of data words. As mentioned in the introduction,
data words are basically A-Kripke paths with only one register variable, where
A is typically the set of natural numbers or real numbers, see [2]. In these logics,
one can compare the current data value with future values at arbitrary distance
from the current position. For instance, we can express the property that there
is a future data value which is equal to the current one with the TPTL-formula
x.F(x = 0)!. Tt is interesting whether we can add this feature to CLTL, CCTL* or
CECTL* and preserve decidability. This question was also asked in [17].

To this end, we substitute the atomic constraints from (3.2) on page 25 with
non-local ones of the form:

R(O1r1,...,0kri)(2) (8.1)

where O; = S7 for some j € N or O; = F. Intuitively, O; = F would refer to
the r;-value at some (existentially quantified) future position of the path. On the
concrete domain (Z, <,=), this would allow to express, for instance, the above

ITPTL and freezeLTL are allowed to store the data value of the current position using the
freeze quantifier x., and to later compare it with the data value at some other position: =z = k
means that d — v(z) = k, where v(z) is the value of x which is currently stored, and d is the
data value at the current position.
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mentioned property that there is a future position in which the value of the
register variable r matches the one in the current position: (r = Fr)(z).

Unfortunately we can show that this leads to undecidability of the satisfiability
problem, also in very restricted settings: Even if we consider as the starting point
logic LTL instead of ECTL*, adding these new constraints causes undecidability
of the satisfiability problem on very simple concrete domains, like (N, <, =) and
(Z,<,=) (Section 8.1).

On the positive side, we can regain decidability on these concrete domains by
disallowing the use of non-local equality constraints (Section 8.2).

Definition 8.1. CLTL[F] on the signature o is the extension of CLTL defined by
the following grammar:

pu=plop|pAe|Xe|pUp | R(O1r1,...,Ork)

where p € P, R € 0, k = ar(R), and for all 1 < j < k, r; € Reg and O; = X% for
some i; € Nor O; =F.

CLTLIF] is nothing but LTL extended by non-local constraints as those from
(8.1). Since we now add constraints to a temporal logic (instead of MSO on paths)
we go back to the syntax from (1.1) on page 5: As usual in temporal logics, we
don’t need variables to point to nodes of the Kripke structure, which can only
be navigated using the temporal operators, and use X instead of the symbol for
the successor function, i.e., in our new constraints the term X/ rj replaces the
CECTL*-term S’r;. We also use the classical abbreviations, in particular Gy (¢
holds globally in the future) and F¢ (¢ holds finally in the future).

The semantics of CLTL[F] is mostly inherited from that of LTL, but while LTL-
formulas are evaluated over words (Kripke paths), we evaluate a CLTL[F]-formula
on a D-decorated Kripke path P = (D, P,~), where P is a Kripke path. Note
that the valuation function v and the concrete domain D = (D, I) only play a
role in evaluating constraints: We define (P,n) = R(O1ry,...,Okry) if and only
if there are iq,...,%; such that

(vy(n+i1,71), ..., y(n+ ik, 1)) € I(R)

where i, = j if O; = X and iy > 0if Oy =F forall 1 <[ < k and j € N.

8.1 Undecidability of LTL with Non-Local Constraints

As anticipated, the main result of this section is the following:

Theorem 8.2. Satisfiability for CLTL[F] of the concrete domains (Z,<,=) and
(N, <, =) is undecidable.
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To obtain this result we use incrementing counter automata, in short ICAs,
first introduced in [20]. In contrast to their definition in [20], we use input-
free ICAs, but this does not change things, since we are only interested in the
emptiness problem.

Definition 8.3. An incrementing counter automaton (ICA) with e-transitions
and zero testing is a tuple C' = (Q, g7, n, d, F'), where:

e () is a finite set of states,
e g; € @ is the initial state,
e n € N is the number of counters,

e 0 C Q x L x (@ is the transition relation over the instruction set L =
{inc;, dec;,ifz; | 1 < i < n}, and

e ' C (Q is the set of accepting states.

A configuration of C is a pair (¢,v) where ¢ € Q and v : {1,...,n} - Nis a
counter valuation. For configurations (¢,v), (¢/,v’), and an instruction [ € L

there is an exact transition (g,v) Lﬁ (¢',v") of C if and only if (¢,l,¢") € 0
and one of the following cases holds:

e [ =inc; for some i, v(j) = v'(j) for j # i, and v/ (i) = v(i) + 1

e | = dec; for some i, v(j) = v'(j) for j # 4, v(i) > 0, and v'(i) = v(i) — 1

e | = ifz; for some i, v(i) = 0, and v'(j) = v(j) for all j.

We define a partial order < on counter valuations as follows: v < w if and
only if v(i) < w(7) for all 1 < i < n.

The transitions of C are of the form (g, w) N (¢',w') such that there are

. s 1
v,v" with an exact transition (¢,v) —4 (¢/,v"), w < v, and v/ < w'.
An infinite run of C is an infinite sequence of transitions

l l
(qo,v0) —= (q1,v1) — --- such that gg = q7 .

An infinite run is accepting if and only if some accepting state occurs infinitely
often.

Essentially, ICAs relax the conditions on transitions, by letting faulty incre-
ments occur at any time. The problem whether an ICA admits an accepting
run is deeply connected to that of the halting problem (for finite runs) and of
the recurring state problem (for infinite runs) of insertion channel machines with
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emptiness testing, see [35]. Their computational power is strictly weaker than
that of perfect channel machines, but emptiness is still undecidable on infinite
words, which makes them a useful tool for undecidability proofs.

Theorem 8.4 (see Theorem 2.9b of [20]). The existence of an infinite accepting
run for ICAs is undecidable and I19-complete.

To prove undecidability of the satisfiability problem for CLTL[F] over the
concrete domain (Z, <,=), we use a reduction from the infinite accepting run
problem for ICAs (for the method we drew inspiration from [20]) .

Proof (Theorem 8.2). Let C' = (Q, qr,n,9, F') be an ICA. We define an CLTL[F]-
formula ¢ on the atomic proposition set P = QQ U L where @Q are the states of
C and L = {inc;, dec;,ifz; | 1 <1i <n}. We build ¢¢ so to be satisfiable over the
concrete domain D = (Z, <, =) (or D = (N, <,=)) if and only if C has an infinite
accepting run.

To encode a successful run of C, we require that a D-Kripke path P satisfies
the properties below:

e In each position of the path P, one and only one state from ) occurs, and
one and only one operation from L occurs:

panci =6\ arn VIn N\ @=-a)n A\ @=-D)).

qeQ leL 7,4 €Q Ll'eL
a#q’ A

e The computation starts with the initial state and reaches a final state in-
finitely often:

¢Bichi =q A \/ GFq .
qEF

e The transition relations of C are encoded in the following way:

Prrans = G [\ (q—> \/ (lAXq’)) :

qeqQ (g,1,q")€6

o We fix 2n pairwise different register variables r;,s; € Reg for 1 <i <n. We
use their interpretations to identify each inc;-operation and dec;-operation,
respectively. While the identifiers are assigned univocally for the increment
instructions, more than one decrement can have the same identifier value.
To make sure that each inc-operation on counter i is assigned a unique
value, we require that at every position of the path P, which corresponds to
an inc;-operation, r; is assigned a strictly greater value than in the previous
position, and otherwise remains constant.
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For the sequence of values of s; we only require that it stays constant when-
ever the instruction dec; does not occur, and it is otherwise non-decreasing:

©Yinc := G /"\ ((inci — 1y < Xr) A (mingg — 1 = Xri))
i=1

Pdec := G /”\ ((sl < Xs;i) A (—dec; — s; = Xsi)> .
i=1

Whenever a zero test on counter ¢ occurs, the counter should be empty.
To make sure that a run respects this property, we should check that, for
each increase on counter ¢, we can find at least a corresponding decrease.
It is not necessary that this correspondence is exact, since a faulty increase
can occur at any time, making additional decreases possible. We use the
identifier values r; and s; to match each inc;, which is eventually followed
by a zero test ifz;, to a dec; with the same identifier:

Yif1 =G /\ ((inci A FIfZZ) — X(T‘Z = FSZ)) . (82)
=1

We should also enforce the fact that, for each inc;, the correspondent dec;
occurs after inc; and before ifz;. For this we require that s; is never assigned
a higher value than r;, and that they coincide in the occurrence of a zero
test instruction on counter i. Since s; cannot decrease, this means that any
dec; with the same value of an inc;-instruction should happen before the
zero test:

Pifz2 1= G /\(Tz > 85; N\ (ifZi — = 81)) .
=1

Let ¢c be the conjunction of all the above formulas. We prove the following
equivalence:

C has an accepting run <= ¢ is satisfiable .

Proof of =>. Let run = (qo, vo) o, (q1,v1) by ... be a successful run of C.
Starting from this we define a D-Kripke path P = (D, P,~) which satisfies ¢¢,
where D can be (N, <, =) or (Z, <, =).

First of all we define P = (N, —, p), where — is the successor relation on the

natural numbers, and p(i) = {¢;,;} for all i € N. Since the run is successful, this
ensures that Qgruct A ©Biichi /A Ptrans 1S satisfied.
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Now we define the interpretations of r; and s;. For all 1 < i < n, we define
~v(0,7;) = (0, ;) = 0. For all other nodes j > 1 we define

vy —-1,m)+1 ifflj_y =ing
7(]7“) = . .
v(G—1,7;) otherwise
o Gass) = v —1,s)+1 iff [ =dec; and v(j — 1,s;) <~y(j —1,75)
T v —1,s) otherwise

Clearly this definition of v makes @inc and pgec true. To prove that also @if1
and @jrm hold, we note that, since run is a successful run of C', a transition with
operation ifz; can only occur if counter ¢ is empty. Therefore, the number of
increase instructions on counter ¢, between any two ifz;, should be matched by an
equal or greater number of decrease instructions. By definition of the functions,
for each increase on the value of r; which is eventually followed by a zero test
on counter ¢, there is a corresponding increase on the value of s;. Furthermore,
whenever s; reaches the value of r;, the value of s; is no longer increased until r;
grows again, thus ensuring that ¢ir,1 A @ife holds.

Proof of <. Let P = (D, P,~) be a D-Kripke path such that P = ¢c. D can
be (N, <, =) or (Z,<,=), this does not change the proof. We define a run
l l
run = (qo, vo) — (q1,v1) — - -

of C and prove that it is accepting. By @struct A @Biichi the label p(P(i)) of every
node of the path P contains one and only one symbol ¢ from @ and [ from L.
We set ¢; = q and [; = [. Since ypjen; holds, qg is the initial state g7, and
an accepting state is visited infinitely often. Since @irans holds, for every ¢ € N
we have that (g;,l;,qi+1) € 0. We set to zero the initial value of every counter
1 <j <n:wv(j)=0. For all later positions i > 1 we define:

Ui_l(j) +1 iff ;1 = ian
UZ(]) = Uifl(j) —1 iff lz;l = decj and ’Uz'fl(j) >0
vi—1(J) otherwise.

Note that v;(j) is always positive. It remains to show that

l;
(qi>vi) = (qit1,vit1) (8.3)
according to Definition 8.3. We only discuss the non trivial cases.

o If I; = dec; and v;(j) = 0, then also v;11(j) = 0. Let v' be the counter
valuation that assigns v/(j) = 1 and coincides with v; on all other counters.

d .
Then, (g;,v") ﬂf (Gi+1,vit1) 1s an exact transition. Since v; < v/, we get
(8.3).
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e If [; = ifz;, then we need to show v;(j) = 0 in order to get (8.3). For this
to hold, it is enough to notice that yi1 and @i ensure that for every
inc; followed by a ifz; there is a dec;, and this occurs before ifz;. Hence,
every time we increase vg(j) by one for some k < i, we also decrease it by
one before the zero test. All other decreases do not alter the value of the
counter.

We conclude that, since the infinite accepting run problem for ICAs is undecidable
and TI9-complete, satisfiability for CLTL[F] over (N, <,=) and (Z, <, =) is also
undecidable and H(l)—hard. O

Remark 8.5. In the formula o we only use unary temporal operators, i.e., the
until modality U never appears. This is a strict fragment of LTL, sometimes
referred to as unaryLTL in the literature. Note also that constraints of the form r <
Fs or Fr < s never appear in ¢, we only use a non-local equality constraint r =
Fs in (8.2). We can then state a more precise result: Satisfiability for unaryLTL
with local constraints over the signature {<,=} and non-local constraints over the
signature {=} is undecidable for the concrete domains (Z,<,=) and (N, <,=)
Remark 8.6. Going in a different direction, we could instead substitute all local
constraints with non-local constraints, and obtain a formula equivalent to ¢ in
the following way: Using the formula

Ymon = G /\[ﬁ(Fri < 1)) N=(Fs; < s3],
=1

we make sure that the sequence of values assigned to the registers variables is
non decreasing. We substitute the formulas pj,c and pgec by the following:

n
SOilnc =G /\ ((inci — —r; = Fry) A (ﬂinci — 1= FTZ‘)) ,
=1

n
e = G /\(ﬂdeci — s; =Fs;) .

i=1
Note that, given a non-decreasing sequence (a;)jen, asking that the value of some
a; is the same of a later member of the sequence a;, implies that the sequence is
constant in that interval, in particular a; = a;j41 holds. At the same time, asking
that a; = a;4 does not hold for any k > 0, implies in particular that it does not
hold for k = 1 and therefore a; < a;41.

Using these new formulas we can show that: Satisfiability for unaryLTL with
only non-local constraints of the form r«Fs, or Frxs, for x € {<,=} is undecidable
for the concrete domains (Z,<,=) and (N, <,=).

Since LTL can be seen as a fragment of CTL* and ECTL*, the above undecid-
ability results also apply to such logics extended with this new kind of constraints.
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8.2 Regaining Decidability by Restricting the Use of
Non-Local Constraints

Looking at the proof of Theorem 8.2, one can see how the use of non-local equality
constraints is essential for the reduction: The correctness of the zero tests of
the ICAs needs to be guaranteed and we do it by matching the identifiers of
increase and decrease instructions using constraints of the form r» = Fs. Since we
cannot predict how many computation steps separate an increase to its matching
decrease, we necessarily need to use a non-local constraint.

In this section we show that, if this matching is not possible, i.e., if we limit
the use of non-local constraints to the order relation <, decidability is regained.
From now on we refer to constraints of the form

r<Fs,Fr<s, and Fr <Fs,

with 7, s € Reg as to non-local order constraints. Let Z be the structure over
the signature 0 = {<, =, (Z4)aez, (Zap)o<a<s} from (1.2) on page 7. We show
the following:

Theorem 8.7. Given a CLTL formula @ with local constraints over o and non-
local order constraints, one can compute an CLTL formula ¢, with only local
constraints over o, such that ¢ is Z-satisfiable if and only if ¢ is Z-satisfiable.

The idea is the following: by using some auxiliary register variables and extra
atomic propositions, it is possible to replace the non-local order constraints by
local constraints without changing the set of Kripke paths satisfying the original
formula. Suppose that ¢ = (r < Fs) appears in ¢. On a potential model P of o,
whenever 9 holds, the current value of r can be matched with a larger value of s
in some future node. What we want to do, is store the current value of r in some
auxiliary variable, and propagate it until we find a match. Of course ¢ could
hold infinitely often, think for instance of the formula GF(r < Fs), and we cannot
store infinitely many values of . Nonetheless there is a solution, which allows,
using only two auxiliary variables, to check that the constraint is satisfied. The
first step is to replace any occurrence of 9 in ¢ by a fresh atomic proposition p.
Then we use two fresh register variables: a. which stores the value of » which we
are currently trying to match to some future value of s, and a,,, which stores the
mazximal values of r which we have encountered so far that needs to be matched to
some future s. Then we use two additional atomic propositions, ¢. and ¢, to keep
track of whether the checking processes for a. and a,, are active. So whenever
p occurs, we initialize the checking processes and keep checking whether we find
a match for a., and updating a,, whenever a larger value of r occurs in a node
marked by p. If a. is matched to a larger value of s, then we can transfer the

101



POY | P(1) | P2) [ P(3) [ PA)| P(5) | P
Prop | Pyqc;9m | Ps4c; @m | ey m dc Psdc, dm
T 3 ) 6 6 4 3 5
] 2 2 2 5 7 2 4
ac 3 3 B | G| = 3 *
am 3 5 * * 3 *

Table 8.1: We have replaced every occurrence of the constraint (r < Fs) by the
fresh propositional variable p. When the value of a. or a,, is circled, it is matched
to a larger value of s in the next position. When the value of a,, is inside a square,
it means that we transfer the value of a,, to the following position of a.. The
star signifies that the value of that variable at that position is irrelevant. Notice
how, whenever both ¢. and ¢,, do not hold anymore, all the previous values of r
in positions marked by p have been matched to future values of s.

value of a,, to a. and stop the checking process for a,,, until p holds again. See
Table 8.1 for an example.

Remark 8.8. One might think that a simpler approach is possible: using a single
auxiliary variable a one could store the value of r at the first occurrence of r < Fs
and update it whenever the constraint » < Fs appears again by setting a to the
maximum between the current value of r and the previous value of a. Then
one could simply set G[p — F(a < Xs)] as a final condition (where again, we
use the fresh propositional variable p to mark the nodes where the non-local
constraint holds). This method would indeed fail if the value of a were to be
always increased before we were able to match it to a larger value of s. Take for
instance the sequence of values:

P0) | P(1) [ P2) | PB3) | P(d)
r 3 4 5 6 7
S 1 2 3 4 5

This sequence clearly satisfies G(r < Fs). Using only one auxiliary variable a as
explained above one would obtain the following valuation:

PO) [ P(1) [ P(2) | PB3) | P@)
a 3 4 5 6 7

which would not satisfy the final condition GF(a < Xs). Using two auxiliary
variables, instead, a first one can be constantly updated to new larger values of r,
while the second one is used to check whether a match happens infinitely often.

Let us now show this construction in detail:
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Proof of Theorem 8.7. We can assume that ¢ is in negation normal form. First
of all notice that we can substitute in ¢ any constraint of the form Fr < Fs with
the following formula

XF[(r < s)V (r <Fs)V (Fr<s)]

without changing the semantics. We can then assume that the non-local con-
straints in ¢ are of the kind (r < Fs), (Fr < s), or their negations.

It is enough to show that we can remove one of such constraints ¥} to obtain
our result.

Case 1. Suppose ¥ = (r < Fs). Then let ac, a,, € Reg be two auxiliary register
variables not appearing in ¢, and p, q., g € P be fresh atomic propositions. We
define @ = [ — p| A, where @[ — p| is obtained from ¢ by substituting any
positive occurrence of ¥ with p, and v is the conjunction of )y to g defined in
the following. Note that, the values of a. and a,, are always kept so to satisfy
ac < ap. Requirements for the initial position:

Yo =[p—= gV am)Alp— (ac=71Nam =7)] .
Whenever p occurs, start (or continue) checking a. and a,:
Y1 =G[p = (ge A am)] -

Do not start checking a. unless solicited by p:

P2 = G[(=ge A =Xp) = —Xge] .
Do not start checking a,, unless solicited by p:

V3 = G[(—gm A =Xp) = =Xgum] -
If the checking process is initiated, set a. and a,, to the value of r:

Y1 = G[(~ge A =gm A Xp) = (X(ae = 1) A X(am =7))] .

If we are checking a., and a. < Xs is not satisfied, propagate the value of a. and
keep checking. Since a. £ Xs implies a,, £ Xs, if the checking process is active
on a,, it should be kept active: If p does not hold in the following state we simply
propagate a,,, if p does hold, then we set Xa,, to the maximal value? between the
current value of a,,, and the value of r in the following position. If the checking

*Note that a = max{b, c} can be expressed as (b < cAa=c)Va=Dh.
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process for a,, was not active, but p holds in the next state, we set the value of
am to max{ac, 1}, to keep a. < a, true.

s = Gl(ge A =(ac <Xs)) = Xge A (ac = Xac)
A (gm A Xp) = (Xay, = max{am,, Xr})
A (gm A =Xp) = (Xgm A Xam = an))
A (=gm A Xp) = X(am = max{ac,r})] .

In case we are checking a. but not a,,, and the constraint is satisfied, we either
stop checking if Xp does not hold, or we re-initialize both checking process if Xp
holds:

Y6 = G[(ge N gm N aec < Xs) = (X(=pA—g.) VXA ac =7 A ap =71))] -

If both checking processes are active, and a. < Xs but a,, £ Xs, then we
transfer the value of a,, to a.. If Xp does not hold we stop checking a,,,, while, if
Xp holds, we keep the checking process on a,, active and set Xa,, = max{a;,, Xr}
in order to keep a. < am,:

Y7 = G[(ge N g N ae < Xs A 7y, < Xs) = (Xae = am) A Xqe
A = Xp = = X@m
A Xp = Xay, = max{am, Xr}] .

If both a,, and a. are smaller than the next value of s, we can stop all checking
processes, unless p holds again in the next position, in which case we set a. and
a., to the value of r and re-initialize the checking procedure:

s = G[(ge N g N ae < Xs A apm < Xs) = = Xp = X(=gm A ¢c)
A Xp—=Xam=rAa.=1)].

We add the acceptance condition: either a. < Xs holds infinitely often (all (r <
Fs) are eventually satisfied) or at some point we stop checking and ¢, never holds
again (the last constraint is satisfied).

g9 = GF(a, < Xs) V FG—q. .

Note that 15 A 19 implies G[g. — (¢. U (a. < Xs))], a perhaps more intuitive final
condition.

To complete the proof of Case 1, we have to show that there exists a Z-Kripke
path P such that P |= ¢ if and only if there exists a Z-Kripke path P such that

P o9 — p A ALt
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First we prove the direction (=). Suppose P = (Z,P,v) = ¢, where P =
(N, —, p) is a Kripke-path. To build P we recursively define two extensions of
the labeling and valuation function respectively: p and 4. In the following let us
write 7;(r) instead of v(i,7). As basic step we set p(0) = p(0) U {p, ¢c, ¢} and
’A)/O(ac) = '?O(am) = 70(7T) if (P70) ': ¥. Otherwise /5(0) = /0(0) and ’A)/O(ac) and
Ao(an,) are chosen arbitrarily.

Suppose now we have defined 4 and p up to i — 1, we set

(a) p(i) = p(i) U{p, g, am} if (P,9) |= 9,
while, if (P,7) ¥ 9, then
(b) ( ) (’L U {QCan} if dc, qm € ﬁ(l - 1) and f%—l(aC) 7< ’Yi(s)a

)
(¢) p(i) = p(i) U{ge} if gc € p(i = 1),qm & p(i — 1) and Ji—1(ac) £ 7i(s) or if
dc, m € pA 1= 1) and 'A)’ifl(ac) < 71'(8) but ﬁ/ifl(am) { 7i(5)7

(i
(d) p(i) = p(i)
We define 4(t

1) otherwise.

p(i
) =

v(t) for all ¢ € Reg,,, and according to the following table for

t€{ac,am}-
p(i-1) [(P,4) =9 |Fi1(ac) <vi(s)|Fi-1(am) <vi(s)| Filac) Yilam)
L qe,gm| yes no * Yi-1(ac) |max{¥i 1(am),vi(r)}
2 | ey Gm no no * Fi_1(ac) Fi-1(am)
3| qc, gm * yes no i1 (am) |max{¥;_1(am),v:(r)}
4| gesqm|  * yes yes Yi(r) i(r)
5 dc no * * Yi-1(ac) Yi-1(ac)
6| qo yes no * Yi-1(ac) | max{¥; 1(ac),vi(r)}
Tl e yes yes * ~i (1) ~i (1)
8 0 * * * ~i(r) ~i(r)

Table 8.2: In the first column we write whether ¢. and ¢, belong to p(i — 1) and
* means that the value is non influential.

Note the following facts from Table 8.2:
(P,i) =9 implies v(r) € [Yi(ac), ¥i(am)] , (8.4)
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(P,i) = (ge N —ae < Xs) implies i—1(ac) = Ji(ae) - (8.5)

Now, let P be the Z-Kripke path having P = (N, —, p) as underlying KP and
4 as valuation function. It is easy to see that P = ¢ implies P = o[ — p).
This can be done by induction, using the fact that by definition of p in point (a),
(P,i) = ¥ implies (P,7) = p. The two formulas are otherwise identical, and p
and 4 coincide with p and v except on the fresh atomic propositions and register
variables which do not appear in ¢.

The fact that P = 1 for all i = 0,...,9 can be derived from the definitions
of p and 4 as follows:

e 1) is satisfied by the definition of 4y and pg.

e 1, 19 and 13 are easily verified from points (a)-(d) of the definition of p.
In fact, p is only added to p(i) together with ¢. and ¢, furthermore ¢. and
gm are only added to p(i) if they also belong to p(i — 1) or if p € p(i).

e 1, is directly implied by the last row of Table 8.2.

e To prove that 15 to 1g are satisfied, one needs to check that p and 4 have
been defined appropriately. Let us do it, as an example, for 5.

Assume that o = (g. A —(a. < Xs)) holds, then Xq. is true as a consequence
of points (b) and (c). To satisfy a. = Xa,, we should have %;(a.) = Fi—1(ac),
as guaranteed by rows 1,2,5,6 of Table 8.2.

The third conjunct assumes (g, A Xp), additionally to the original assump-
tion a. Since p € p(i) holds if and only if (P,4) = ¢, these circumstances
are described by line 1 of Table 8.2, where the value for 4;(a,,) is chosen
appropriately.

The forth conjunct assumes (g, A—=Xp) in addition to a. Xgy, is guaranteed
by (b), and the constraint on a,, holds by the second line of Table 8.2.

In the fifth conjunct, with a and —g,, A Xp as assumptions, we are in the
situation described by line 6 of Table 8.2, which again sets the value for
Ji(am) correctly.
The fact that g to ig are satisfied can be proved analogously.

e Let us now take a look at the final condition, we want to show that P = 1.
Suppose (P,7) = 19. Then, by (a), g. € p(i). Points (b) and (c¢) imply that
qc € p(j) for all i < j < k where k is a (possibly non existing) later position

such that (P, k) = a. < Xs. Using (8.5) we can deduce that the value 4;(a.)
is kept constant until such position k, that is

%(ac) = ’%Jrl(ac) == '?k(ac) .
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Now, because (P,i) = 9, by (8.4), i(ac) < vi(r). Since ¥ = r < Fs, we
know that there exists a position k > i such that v;(r) < yx+1(s). Using all
the above facts we deduce that there exists k such that

Arlac) < Ai(r) < Arga(s)

that is (a. < Xs) holds at position k. Therefore, if (P,7) = O is true for
infinitely many ¢ € N, the fist disjunct of 19 will be satisfied.

A similar reasoning can be applied to the case where there exists ¢ € N
such that (P,i) = o but (P,j) ¥ ¢ for all j > i, to obtain that from some
position on —¢. always holds, satisfying the second disjunct of yg.

Let us now show the other direction (<) of the implication. Suppose there
exists some Z-KP P which is a model for ¢ = @[ — p] A A\ ¢;. We claim P = .
To show this it is enough to prove that (P,i) = p = (P,i) = ¢. If p holds on
some node ¢ of P, then ¢. and g, also hold. Additionally we can deduce from
Yo and 4 to g, that v(r) € [vi(ac),vi(am)]. Then, according to 15, both ¢,
and gy, are kept true until at some position j (a. < Xs) holds (such node exists
by 9). Until then, a. is kept constant and a,, can only increase or stay the
same, so v;(1) € [vj(ac),vj(am)] also holds. At this point, either both a. < Xs
and a,, < Xs hold, in which case (P,7) = (r < Fs) and we have concluded our
proof, or only a. < Xs holds. If this is the case, ¥7 insures that the value of a,, is
transfered to a. and that the checking process ¢, is kept active. Again, using 15
and 19, we can guarantee that there exists a later node k, where a. < Xs holds,
and until then 7;(r) < vx(ac). Therefore, also in this case, we have found that
(P,i) = (r < Fs).

Case 2. The case where ¥ = (Fs < r) can be dealt with very similarly as
Case 1. The only difference is that we have to match the current value of r with
a smaller future value of s. And this can be easily done by slightly modifying 1)
to g to fit this situation.

Case 3. Suppose ¥ = —(r < Fs). The semantics of this constraint are the
following: Given a Z-Kripke path P = (Z,P,~), (P,i) = ¢ if and only if for all
j >, y(i,7) > v(j,s). This is the same as saying that v(i,r) should be greater
or equal than the maximum value of v(j, s) for j > i. The global nature of this
constraint allows us to use only one auxiliary variable a,, which will store the
minimum value of r for which the constraint needs to be satisfied, and one fresh
propositional variable g that will record whether the checking process has started.
Again we define ¢’ = @[ — p] A1p. Here 1) is the conjunction of the formulas 1)y
to ’Lb5.

In the initial position, if p holds, we set the value of a. to r:

Yo=p—ac.=r.
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If p holds, we start the checking process, which never ends. If p never holds, then
the process ¢ is never initiated:

Y1 =G(p — Gg) A (~qUp) .

Whenever p holds for the first time (checking process ¢ has not been activated
before), we set a. equal to 7:

9 = G(—g A Xp — Xa. = Xr) .

Whenever p holds, if the checking process ¢ had already started, we update the
value of a. to r, if this is smaller, and otherwise keep it constant:

g = G(g A Xp — Xa. = min{a., Xr}) .
If p does not hold we simply propagate the value of a.:
Yy = G(X—p — Xa, = ac) .

Whenever the checking process g is ongoing, we make sure that a. is greater or
equal than the value of s in the following position:

s = G(qg — ac > Xs) .

Using a similar but simpler procedure than the one in Case 1, we can show that
¢ is Z-satisfiable if and only if so is ¢'.
Case 4. The last case, ¥ = —(Fs < r) can be dealt with in the same way as
for Case 3. This concludes the proof.
O

Remark 8.9. The translation we just presented from CLTL[F] with only non-local
order constraints to CLTL is in LOGSPACE. Since satisfiability for CLTL with local
constraints over Z is a PSPACE complete problem ([19]), then so is satisfiability
for CLTL[F] with only non-local order constraints.
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Chapter 9

Conclusion and Final Remarks

In this work we have extended the notion of temporal logic with local constraints
as introduced in [17, 7] from CLTL and CCTL* to CECTL*. We have proved a gen-
eral result stating that satisfiability of CECTL* with constraints over any domain
D which (i) is negation-closed and (ii) satisfies the EHD-property is decidable.
We have shown that the domains (Z,=, <) and (N, =, <) satisfy these prop-
erties, even if extended with constant- and periodicity-constraints, proving de-
cidability of CECTL* with constraints over such structures. This implies the
same results for CCTL*, whose satisfiability over integer domains with order- and
equality-constraints had been open since it was first asked in [19].

We have also successfully applied this result to other domains, concentrating
on classes of “tree-like” structures as semi-linear orders, ordinal trees and trees
of a fixed height.

At the same time we have explored the limits of this method, showing that it
cannot be applied to the infinite binary tree with the prefix and incomparability
relation 7 = ([0,1]*, <, L): Despite the fact that both CLTL and CCTL* with
constraints over 7 have a decidable satisfiability problem (as shown very recently
n [18]), 7 does not have the EHD-property.

Successively, we have considered the idea (proposed in [17, 8]) to allow the
use of non-local constraints into the logic, and discovered that this leads to unde-
cidability of CLTL (and therefore CCTL* and CECTL") with constraints over the
domains (Z,=, <) and (N, =, <). On the positive side, we showed that restricting
the use of non local constraints, allowing the ones involving order and discarding
the ones involving equality, permits to regain decidability. We have established
the result for CLTL, answering only partially the question in [8], which was stated
for certain fragments of CCTL*. We leave decidability for CCTL* over (Z, =, <)
with non-local order constraints as an open problem, that we would like to explore
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in the future.

The other - most evident - question which we leave open, is the one con-
cerning the complexity of the satisfiability problem for CECTL", or perhaps more
interestingly, for CCTL*, with constraints over the integers.

The lack of complexity bounds is due to the fact that we rely on the decidabil-
ity result established in [5] for satisfiability of WMSO+B over infinite node-labeled
trees, in which the authors make no statements regarding the complexity of their
procedure.

At the same time, we believe that our decidability result, whose upside is
its generalized nature, may not be the most effective way to devise an efficient
decidability procedure for the specific case of the domain (Z, =, <).

The reason behind this statement is that, to establish whether a given CECTL*-
formula is satisfiable using our method, we have to check whether a constraint
graph satisfies a WMSO+B-formula. This constraint graph is generated from an
ECTL* formula, and given this fact, one could assume that it has certain regular
properties. Instead of doing this, we simply check that this graph allows a ho-
momorphism to (Z,=, <), making no assumptions on its structure. We believe
that it might be more efficient to factor in these assumptions and devise another
procedure, which perhaps could avoid the use of WMSO+B and allow us to derive
some complexity bounds.

Finally, we would like to remark that our results show once more the deep
connection between the constraint satisfaction problem (CSP) for a structure D
and the satisfiability problem for logics with constraints over D.

The completion property from [4] to show decidability of CLTL, or the w-
admissibility criterion from [34] used for the description logic ALC, relate local
satisfiability of a constraint satisfaction problem to global satisfiability. In some
sense this is the same idea behind Lemma 6.10, in which we establish a compact-
ness result for the CSP for semi-linear orders.

In our work, instead, the connection is established through logic: A domain
D has the property EHD(L) if the logic £ is able to “solve” its CSP problem by
distinguishing those constraint systems which admit a satisfying assignment, and
those who do not.
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