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Abstract

The original and still a major purpose of ontologies in computer and information sciences is to serve for the
semantic integration of represented content, facilitating information system interoperability. Content can
be data, information, and knowledge, and it can be distributed within or across these categories. A myriad
of languages is available for representation. Ontologies themselves are artifacts which are expressed in
various languages. Different such languages are utilized today, including, as well-known representatives,
predicate logic, subsuming first-order (predicate) logic (FOL), in particular, and higher-order (predicate)
logic (HOL); the Web Ontology Language (OWL) on the basis of description logics (DL); and the Unified
Modeling Language (UML). We focus primarily on languages with formally defined syntax and semantics.

This overall picture immediately suggests questions of the following kinds: What is the relationship
between an ontology and the language in which it is formalized? Especially, what is the impact of the for-
mal semantics of the language on the formalized ontology? How well understood is the role of ontologies
in semantic integration? Can the same ontology be represented in multiple languages and / or in distinct
ways within one language? Is there an adequate understanding of whether two expressions are intension-
ally / conceptually equivalent and whether two ontologies furnish the same ontological commitments?

One may assume that these questions are resolved. Indeed, the development and adoption of ontologies
is widespread today. Ontologies are authored in a broad range of different languages, including offering
equally named ontologies in distinct languages. Much research is devoted to techniques and technologies
that orbit ontologies, for example, ontology matching, modularization, learning, and evolution, to name a
few. Ontologies have found numerous beneficial applications, and hundreds of ontologies have been cre-
ated, considering solely the context of biomedical research. For us, these observations increase the relevance
of the stated questions and close relatives thereof, and raise the desire for solid theoretical underpinnings.
In the literature of computer and information sciences, we have found only few approaches that tackle the
foundations of ontologies and their representation to allow for answering such questions or that actually
answer them.

We elaborate an analysis of the subject as the first item of central contributions within this thesis. It
mainly results in the identification of a vicious circularity in (i) the intended use of ontologies to mediate
between formal representations and (ii) solely exploiting formal semantic notions in representing ontolo-
gies and defining ‘ontology-based equivalence’ as a form of intensional / conceptual equivalence. On this
basis and in order to overcome its identified limitations, we contribute a general model-theoretic semantic
account, named ontological semantics. This kind of semantics takes the approach of assigning arbitrary
entities as referents of atomic symbols and to link syntactic constructions with corresponding ontological
claims and commitments. In particular, ontological semantics targets the avoidance of encoding effects
in its definition. Therefore we argue that this semantic account is well suited for interpreting formalized
ontologies and for defining languages for the representation of ontologies. It is further proposed as a fun-
dament for envisioned novel definitions of the intensional equivalence of expressions, in potential deviation
from only being formally equivalent under set-theoretic semantics. The thesis is defended that a particular
usage of a formalism and its respective vocabulary should be accompanied by establishing an ontological
semantics that is tailored to that use of the formalism, in parallel to the formal semantics of the language, in
order to capture the ontological content of the formal representation for adequate reuse in other formalisms.
Accordingly, we advocate ontological semantics as a useful framework for justifying translations on an
intensional basis. Despite all deviations of ontological semantics from its set-theoretic blueprint, close re-
lationships between the two can be shown, which allow for using established FOL and DL reasoners while
assuming ontological semantics.

Just having outlined the most important aspects of this work, let us elucidate its contributions in greater
detail, thereby following and sketching its structure. Our interest and motivation for dealing with the ques-
tions above arises from ontological analysis and ontology development, first and foremost our contributions
to the General Formal Ontology (GFO). This is a top-level ontology, i.e., it covers notions of high(est)
degree of abstraction and wide applicability and relevance for many domains. Further motivation accord-
ingly results from applications of GFO in several settings. Against this background, the above and similar
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questions are identified initially, in relation to the use of logical languages for representing ontologies and
employing ontologies in accounting for the problem of intensional / conceptual equivalence. In both con-
nections we have a particular interest in predicate logic, as concerns languages, and in top-level ontologies,
as concerns kinds of ontologies. This set of open issues inspired our objectives for this work, based on FOL
as a case of reference: (1) to expound an in-depth analysis of existing solutions and remaining problems;
(2) to contribute improvements or alternatives to existing approaches; (3) to provide a semantic account that
is purely based on ontological notions, namely ontological semantics; (4) to relate that semantic approach
to its classical counterpart; (5) to develop an ontology of categories and relations, as a component option
for ontological semantics and a proposed extension to GFO; (6) to develop further contributions to GFO,
with the major case of an ontology of time; and eventually, (7) to make contributions to methodological and
engineering aspects of ontology development.

It is the analysis of existing notions of formal semantics and semantic translations that leads us, follow-
ing some authors, to distinguish between two types of semantics. One type is referred to as intensional,
conceptual, or real-world semantics and differs from formal semantics. We realize and subscribe to the
independence between these two types of semantics, at least to a substantial degree. This view, however,
renders the rdle of ontologies as expounded in the literature for ontology-based semantic integration prob-
lematic, because there it rests only on notions of formal, logical equivalence modulo theories (and transla-
tions that must preserve formal semantics). Moreover, we argue not to straightforwardly accept ascribing
ontological neutrality to logical languages, not even to FOL. Largely for these reasons, we engage in devel-
oping ontological semantics as a novel and expressive semantic account that aims at avoiding ontological
predetermination (at the level of the general account) and thus repels the need for encoding conceptual
content (at the side of semantics). Beforehand, a brief systematization of how we comprehend the notions
of ontological analysis, foundation, translation, and reduction is followed by a meta-level perspective on
ontologies. The latter approach centers on the notion of abstract core ontology, which can be functionally
characterized as providing categories for classifying ontology constituents. Building further groundwork
for later sections, we conceptually introduce an ontology CR of categories and relations as an abstract core
ontology.

In preparation of the actual development of ontological semantics, two non-standard views on the clas-
sical, set-theoretic semantics of FOL are examined in detail. On the one hand, we consider the set-theoretic
assumptions of predicate logic semantics in terms of a specific superstructure of sets that “emerges” from a
set that acts as the universe of a mathematical structure. A set hierarchy is defined in levels that correspond
to predicate logics of different orders, which further links to type theory. On the other hand, we study the
definition of classical FOL semantics on the basis of axiomatic set theory, which yields an understanding
of semantics as first-order theory interpretation. Both considerations allow us (i) to state concisely our un-
derstanding of the ontological neutrality of the semantics of a language, and (ii) to take the case of FOL as
a blueprint for developing ontological semantics.

The development of ontological semantics itself is pursued in combination with exemplifying the ap-
proach based on FOL syntax and, within that context, by utilizing the ontology CR of categories and re-
lations. First, we derive a notion of an ontological structure by omitting any presupposed mathematical
entities in its definition, resulting in the idea that any single entity or plurality of entities yields an on-
tological structure, if it is or they are considered for the rdle of referents of signature elements. A brief
positioning regarding philosophical aspects precedes initial steps to the notions of ontological interpreta-
tion on to ontological model and the satisfaction of a formula by such an interpretation, respectively. The
definition of satisfaction follows the classical definitions of FOL semantics in the cases of logical connec-
tives and quantifiers. The central deviation concerns the satisfaction of atomic formulas. The observation
that the syntactic means of predication is conceptually overloaded motivates the introduction of predication
systems as a means to assign predication semantics individually to predicate symbols. In its definition, each
predication system relies on an ontology in order to bootstrap predication semantics, which is illustrated
by means of CR. Overall and basically by design, in its FOL variant, ontological semantics constitutes an
approach that is ontologically neutral (in a sense developed earlier in the thesis).

Eventually, based on preconditions that should be widely acceptable for most ontology developers,
we suggest methodological principles and thereby a recourse to employing FOL with its classical formal



semantics for ontology representation in a way that mimics specifying ontologies as FOL theories under
ontological semantics, i.e., corresponding predication systems can be easily obtained from such FOL the-
ories and classical entailment transfers to ontological semantics. This recourse is highly desirable, not at
least due to the multitude of available theoretical results, proof calculi, and their implementation in theorem
provers for classical FOL.

For a simpler utilization of the ideas of ontological semantics and in line with the thesis of assigning con-
ceptual semantics for particular uses of languages, ontological usage schemes are defined as a translation-
based variant of assigning an ontological semantics to any syntax. Basically, an ontological usage scheme
specifies a translation from any particular syntax into (the language of) a particular FOL theory, which is
itself interpreted via ontological semantics or at least constructed according to the principles derived from
ontological semantics.

The final part of this thesis comprises three major facets. Firstly, some application cases of ontolog-
ical usage schemes in combination with the theory of categories and relations CR are discussed, largely
in connection with biomedical ontologies. Corresponding contributions include the theoretical justifica-
tion of the different formalization components of the biological core ontology GFO-Bio and of different
representations of phenotypic information. The second facet relates to further contributions in the form of
ontological analysis and of the axiomatization of component theories for GFO, in relation with the frame-
work of ontological semantics. In particular detail, this includes two axiomatizations on notions of time and
axiomatizations of CR. The latter complete the introduction of the specific instance of ontological semantics
based on CR. Thirdly, we briefly discuss related work. This occurs already with respect to specific points
throughout the thesis. But for the core part on ontological semantics we present a condensed discussion
of very closely related approaches in knowledge representation and logic, besides providing pointers to a
number of further areas with shared issues.

In a nutshell, we advocate the view that intensional/conceptual/real-world semantics (to be distinguished
from formal semantics) can be captured by means of ontologies, but it appears insufficient to rely on (arbi-
trary ways of using) languages with formal semantics for formalizing ontologies. Ontological semantics is
a formal, ontologically neutral account to overcome some of the corresponding weaknesses, such that one
can say it allows theories to establish “their own” semantics. Moreover, it is intended to pave the way for
an improved theoretical underpinning of conceptual equivalence and, hence, of semantic integration and
interoperability. The applicability of the approach is demonstrated for the case of FOL. It is established by
a formalization method that uses FOL for ontology representation, is provably in harmony with ontological
semantics, but is based on classical FOL semantics and thus enables exploiting existing reasoners.
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of contents can be found at the beginning of each chapter.



The symbol / connects words and sometimes phrases if they apply equally/alternatively in the particular
context of occurrence. I think that providing multiple terms in certain cases contributes to a more precise
transfer of meaning. Double quote signs “” are used for quotations as well as for highlighting term usage
in a figurative and / or quizzical sense. Accentuating terms as terms is implemented using single quotes
¢ ’. Definitions of terms within text are emphasized by italics, e.g. ontology. 1 use the term ‘section’ for
everything below the chapter level, which gives rise to some ambiguity if no section number is mentioned.
Moreover, I refer to the overall document as ‘this work” or ‘this thesis’. As can be noticed already, active
and passive voice occurs for more variability in writing. In the abstract above and the main text below,
‘we’ is used instead of ‘I’. Acronyms are spelled out upon first occurrence within a certain range of text
only if they relate closely enough to the contents of that section. Otherwise, e.g. if just mentioned as
examples, the reader is referred to the acronym listing in App. D. That appendix chapter contains also a list
of abbreviations.

“Mathematical paragraphs” primarily comprise definitions, propositions, observations, and proofs. All
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1.1 Background

SECTION OVERVIEW

Ontology has become widespread in various areas in computer and information sciences at least since the
1990s. This includes not only the field(s) named formal ontology in information systems (FOIS) or / and
applied ontology (AO), but in addition areas such as knowledge representation, description logics, the Se-
mantic Web, and conceptual modeling, as well as domain-specific branches, first and foremost, biomedical
ontologies research. In this context, a considerable amount of attention has been devoted to the under-
standing of the notion of ontology itself. Therefore, we clarify our understanding and terminology of this
notion. A rough typology of ontologies leads on to foundational ontologies, and to the top-level ontology
General Formal Ontology (GFO) [46], in particular. Its development is the driving force behind our inves-
tigations (together with experiences from its application in several contexts), thus ontological engineering
is introduced as another relevant area, though tightly limited to aspects referred to in other chapters below.
Altogether, the section sets the overall scene within which the present work is conducted.

1.1.1 Ontology Research in Computer and Information Sciences

ONTOLOGY RESEARCH INCREASES, AND RELATES TO OTHER FIELDS

Over that last two decades, research on onfologies — the term to be clarified below — has gained progressively
increasing interest and can today be seen as a considerable field of investigation, cf. a.o. [338]. As Stefano
Borgo and Leonardo Lesmo remark already in 2008, accompanied by a number of prominent examples,
“many important conferences and specialized meetings devote considerable part of their time to ontology
topics and are careful to register the new trends in ontological research” [99, p. 1]. The first introductions
and handbooks have been devoted to ontologies and ontology research since the early 2000s, among them
[227, 289, 668, 669, 780, 781, 787] as well as, focusing also on related fields and / or application areas,
[38, 132, 134, 748, 752]. There are mutual influences and interactions with diverse disciplines within and
beyond computer and information sciences. These include artificial intelligence (in particular, knowledge
representation and knowledge engineering), conceptual modeling, databases, and information systems, as
well as philosophy, linguistics, and cognitive science. Beyond especially the first set of fields, a broad
spectrum of application areas has been opened up, with major pillars in the life sciences (including biology,
biomedicine, and bioinformatics) and medicine / health care,' business, and engineering, but in many other
domains, as well.2

FORMAL ONTOLOGY IN INFORMATION SYSTEMS (FOIS) AND APPLIED ONTOLOGY (AO)

Historically, ontology successfully entered® computer science largely through artificial intelligence (AI) due
to problems in knowledge representation (KR) and knowledge-based systems (KBS), cf. [158, 309, 327,
618], that appeared in the 1990s, and on the basis of the much older philosophical discipline of ontology

IThe notion of biomedical ontologies forms an umbrella for initiatives in these fields, cf. e.g. the Thematic Series on Biomedical
Ontologies [421] [@14] of the Journal of Biomedical Semantics.

2For instance, besides manufacturing, e-commerce, and corporate knowledge [99, p. 2] names chemistry, cultural heritage, and
network management. [330] also has an extensive list, including links to geography and law.

3 The initial appearance of the term “ontology” in computer science is traced back to George H. Mealy’s article [573] from 1967
in [348, p. 57] and [351, p. 1] (themselves referring to [757], which is an extended draft of [759], where the latter does not mention
Mealy). [348, p. 68] further mentions Patrick J. Hayes with [382, 383] (from 1978, 1985) as one of the very early proponents of
ontology in computer science. Similarly, [422, p. 67] refers to [567] for borrowing ‘ontology’ from philosophy, written by McCarthy
in 1980.
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and the problems it addresses, cf. e.g. [165, 424, 759].# From this research, the field of formal ontology in
information systems (FOIS) emerged during the mid to the end of the 1990s, cf. [330, 340],> which aims at
an interdisciplinary, principled, and formal approach to describing/modeling reality. Derived from a journal
[«6] that is devoted to at least very similar ideas [338], the subject term applied ontology (AO) is becoming
equally established for the field. Ontological analysis and conceptual modeling are core tasks in this area
[338, p. 2]. Sect. 2.3.1 below presents our reflections on ontological analysis and associated concepts. For
a more detailed survey of the field and an introduction to its core aspects, besides the books mentioned
above we refer to the section “Ontology in Computer and Information Sciences” by Giancarlo Guizzardi
[348, sect. 3.2]. Similarly, Rinke Hoekstra’s [422, esp. ch. 2—4] is informative regarding the relationship to
knowledge representation and to the more recent development of and in the Semantic Web.

SEMANTIC WEB

Indeed, there is a second area with a meanwhile much larger community than FOIS / AO which has strongly
contributed to the popularization of ontology research, from the early 2000s on: the Semantic Web (SW).
Originally orienting at a semantically enriched web of information [80], the World Wide Web Consortium
(W3C) [e131] strongly engaged in developing and pushing this idea. To a large part, this involves standard-
izing various languages for describing and publishing data / information on the Web,® first and foremost
the Resource Description Framework (RDF) and the Web Ontology Language (OWL / OWL 2), cf. [«102],
[406], themselves based on further, “non-semantic” standards and concepts, most importantly the Extensi-
ble Markup Language (XML) [«136] [112], its schema language XML Schema [854], and the notions of
Uniform Resource Identifier (URI) and Uniform Resource Locator (URL), cf. [406, sect. 2.1 for URIs and
URLSs, Appendix A for XML]".

The general idea of the Semantic Web was prominently introduced in [79] and in [80], where the term
‘ontology’ is explicitly mentioned. Since then, a large number of ontologies has been established in connec-
tion with/for the Semantic Web. Ontologies play a central role in the language-stacking architecture® of the
Semantic Web. On the one hand, this role emanates from AI/ KR issues related to central topics of FOIS.
On the other hand, it is caused by the strong connection to the description logic family of representation
formalisms [34], referred to as ontology languages. Description logics are currently among the preferred
representation approaches,” because they are formally well established, have achieved a good compromise
between expressiveness and tractability'®, and corresponding reasoning software could be proved to be
advanced enough for wider adoption in practice.

MAIN APPLICATION OF ONTOLOGIES

Besides the diverse application domains indicated above, ontologies are applied today in many differ-
ent ways, especially as soon as technical aspects are taken into account, like languages, architectures,
etc. Nevertheless, the original and central application idea in connection with ontologies — more pre-
cisely, for a single self-contained ontology — is to provide an explicit, shared foundation, on whose basis
data/information/knowledge sources can be constructed, communicated and, more importantly, the integra-
tion of several such sources can be facilitated or at all be enabled.!! In the same spirit, Michael Uschold and

4 Although this link was considered skeptically, as Nicola Guarino and Mark Musen stated in 2005: “Ten years ago, academic
workers in computer and information science spoke of ontology carefully and cautiously, almost embarrassed to utter the ‘0’ word.”
[338].

SCf. the formative conference series “Formal Ontologies in Information Systems” [@42], initiated in 1998 [331] and continuously
held bi-annually since 2004 to the present (2014).

6See the W3C Semantic Web Activity website [@130] for the specifications / W3C Recommendations [@102] resulting from
standardization efforts of the respective groups.

"1n the earlier German edition, see [403, sect. 2].

8i.e., in the “SW layer cake”, which exists in diverse variants [@111].

9Clearly, they are not the only type of formalism. For instance, rule-based languages [659] deserve consideration in the context
of the Semantic Web, cf. OWL 2 RL [601, sect. 4], the Semantic Web Rule Language (SWRL) [432], and the discussion on rules
following below. Nevertheless, the ontology language specifications of primary relevance for the Semantic Web are still based on
description logics. Combinations of description logics and rules have been studied extensively, cf. e.g. [24, 218].

10 Although much more could be said about this compromise, we believe that this statement is generally accepted today. A major
property that almost all description logics exhibit is the decidability of their reasoning problems, at least of basic ones, cf. [34, sect.
2.2.4,6.3, and ch. 3].

n this regard, ontology research in computer science closely relates to (aims of) terminology science, cf. e.g. [253, 884, 885].
There are other aspects in terminology that are of less relevance, for example, concerning lexical, linguistic, or socio-terminological
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Michael Griininger argue for the key rdle of ontologies in achieving seamless, semantics-based connections
among people, software agents, and various kinds of IT systems [829]. They further identify four general
types of ontology application scenarios [ibid., sect. 3], namely neutral authoring, ontology as spefication,
common access to information, and ontology-based search. All of these support the “promise of ontologies”
[829, p. 61], there cited from [237, p. 1], to provide “a shared and common understanding of a domain that
can be communicated between people and application systems”.

1.1.2 Ontology Definition and Terminology
1.1.2.1 Definitions

NUMEROUS DEFINITIONS OF ONTOLOGY, LINKING TO SURVEYS

Definitions of ontology exist abundantly in the literature, even without recourse to ancient and medieval
times, e.g., to Aristotle’s phrasing of ontology as studying “all the species of being gua being and the
attributes which belong to it qua being” (Metaphysics V1.1, according to [337, p. 26]). The definitional
plurality is even greater if more than one of the mentioned contexts — philosophy, FOIS / AO, KR, SW,
terminology sciences — are taken into account. For conceptions of ontology in the philosophical domain,
let us merely refer to [165], [424, sect. 3], and [348, sect. 3.1]. In computer and information sciences,
[289, sect. 1.1-1.2], [337, 349], [422, ch. 4], and [499, sect. 1], comprise elaborate collections of defi-
nitions and / or insightful discussions on understanding(s) of ontology.'?> At least, a distinction between
discipline and artifact can be drawn in all contexts. A discipline ‘ontology’ (with the word rather seen as
an uncountable noun) refers to a specific field of research, whereas an ‘ontology’ (as a countable noun) is a
system / artifact of a certain kind.'? The nature of those fields and systems varies greatly among the distinct
contexts, however.

DEFINITIONS OF RELEVANCE FOR TERMINOLOGY HEREIN

In order to delimit the reading(s) of ‘ontology’ applicable herein, we collect definitions which are influential
for this thesis. Starting with the discipline view on philosophy (actually, its subdiscipline formal ontology)
and on FOIS / AO, as well as going beyond the understanding of ontology as the study of what there is, the
philosopher Nino B. Cocchiarella [159] has coined a definition of formal ontology which can be adopted
for both fields:

[...], formal ontology, [...], is the systematic, formal, axiomatic development of the logic of
all forms and modes of being. [159, p. 640]

In computer science, the certainly most cited definition of ontology is one of ontology as a system, given
originally in the KR context by Thomas Gruber in 1993, which he refined recently, in 2009'4:

An ontology is an explicit specification of a conceptualization. [311, p. 199]
In the context of computer and information sciences, an ontology defines a set of representa-
tional primitives with which to model a domain of knowledge or discourse. [314, p. 1963]

facets. Note that some authors have critized work in terminology from an ontological point of view, cf. e.g. [764], which relates to
controversies in ontology itself, however, cf. the debate in [579, 580, 762].

12The discrimination from other notions is closely related to the comprehension of ontology in general. Obvious candidates in
this respect are the notions of model and knowledge base (facing a similar problem of meaning overload, cf. [492, 724] for ‘model’),
besides others. [829, sect. 2.2.] briefly contrasts ontologies with (knowledge representation and) knowledge bases, highlighting the
focus of ontologies on knowledge sharing. In the same work, ontologies and database schemas are contrasted, declaring little essential
difference among the languages used for expressing database schemas and ontologies, but finding other distinctions, e.g. in the integrity
constraints of databases vs ontology axioms [829, sect. 2.3]. [349] discusses relations between ‘ontology’ and ‘metamodel’, among
others.

13Nicola Guarino and Pierdaniele Giaretta have highlighted this distinction early, using ‘Ontology’, i.e., capitalized writing without
an article, for the discipline and ‘an ontology’, with an indeterminate article and in lower cases, for the artifact reading [337, sect. 2,
p. 26].

14Note that [314] refers to an encyclopedia article in the database context. That article comprises a longer paragraph as the overall
definition of ‘ontology’, of which we quote only the first sentence. This sentence is the one that corresponds best to the frequently
given quote from [311], which is itself actually embedded in further explanatory text.
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The first of Gruber’s definitions was widely debated at and extended by different authors [289, p. 6] and
actually, both of these quotations must be considered in their respective contexts. Nevertheless, what is
useful in those definitions is that they abstract from particular languages used for representing ontologies.
Nicola Guarino refined Gruber’s initial definition in order to clarify the distinction between ontology and
conceptualization, providing this definition of ontology:

An ontology is a logical theory accounting for the intended meaning of a formal vocabulary,
i.e., its ontological commitment to a particular conceptualization of the world. [330, p. 7]

Eventually, Guarino captures the notion of conceptualization formally in terms of an “intensional relational
structure” [330, sect. 2.1, p. 6], cf. also [339, Def. 2.4] and [348, sect. 3.3.1]'3, which involves possible
worlds [576] (in the sense of modal logic) and is presented in greater detail in sect. 2.2.2 below. Without
that level of detail and formality, we see the position in line with viewing a conceptualization as a language-
independent ontological theory'®, whereas an ontology is already constrained to being a logical theory. In
particular, language-independence refers to the difference that a conceptualization is not already tied to
any specific formal language,'” whereas it can be expected for a logical theory that it utilizes a logical
formalism. In (terminological) contrast, Roberto Poli refers to a conceptualization as just attributed to
Guarino as a descriptive or formal ontology (akin to Cocchiarella’s sense), and calls a codification in a
formal language a formalized ontology [666].

In the context of the Semantic Web (and description logics), the notion of ontology is also constrained
to formalizations. The SW notion of ontology is widely understood to be equivalent to ‘knowledge base’ and
‘theory’ (in a formal, logical sense) if those are expressed in accepted ontology languages for the Semantic
Web, cf. [405, p. 12].18
ONTOLOGY AS TECHNOLOGY
Although Hitzler et al. still mention that knowledge of a certain domain is modeled [405, p. 12] by an
ontology, equating the notion of ontology with that of logical theories or knowledge bases creates a new
view which is clearly detached from the philosophical sense(s) and loses connections even with the KR
view. Accordingly, a new reading of ontology has emerged in recent years which we call a fechnological
reading of ontology. There, ‘an ontology’ refers to a formal theory expressed in ontology languages and
dealt with the technology established around those languages, but it is no longer necessarily connected with
the purpose of representing a conceptualization/ontological claims. The matching discipline for this notion
of ontology is termed semantic technologies in [405].

1.1.2.2 Terminology for Ontology and Ontology Constituents

ON THE TERM ‘ONTOLOGY’

Against the background of the previous section, we adopt the following terminology on ‘ontology’ for this
thesis. From the system perspective, the term onfology covers any theory (in the scientific as well as the
formal senses) intended to make ontological claims, i.e., to represent / postulate what entities exist (in the
broadest possible sense of existence,'® and including interrelationships of all kinds among those entities).

I51n that section, Guizzardi largely adopts the account of Guarino in [330], providing further linkage to conceptual modeling (and
metamodeling) as well as to theories of the philosopher of science Mario Bunge [126], in particular, referring to the notions of ‘state
space’ and of ‘nomological state space’ [348, p. 85-86].

16<ontological” here rather in the philosophical sense, “theory” in the sense of a scientific theory

7E.g., supported by phrases such as “while conceptualizations are typically in the mind of people, i.e., implicit” [339, p. 8,
emphasis as in source] or “In general, however, a more effective way to specify a conceptualization is to fix a language we want to use
to talk of it, [...]” [ibid.]

8The qualification “widely” in this sentence refers to the description logic perspective, which is a major pillar of Semantic Web
languages and technology. In description logic, there is a well-known distinction of TBox vs ABox, see e.g. [34, sect. 1.3]. A TBox
captures general, ‘terminological knowledge’ by being “[...] built through declarations that describe general properties of concepts.”
[34, p. 17], whereas an ABox covers contingent, ‘assertional knowledge’ “[...] that is specific to the individuals of the domain of
discourse.” [ibid.]. Some authors adopt this distinction to refer to a TBox as ‘an ontology’, and to a pair / union of a TBox and an
ABox as ‘a knowledge base’, cf. e.g. [480, p. 76]. Similarly, [83, sect. 2] calls a (finite) set of (presumably non-factual) FOL sentences
‘an ontology’, which paired with a (finite) set of ground facts yields a ‘knowledge base’.

19Gee sect. 1.1.5.1 for recourse to Roman Ingarden’s modes of existence [443]. Further comments on existence occur wrt the
reference of constants in languages in sect. 2.1.2 and further below in sect. 4.2.
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Accordingly, such theories may be presented in diverse forms, e.g. ranging from natural language texts
to formal logical theories.?’ If we refer explicitly to the language-independent content of an ontology,
conceptualization will be used. The natural language presentation®! of an ontological theory is a verbalized
ontology. Complementary to that, formalized ontology refers to a formal or semi-formal representation of
such a theory,?? i.e., there must be a conceptualization that is expressed / represented / formalized. If this
assumption is false or irrelevant, terms such as theory and formal representation are in order. An exception
to this is the term OWL ontology in SW related contexts, where it may be used without expecting that
a conceptualization is represented. Formal ontology in our case refers exclusively to the discipline view,
basically assuming the definition by Cocchiarella [159, p. 640] quoted in the previous section. Formal
ontology in information systems or applied ontology derives from formal ontology but extends the field to
include engineering aspects and applications (in arbitrary domains).

ON ONTOLOGY CONSTITUENTS: CATEGORIES AND RELATIONS (A.O.)

The second terminological note concerns ontology constituents, i.e., (language or conceptual) elements that
ontologies are composed of. First, we observe that there is a frequent dichotomy between (1) notions that
are meant to categorize / classify entities on the one hand, and (2) notions that capture how entities are
interrelated / associated with each other.”3 Especially in the first case, the literature offers a rich variety
of terms, ranging from ‘category’, ‘class’, and ‘concept’ over ‘frame’, ‘kind’, ‘node’, ‘(unary) predicate’,
‘(monadic) property’, and ‘set’ to ‘term’?*, ‘type’, ‘unit of thought’, and ‘universal’.>> There is less diversity
in the second case, with terms such as ‘association’, ‘property’, ‘role’, and ‘relation’, but in any case, there
is no standard choice either. In both cases, most or all of the terms mentioned have various understandings
and come with connotations. Aiming at terms with few(er) connotations and ambiguity, primarily within
computer and information sciences, we prefer ‘category’ and ‘relation’ as our default choice of technical
terms for the distinction at hand.?® A category can be predicated of entities, which are called the instances
of the category. A relation connects entities. More precisely, several entities together may bear a certain
relation to each other, in which case they are called the relata or arguments. This may further be the case
for multiple such groups of entities and the same relation. Providing an example, an ontology capable of
analyzing the sentence “Lion Leo stands on the trunk of a fallen tree.” may comprise a category Lion and
a relation stand-on. Categories and relations play an important role in the overall thesis, already indicated
by the fact that sect. 1.1.5, 2.4, and 6.1 discuss this topic with increasing degree of detail and formality.
Again on the choice of ‘category’ as a term, our use of ‘category’ deviates from the usual understanding in
philosophy, where ‘category’ has a much more restricted reading as “highest kinds or genera” [821]. The
Lion example demonstrates this aspect, as well. Overall, the distinction between categories and relations
is just one basic choice. There may be further kinds of ontology elements, e.g. individuals, for which
Leo furnishes a case; for the next level of detail in considering individuals see sect. 1.1.5, but note also
individuals in the case of OWL ontologies, cf. sect. 1.1.3.%7

20The Ontology Definition Metamodel (ODM) [@75] adopts a range that is almost as broad, covering a spectrum from taxonomies
to logical theories [646, sect. 9, p. 31]. Its “actual” introduction herein is in sect. 1.1.3.4. Classifying ontologies based on lan-
guages / expressiveness aspects is discussed in sect. 1.1.4.1.

2l primarily, in the form of texts

22Note a richer distinction of ontologies into being ‘highly informal’, ‘semi-informal’ (expressed in restricted forms of natural
language), ‘semi-formal’, or ‘rigorously formal’ in [289, sect. 1.3, p. 9], with ‘highly informal’ and ‘semi-informal’ corresponding to
our notion of ‘verbalized’, whereas our ‘formalized’ covers jointly ‘semi-formal” and ‘formal’.

23NB: This is a starting point for sect. 2.4 and is treated there in greater detail.

24“Term’ is to be read in a linguistic rather than a formal logical sense here, cf. the end of the next sect. 1.1.3.

25This list is likely incomplete and most, if not all, terms can be read in several ways, arising from different contexts. Sect.
1.1.3 provides languages (and references) for several of the terms named here. Moreover, they vary in the degree by which they are
considered as “pure syntax” or as having a reading that is less closely associated with the syntax of a particular language / language
family.

260thers of the mentioned terms are also used, e.g., if it appears more appropriate in a given context, and occasionally also for more
varied language in the text.

27 As an anticipatory warning, individuals in OWL are a more formal/technical notion than the one mentioned here before, although
we conjecture that the latter inspired the naming of individuals in OWL.
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TAXONOMIC RELATION(S)

Two important relations shall be mentioned at this point already. The first is called is-a, generalization®®,
specialization, subsumption and/or taxonomic relation®® and connects categories with each other, such that
a subcategory specializes a supercategory, such as Lion specializes Animal. We assume familiarity of the
reader with “the” is-a relation®’, in particular with its extensional reading as characterized by “all instances
of the subcategory are also instances of the supercategory”, cf. e.g. logic-based formulations in [109, sect.
3.5, p. 36-37] and [345, sect. 1, p. 210], and we leave further considerations to later sections.’! In the
extensional reading, we also use the term subclass relation, in line with OWL. Finally, by the taxonomy
or taxonomic backbone of an ontology we mean the structure that consists of all categories in the ontology
together with the is-a relation/relational links among those categories, as given in the ontology>?. Moreover,
an ontology is called, more specifically, a taxonomy if it is represented solely as a hierarchy of categories,
cf. [637, p. 30-31], by interpreting / viewing that hierarchical relation as the is-a relation.?* 34

MEREOLOGICAL RELATION(S)

The second important relation connects parts with wholes and is therefore called part-whole, part-of, part-
hood, and/or mereological relation. Leo’s paw is a part of Leo, for example. “This” relation is likewise very
common in ontologies (as well as in modeling>), where the Foundational Model of Anatomy (FMA) [«38]
[714, 715] may serve as a widely known showcase. Numerous works in mereology®® suggest that several
relations may be meant and diverse views can be held, cf. e.g. [143, 394, 707]. In the general context of
this thesis we employ these terms with a very vague / weakly restricted interpretation only and without a
specific mereological theory in mind.?’

NOTIONS OF DOMAIN
Final remarks concern the term ‘domain’, which is used throughout this thesis and with contextually dif-
fering meanings. The first of these is a domain of knowledge / reality, with examples such as biology,
mathematics, medicine, surgery, time, functions, Arabidopsis thaliana’® [¢7], etc. ‘Domain’ in this sense
may be rephrased as ‘area of knowledge / interest’ or, from the point of view of a theory on a domain, as
‘subject matter’. Initial theoretic accounts on this notion of domain can be found in [392, sect. 14.7.1],
[393, sect. 16.3], and [667]. Associated with a domain of knowledge / reality, there are entities. These
are usually understood as individuals / particulars. Accordingly, it is meaningful to speak of a domain of
entities / individuals, referring to a set/ collection of entities associated with a domain of reality.
Remembering our general understanding of ontologies as theories, the previous notions of domain can
be applied to the domain of an ontology. This term can thus refer to the domain of reality that is the subject
matter of the ontology. Alternatively, the domain of an ontology can mean the domain of individuals that is

28LListing these terms on a par may seem problematic, e.g. if ‘specialization’ and ‘generalization’ are perceived as a pair of inverse
relations, in a formal sense. However, we can neglect the “direction” of the relation(s) here, and shall conceive of relations in the
later sections mentioned above in a way that supports viewing ‘specialization’ and ‘generalization’ as terms that refer to the very same
relation (though “read from different ends”).

29We use all those terms synonymously and, regarding direction, as is usual for natural language. Leo Obrst draws more fine-grained
distinctions in [637, esp. sect. 2.2.3, p. 30-32].

30See especially [107] for a discussion of various semantics that had emerged already until 1983. Some pointers to more recent
sources can be found in [345, sect. 1]. Cf. also the characterization in the context of terminological systems in [189, sect. 2.2].

31For example, taking into account criticism of the extensional reading from [758, esp. sect. 7].

32The phrase “as given in the ontology” targets its explicit content by default, assuming a formalized or verbalized ontology. Where
implicit is-a links are intended, this shall be mentioned.

33Consequently, a taxonomy is identical with its taxonomic backbone.

340ur use of ‘taxonomy’, although related, must be distinguished from more specific notions of taxonomy in the context of termi-
nological systems [189] or as discussed in connection with classification in [556]. If the is-a relation is distinguished into different
kinds, e.g. in [637, sect. 2.2.3, p. 31-32], this yields subtypes of the notion of taxonomy as introduced here.

35E.g., thinking of the relations / associations of aggregation [720, p. 164-168] and its subtype composition [720, p. 264-270],
which are explicitly contained in the Unified Modeling Language (UML) [@126] and are equipped with dedicated syntax elements.

36in philosophy understood as “the theory of parthood relations: of the relations of part to whole and the relations of part to part
within a whole.” [843].

31n contrast, specific sections below involve theories that contain parthood relations in an axiomatic context, e.g. the theories of
time in sect. 6.3.

38 A plant species that serves as one of the model organisms in genetics [@7] and that is therefore captured in biological ontologies,
e.g. [@9] in the NCBI Taxonomy Database [@69], [@8] in GFO-Bio [@47] [418].
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conceptualized through the ontology. The latter view suffices for most of our purposes. A more elaborate
notion of ‘domain’ starting from a domain of entities and augmenting it by sets of views and of classification
principles is described in [392, sect. 14.7.1].

The third reading of ‘domain’ found in this thesis is the domain of discourse of formal logical theories,
which we use synonymously with universe (of reference) wrt model-theoretic semantics, see sect. 1.5.2. In
this connection, let us stress a necessary distinction between an ontological notion of individual / particular
and that of a logical individual. The latter is merely equivalent to being a member in the domain of discourse
of the model of a logical theory.

1.1.3 Languages and Representation of Ontologies

BROAD SPECTRUM WITH REPRESENTATIVES RELEVANT FOR THIS THESIS

Various languages have been used for authoring formalized ontologies, covering a broad spectrum wrt the
degree of formality of the languages and underlying logical capabilities.>® That spectrum ranges from plain
lists / catalogs of terms over taxonomies and graph-based representations to full-fledged logical languages.
In line with the previous sect. 1.1.2.2, ontologies / ontological theories that are stated in the form of natural
language texts could be attached to the “less formal end” of that spectrum, yet without extending the notion
of formalized ontology to include them. Starting in the SW context, we first introduce a number of logical
languages (and some of their interrelations) that are relevant for this thesis, followed by covering pertinent
general modeling languages and specific formats.

1.1.3.1 Semantic Web Languages, FOL, and Common Logic

OWL, ITS RELATION TO DESCRIPTION LOGIC AND RDF, AND OWL TERMINOLOGY

Work on the Semantic Web has led to a set of dedicated ontology languages, which most clearly comprises
OWL / OWL 2 [¢91], [572, 856], and in a wider sense RDF Schema (RDFS) [119],*° RDF [¢105], [735]
and the Semantic Web Rule Language (SWRL) [432, 434], to name representatives that are well known
and established today.*! Note that from here on, the term ‘OWL’ / ‘Web Ontology Language’ may refer
to either standardized version of OWL. Where an explicit distinction is required, we use OWL 1 for the
corresponding set of 2004 standards and OWL 2 for those of 2012.

On the one hand, OWL is primarily grounded in (particular) description logics [34]. On the other hand,
it is tied to / based on RDFS and thus RDF. This is reflected in the fact that for OWL 1 as well as for
OWL 2 two distinct semantics are defined. The “direct semantics” [OWL 1: 661, sect. 3], [OWL 2: 603]
is closely related to description logics, and the “RDF-compatible / RDF-based semantics” [OWL 1: 661,
sect. 5], [OWL 2: 732] extends the genuine semantics of RDF [380, 384]. These two variants of semantics
give rise to the distinction between OWL Full and OWL DL, referring to “RDF graphs considered as [OWL]
ontologies and interpreted using the RDF-Based Semantics” in the case of OWL Full, and for OWL DL
to “[OWL] ontologies interpreted using the Direct Semantics” [856, sect. 2.3], cf. also [732, sect. 9]. The
understanding of OWL DL as a description logic*? requires some syntactic conditions to be satisfied [856,
sect. 2.3], therefore, syntactically, it forms a sub language of OWL Full. Regarding semantics and roughly
speaking, both semantics agree with each other regarding entailments from OWL DL ontologies, captured

39 Similarly to the recurrence of the SW layer cake [@111], cf. FN 8 on p. 3, a common illustration of this “ontology language
spectrum” (in several variants) pervades the literature. Presumably it was first published as [506, Fig. 1], where a note traces it back
to a conversation in preparation for an ontology panel at the AAAI 1999 conference, cf. [@2] (slide 3; p. 12 of the guide for the panel).
Further versions of mutually distinct authors are, ordered by publication year, [767, p. v], [829, Fig. 2], [289, Fig. 1.10], [348, Fig.
3.14], [339, Fig. 4], and [637, Fig. 2.2].

4ONotably, the RDFS specification [119] provides a vocabuly extension for RDF, whereas all other pairs of languages differ sub-
stantially, e.g., in their abstract syntax (cf. sect. 2.1.1 for that notion).

“1Besides other languages of current relevance and use, the development in the Semantic Web has witnessed a variety of predeces-
sors and alternatives, cf. [289, ch. 4], [435, sect. 4].

“20WL 2 DL is strongly related to / compatible with and in many works identified with the description logic SROTQ [429], cf.
the remarks in [856, sect. 2.3] and [603, sect. 1] on their relation. Similarly, OWL 1 corresponds most closely to the description logic
SHOIN (D) [431, sect. 3], cf. [431, esp. sect. 4] and [435, sect. 7.1] for their relation, and see [170, p. 27-32] for a clear presentation
of minor differences between the two.
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with more precision in correspondence theorems for the two types of semantics [OWL 1: 661, sect. A.1.5],
[OWL 2: 732, sect. 7.2]. In the sequel, ‘OWL’ (without any accompanying adjunct) refers implicitly to
OWL DL.

MAJORITY OF SW ONTOLOGIES IS REPRESENTED IN LOGICAL LANGUAGES

Not only OWL but all of the SW languages named above are equipped with a formal, model-theoretic se-
mantics (cf. sect. 2.1.3) on the basis of which entailment relations are defined. Therefore, these languages
exhibit a formal logical character, which enables reasoning as well as meta-logical analysis, a.0. Accord-
ingly and at least in the context of the SW, nowadays the majority of ontologies is represented in terms of
logical formalisms. While their utilization for ontology representation has become widespread over recent
years, this may meanwhile be hidden in the technology provided in the SW.

FOL AND FURTHER LOGICAL LANGUAGES ARE USED FOR ONTOLOGY REPRESENTATION

The development of description logics (DLs) themselves [34] was originally closely tied to the goal of rep-
resenting “terminological knowledge” [109, esp. sect. 3.5 and sect. 9.7].*> Many other logical formalisms
have been employed for the representation of ontologies, usually outside of and earlier than in the SW con-
text. First and foremost, classical predicate logic, in particular first-order logic (FOL) is to be named in this
respect, in different varieties of presentation and minor detail. To a much smaller extent, higher-order logic,
cf. [223], and modal logics, cf. [267], have been employed, e.g., see the use of the latter in [558].

FOL is at the heart of this thesis and will be discussed from various angles in detail subsequently. We
assume a certain conceptual familiarity with FOL at the side of the reader. Therefore, for introductory
purposes we only mention some standard texts from which we profited particularly, namely those** of
Heinz-Dieter Ebbinghaus, Jorg Flum, and Wolfgang Thomas [214], Herbert B. Enderton [221], Wilfried
Hodges [411], Wolfgang Rautenberg [691], Philipp Rothmaler [717], and Wolfgang Tuschik and Helmut
Wolter [826]. Of course, a technical introduction of notation follows below, in sect. 1.5.2.

COMMON LOGIC AND SEMANTICS OF SW LANGUAGES

In computer science and especially in KR, there are FOL derivatives such as the Knowledge Interchange
Format (KIF) [272-274]* and its more recent “successor’*® Common Logic (CL) [452], [«18], standard-
ized by the International Organization for Standardization (ISO) [¢61] in 2007, that researchers have re-
sorted to for ontology representation.

The CL standard “specifies a family of logic languages designed for use in the representation and in-
terchange of information and data among disparate computer systems. [...] It defines an abstract syntax
and an associated model-theoretic semantics for a specific extension of first-order logic.” [452, p. 1]. We
call CL a ‘FOL derivative’ because it features more syntactic freedom, e.g. allowing all non-logical sym-
bols in predicate as well as in argument positions*’, and a distinct semantic approach. Chris Menzel lists
“type-freedom, variable polyadicity, and "higher-order"quantification” [577, p. 2] as the major semantic
differences and elaborates on them concisely in [577, sect. 2]. Herein, more details on CL itself are covered
in sect. 7.2.2.2.

In connection with the SW, there are some corresponding elements / aspects between CL, RDF, and
Lbase [347], a language intended to serve as “a framework for specifying the semantics for the languages
of the Semantic Web.” [ibid.] by a translational approach (which has not materialized, however, since
its introduction in 2003).*® These correspondences mainly concern their underlying “philosophies” / basic
approaches to defining (the semantics of) all three languages, for all of which Patrick J. Hayes acted as a
contributor and proponent. The deviations from the classical blueprint in the form of (standard) FOL led to

43 At that time, several years around 1990, DLs were called ‘term subsumption languages’, ‘terminological logics’ [617], ‘termi-
nological representation languages’ [731], ‘concept languages’ [30], or ‘KL-ONE based KR languages’ [29]. For the latter, cf. the
remarks on semantic networks and KL.-ONE [110] below.

44in alphabetical order of first author surnames, without expressing any preference here

4For example, KIF has been used in the Ontolingua system [235], [311, sect. 3] (the paper of Thomas Gruber’s ontology definition,
cf. sect. 1.1.2.1), [@83], cf. also [211, sect. 4.1], developed at the Knowledge Systems Laboratory of Stanford University in the U.S.
in the early 1990s. Both projects appear tightly coupled, cf. e.g. [272, 309, 310].

Note further that the KIF effort had already been criticized during early phases of its development, e.g. in [281].

46Cf. [577, p. 2] for a similar remark on the relationship between KIF and Common Logic.

#Tusing classical FOL terminology

“BFor an analysis and comparison of the model-theoretic semantics of CL and RDF (and Extended RDF [14]), see [439].
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feisty / lively discussions in early years of the SW, cf. e.g. [433], and to the semantic definitions for OWL
in its two flavors, direct and RDF-based.

1.1.3.2 Description Logics: A Brief Introduction

BASIC CHARACTERIZATION AND EXAMPLE

Bridging from the direct semantics of OWL back to description logics (DLs), we return to logical languages
with their classical semantics, in general. Essentially, the field of description logics is concerned with a
meanwhile large family of variable-free logical languages, i.e., their development and analysis. The formal
expression (1.1) is a typical example of a DL statement in the area of family interrelationships, namely
that the notion of ‘all women that have a child and that have only female children’ is a specialization

of / subsumed by the notion of ‘mother’.*

(1.1)  Woman M 3hasChild. T M VhasChild.Female = Mother.

MAJOR NOTIONS (CONCEPTS, ROLES, INDIVIDUALS), AXIOMS, AND NAMING

The basic ingredients in DLs are concepts (e.g., Woman and Mother), roles (e.g., hasChild),>® and indi-
viduals (not contained in (1.1)), as well as constructors of logical or similar kind (e.g., M as conjunctive
concept constructor, and the quantificational concept constructors 3 and V that take a role and a concept as
arguments). Iteratively, these ingredients can be combined into concept descriptions / new concepts (e.g.,
FhasChild. T in (1.1)) and complex roles. The concepts and roles that these iterations start from are called
atomic concepts or roles, or, from a merely syntactic perspective, concept or role names. Regarding the
meaning of these ingredients, one should start from the background assumption of a domain D of discourse
entities / a set D of objects under consideration.’! The modeling intuition for concepts is to capture cat-
egories / classes / types of the entities in D. Roles are intended to express relations among objects in D,
commonly binary relations only. Individuals refer to single elements of D. Accordingly, individuals can be
typed by concepts / can be instances of concepts.

Actual statements in description logic are made by specifying DL axioms, which are distinguished into
terminological axioms/TBox axioms and assertional axioms/assertions/ABox axioms.”> TBox axioms such
as (1.1) declare subsumption or equivalence relationships between concept descriptions. ABox axioms state
which concept descriptions or which roles apply to an individual or to two individuals, resp. In the sequel,
all of the terms DL theory, DL knowledge base, and DL ontology refer to sets of arbitrary DL axioms.
By the above distinction, every DL theory 7' can be viewed as being composed of a TBox, the set of all
terminological axioms in 7', and an ABox, comprising all assertions in 7T'.

DL LANGUAGE FAMILY

The DL “family of [. . .] languages” constitutes itself on the grounds that allowing for different sets of logical
constructors in concept descriptions and complex roles yields different languages with varying metalogical
properties, e.g., regarding their decidability and the complexity of reasoning problems. The DL ALC and
the above-mentioned SROZQ (OWL 2) and SHOZN (D) (OWL) are examples in this respect.’> More

49More naturally speaking, (1.1) reads as: ‘All women that have only daughters as their children are mothers.’

50Below we shall use ‘DL role’ where confusion with other readings of ‘role’ may arise, e.g. with role in an ontological sense as in
[530, 561]. In any non-technical use ‘role’ is employed.

51The concept T in (1.1) is interpreted by this set D.

32 Accordingly, TBox stands for ‘terminology box’, ABox for ‘assertional box’. Cf. [33, p. 12—13], which refers to “taxonomy” as
an alternative wrt TBox.

33The acronym ALC can be derived from “Attributive concept Language with Complements” [35, p. 139], whereas variants can
be found elsewhere, e.g., “Attributive Language with Complement” [781, p. 261], [@26] or similarly “Attributive Language with full
Complement” [781, p. 510]. The language itself was originally introduced in [731] in 1991, based on earlier technical reports dating
back to 1988 with [730]. Wrt [731], AL can be linked with “Attributive concept description Languages” [731, p. 7], then “ALC is
obtained from AL by adding general complements” [731, p. 6]. Since then, the names of many other DLs, i.e., those that extend AL
by additional constructors (including SROZQ and SHOZN (D)), follow a scheme of letters associated with constructors available
in a language, cf. [33, Appendix, esp. Table A.1 and sect. A.4], [35, p. 143], [@26], or sect. 2.2 of [@25] for overviews.

ALC is of fundamental character in that (a) it is propositionally closed, i.e., it covers all Boolean operators (1, LI, = in DL), and (b)
it comprises both, universal and existential quantification in role restrictions. Moreover, it is widely presented in introductory teaching
on DL.
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elaborate alternatives to the present passage can be found, a.o., in early chapters of the thorough Description
Logic Handbook [33, 34] and in [35, sect. 3.1], which gives a gentle, 5-page introduction, including remarks
on the historic development of DL as a research area.

DLS AS FOL FRAGMENT WITH SPECIFIC FEATURES

Regarding the relationship between description logic and first-order logic, decidability is a crucial aspect.
For unrestricted FOL, important reasoning problems are undecidable, first and foremost>* whether a given
theory entails a given formula and whether a given theory is consistent, cf. [693, sect. 3.5 and ch. 6]. In
contrast, decidability is a major criterion in the DL community, aiming at the practical feasibility of the
formalisms developed.> ‘Decidability’ refers to typical reasoning problems wrt DLs, such as checking for
the consistency of a DL theory or for the satisfiability of a concept defined within a DL theory. In a coarse-
grained view, most®® DLs developed to date can be perceived as determining / corresponding to decidable
fragments of FOL. [33, sect. 4.2] expounds the relationship between DL and FOL in some detail, partially
summarizing from and further referring to [96]. Most DLs turn out to be sublanguages of the 2-variable
fragment of FOL that employ only unary or binary relations.>’ This can be seen by a natural®® translation
function of DL expressions into FOL expressions, e.g., see [33, sect. 4.2, p. 150] for ALC or [405, sect.
5.2.2] for SROZQ.

1.1.3.3 Horn Logic, Logic Programming and Rule Languages

THE HORN FRAGMENT OF FOL AND EFFICIENT QUERY COMPUTATION

Horn logic is another fragment of FOL that allows for efficient computations of certain specific kinds,
named after Alfred Horn [«5] due to considering the corresponding type of formulas in his [427]. By
common FOL terminology, a formula that is (at least equivalent with [693, p. 140]) a disjunction of literals
of which at most one is a non-negated atomic formula and that can be preceded by variable quantifications
is called a Horn formula. A universal Horn sentence is a Horn formula where all variables of the disjunction
are universally quantified. Querying a set/ theory 7" of universal Horn sentences by another formula, the
query (), means to determine whether 7" entails (), where @ itself is a Horn formula with negated atomic
formulas only and only existentially quantified variables. The usual response to such an entailment is a
plain yes or no in the case of general FOL theories 7" and formulas (). In addition, based on the notion
of Herbrand models (or, more generally, term models), Herbrand’s theorem, see e.g. [693, Theorem 4.1.2,
p. 139], and the notion of variable substitutions, querying in the Horn fragment in the above way enjoys
the existence of answer substitutions if and only if the corresponding entailment holds, where an answer

54In our opinion and from the perspective of utilizing FOL for ontology representation.

55Notably, the notions of ‘decidability’ and ‘tractability’ should not be equated. Polynomial algorithms are commonly still seen

as tractable, but whether and what is accepted beyond that is subject to diverse views. For instance, [135, p. 59, 61, and esp. 65—
66] motivate the introduction of a specific description logic DL-Lite with the assessment that a worst-case exponential behavior of
reasoning (and thus, implicitly, behavior with even higher computational complexity) of expressive DLs is infeasible in practice, which
is particularly considered wrt data complexity and query answering.
Regarding DL-Lite, [26] of 2009 contains a survey and systematic study of extensions of DL-Lite, referred to as the DL-Lite family.
[137] is the earliest work on DL-Lite mentioned in [26, esp. p. 18], whereas [135, p. 65] connects DL-Lite already, a.o., with [136].
The latter work is based on a language L?( in FOL-style notation, characterized as “a subset of FOL that captures the fundamental
features of frame-based knowledge representation formalisms and of ontology languages for the Semantic Web.” [136, p. 471], only
mentioned to correspond to a DL in [136, p. 472, FN 4]. That association with frame-based KR formalisms, as well as the goal,
formulated for DL-Lite, to be “capable of representing some basic features of conceptual modeling formalisms” [26, sect. 4, p. 18] is
interesting, because these kinds of formalisms will be introduced and related to description logics nearby below.

560ne constructor that exceeds the capacity of FOL is the role constructor -F for the transitive closure of roles, cf. [33, Def. 2.28,
p. 91], introduced in [30]. Its semantics requires that a role expression R is interpreted by the transitive closure of the interpretation
of R. This constructor should not be confused with the (FOL-compatible) role constraint of “transitive roles” [33, Appendix, p.
487], where the latter, applied to a role S, only requires that .S is interpreted by a transitive relation. Although -t transcends FOL
expressiveness [33, p. 149], it can be combined with other constructors and still yield a decidable DL [30], cf. also [@26].

57 Although there are exceptions in both regards, being a FOL fragment and allowing for only binary relations. Transcending
FOL expressiveness is exemplified by - T in the previous FN 56. DLR is an example presented in [33, sect. 5.7] as one alternative of
defining a DL with n-ary relations. Further, there are “too expressive” description logics to the extent that standard reasoning problems
are undecidable. [@26] identifies ALC extended with intersection and complement on roles together with role chaining as a language
where concept satisfiability and ABox consistency are undecidable, referring to [727].

S8«patural” by taking the formal semantics of the respective DL and FOL languages into account.

11
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substitution maps the existentially quantified variables of () to ground terms (terms without variables)>’
in the FO language. Moreover, answer substitutions can be computed efficiently, typically on the basis of
resolution (and involving unification). For more detailed expositions we refer to [288, ch. 4-7], [693, ch.

4], [70, sect. 3.5 and ch. 9], and [109, ch. 5]°.

RULE LANGUAGES AS ANOTHER RELEVANT CLASS OF REPRESENTATION LANGUAGES

One may say that the Horn fragment of FOL forms the purely logical representative of a much wider
class of languages that we refer to as rule languages | rule-based formalisms. Horn logic yields a simple
form of logic programming®', the semantics of which is still defined model-theoretically, while a deviation
from pure FOL semantics can already be observed, e.g., by reference to Herbrand models. Extensions of
those simple (or “classical”) logic programs have required new semantic definitions, thereby increasingly
leaving the framework of classical logic. In these regards, we can recommend [70, ch. 9] to readers capable
of German, which proceeds from Horn logic to logic programming with default negation and further to
answer set programming, well clarifying the relationships between the corresponding semantics based on
Herbrand models, stable models®?, and answer sets.

Syntactically, logic programming is based on rules, constructs that can be read as if-then-sentences,
e.g., “If x is a bird, then x flies.”,% where the if-part is called the body of the rule, the then-part its head.
More formally captured and limited to Horn logic, rules collapse with FOL implications with at most one

atomic formula in their head and none or possibly multiple ones in their body.

In general, rules appear as a fairly intuitive way of representing interrelationships / knowledge. Beyond
logic programming or, more generically, inferencing (and typically departing even further from classical
logic), there are diverse further rule languages that share the general approach of rule-based representation
from a syntactic perspective, but rely on a different semantics/interpretation and/or different modes of how
computing with rules works. Prominent examples in these regards are production rules, cf. [109, ch. 7], as
well as reactive (or event-condition-action) rules, cf. the mentioning in [475, sect. 2].64 Altogether, a plural-
ity of types of rule languages and systems with associated inference / computational mechanisms / engines
exist. They are relevant in connection with ontologies, directly as languages for ontology representation
as well as in situations where users of rule languages may wish to utilize ontologies represented in other
formalisms.

RULE LANGUAGES IN THE SEMANTIC WEB AND THEIR LINKAGE TO DLS

The importance of rule languages has a strong reflection in the family of languages associated with the
Semantic Web. Due to the differences between the semantics of DLs (and FOL) and the logic programming
semantics of rules®, it was neither clear nor uncontroversial in the early 2000s how a “rules layer” should
be integrated into the Semantic Web language stack [e111]. [430] discusses effects of adopting the different
semantics even for Description Logic Programs (DLP) [308] only. Roughly speaking, DLP refers to the
overlap / intersection of DLs and Horn logic, both perceived as fragments of FOL (and thus under FOL(-

This applies immediately only to theories without equality, whereas matters are more sophisticated if equality is involved, cf.
[693, Remark 4.1, p. 142, and Theorem 4.2.2, p. 143], in greater detail [691, p. 122—123] and [288, sect. 4.3 and ch. 5].

60109, sect. 5.4] comprises some historical notes about the route from Horn formulas to logic programming (cf. FN 61) and the
language Prolog [@96], in particular.

61Logic programming is viewed here as a term for a family of approaches / languages that is, roughly speaking, more general than
Horn logic, but more specific than the family of rule-based languages. Michael Gelfond and Nicola Leone provide a valuable, compact
survey section (with many further references) on the history of logic programming (and connections to nonmonotonic reasoning) in
[269, sect. 1]. Moreover, they introduce logic programming under answer set semantics (in 2014 terminology) in [269] as a basis for
‘logic programming and knowledge representation’, in and for an equally named and oriented special issue of Artificial Intelligence
[@4] of 2002. One of the very early works on logic programming cited in their article, which is also referred to in [839, ch. 1, sect.
1.4.4, p. 65], is Robert Anthony Kowalski’s comprehensive exposition [484] of the paradigm from 1979.

62introduced by Michael Gelfond and Vladimir Lifschitz in 1988 in [270].

93 Typical formal notations for this rule example are Flies(x) < Bird(z), cf. e.g. [70, Def. 9.1, p. 270] and [218, sect. 2.1], or in a
common Prolog [@96] notation Flies (X) :— Bird(X).

64 [659, p. 10-11] distinguishes six kinds of rules, five of which we consider to rest on distinct basic principles, named derivation,
transformation, integrity, deontic, and reaction rules. (Facts are named as a sixth class, yet we find that facts belong to a different
dimension of classification.)

65 Already ignoring other types of rules.
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compatible) semantics).?® It served as one source of inspiration for the OWL 2 RL profile, which defines
“a syntactic subset of OWL 2 which is amenable to implementation using rule-based technologies” [601,
sect. 4].

Overall, however, there is no unique solution to integrating rules and DLs for the Semantic Web, nor
do we see that one of the options identified in the literature®’ were adopted as “the” de facto standard.®® In
[659] of 2009, Adrian Paschke and Harold Boley survey the landscape of rule languages in the Semantic
Web, distinguishing rule markup languages (basically, languages with an XML dialect as (one) concrete
syntax) from “Semantic Web rule languages” that use an ASCII-based syntax®. Let us instead distinguish
between languages for rule interchange, aiming at a broad coverage of rules of distinct kinds (as mentioned
above), and specific rule languages (within particular kinds). The Rule Interchange Format (RIF) [475]
[¢106] and the Rule Markup Language (RuleML) [92] [e109] are noteworthy representatives of interchange
languages. Specific languages that focus on inference and are close to FOL and / or logic programming are
most closely related to this thesis. An early proposal in this direction is SWRL, the Semantic Web Rule
Language [432, 434] already mentioned above, that “extends the set of OWL axioms to include Horn-
like rules” [432, sect. 1] and is dubbed ‘“‘as roughly [the] ‘union’ ” of description and Horn logic in [659,
p- 31. SWRL presents a solution that is semantically oriented at DLs and expressive, and that has been
implemented in software tools. For example, the latter is supported by (the bundled plugin SWRLTab [«99]
[638] for) the well-known and broadly used’® ontology editor Protégé [¢97]. From a reasoning complexity
point of view, SWRL’s expressiveness comes at the price of being undecidable [434, esp. sect. 6, cf. also
sect. 9]. Since its proposal, decidable/tractable rule extensions have therefore been subject to much research,
cf. e.g. [40, 490].

1.1.3.4 Further Languages in Knowledge Representation and Conceptual Modeling

GENERAL LANGUAGES IN KR AND CONCEPTUAL MODELING

What may be called “general KR and modeling languages” forms a large class of languages that are rel-
evant wrt ontologies and ontology representation, and to some extent for this thesis. All or many of the
languages of the previous sections can be seen under this umbrella. In this section, we focus on “remain-
ing” approaches, linking some of them to those introduced before.

SEMANTIC NETWORKS

In connection with description logics, observe that they grew out of reasoning systems such as KL-ONE
[110, 883].”! Those reasoning systems themselves fall into or at least emerged from the area of semantic
networks | semantic nets, cf. [516]. This area, in turn, refers to a large family of graph-based representation
approaches, where the graphs are meant to consist of conceptual units and relations among them, and
can be utilized to automatically derive implicit knowledge, usually through specific graph-based methods.
The field was studied and developed primarily during the 1960s-1980s.”? Interestingly, originally it was
introduced in Al rather as a renunciation of KR based on classical logic, before preparing the ground for
description logics. Related to ontology and ontological issues, the field of semantic networks has led to
interesting and inspiring works on their semantics, e.g. by William A. Woods [882] and Ronald Brachman
(a core figure in developing KL-ONE) and his colleagues, cf. [105, 107, 108]. Notably, and “although”
equipped with a formal semantics, we believe that RDF(S) may be seen as a modern semantic network

66[308] introduces DLP initially and in detail, actually and more precisely distinguishing between DLP and Description Horn Logic,
see [308, esp. sect. 2 and 5]. [389, sect. 21.4] comprises a condensed exposure, [24, sect. 4] is an in-depth recapitulation.

67Cf. e.g. [24, 430], [218, esp. sect. 4], [219, esp. sect. 4-5], and [659, p. 13-16].

%8 Nevertheless and naturally, some approaches have become more widespread than others. This certainly includes the RL profile in
OWL 2 [601, sect. 4] as well as SWRL [432, 434] (see below in the main text).

69 ASCII stands for American Standard Code for Information Interchange [22], cf. [@10]

70Quoting [@97] on Aug 12, 2014: “Trusted by over 244,817 users”.

"I This explains their naming as “KL-ONE based representation language”, cf. FN 43.

7230hn Mylopoulos [614, p. 130] attributes the proposal of semantic networks to M. Ross Quillian’s PhD thesis [678] (1966), which
uses the term “Semantic Memory”, while the 1968 publication [679] is named “Semantic Networks”. Fritz Lehmann [516, sect. 2.2]
traces back the roots of semantic networks further to Richard H. Richens’ system Nude, cf. [776], in the context of machine translation
(similarly, Quillian’s work relates to text understanding, a.o.), where Richens mentions an “interlingua” that is left with “a ‘semantic
net’ of ‘naked ideas’” [706, p. 23] (1956).
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approach.”® Fritz Lehmann’s survey [516, sect. 1.1, p. 3] points out 8 sub families of semantic network
systems and also mentions directions that became more popular later, such as rule-based (expert) systems
and object-oriented systems.

FRAMES / FRAME-BASED LANGUAGES

Yet in 1992, he states “The standard representation of semantic networks in conventional computers uses
frames as data structures.” [516, sect. 4, p. 8]. This leads us to frame-based languages in knowledge
representation, cf. [109, ch. 8] and [773, sect. 3.2]. They are named after the notion of frames introduced
by Marvin Minsky in [587, 588] as a “data-structure for representing a stereotyped situation” [587, p. 1],
actually in the context of computer vision. Though some core ideas may still be shared, the more modern
understanding of frames has developed significantly away from the original work and its context. “The
fundamental idea of a frame system is rather simple: A frame represents an object or a concept. Attached to
the frame is a collection of attributes (slots), potentially having types (or value restrictions) and potentially
filled initially with values. When a frame is being used the values of slots can be altered to make the
frame correspond to the particular situation at hand.” [506]7*. Originally the Protégé ontology editor
followed a solely frame-based approach [224],”> which is meanwhile accompanied side-by-side with a
genuine DL/OWL-oriented reimplementation, cf. [864] and [¢98]. Indeed, according to our perception, the
immediate relevance of frame-based languages/systems for issuing ontologies has diminished substantially
since the early 2000s.76

F-LogGIc AND HILOG

Yet, there is another reason of why frame-based KR is worth mentioning. The short characterization of
frames above already indicates a great similarity to concepts in object-orientation (O0),”” At the crossroads
of frame-based, object-oriented, and logical (KR) languages/systems, we find F-Logic (derived from ‘Frame
Logic’) [¢36] [474, 476] is a well-known (cf. [¢36]) formalism to account “[...] in a clean and declarative
fashion for most of the structural aspects of object-oriented and frame-based languages.” [476, p. 741],
based on overlapping features in these paradigms.”® F-Logic plays a role in ontology representation [20],
though a minor one, esp. since the standardization of OWL. The related and more recent FLORA-2 project
[«37] develops a knowledge base language and a corresponding application development environment that
rest on combining aspects of the rule-based and the object-oriented paradigms. It is proposed as a KR
and inference framework for the Semantic Web in [888], as one of its major intended applications. The
FLORA-2 language is based on F-Logic, HiLog [151], and Transactional Logic [93] (a logic to capture
state changes in logic programs and databases).

HiLog [151] is a logical framework with metaprogramming capabilities that was suggested to substitute
predicate logic as the basis of logic programming (insofar rather subject to sect. 1.1.3.3). It is motivated
by the tradeoff between, on the one hand, the manipulability of predicates, functions, and atomic formulas
within the language and, on the other hand, the goal of a sound and complete proof procedure. [713] (before
presenting extensions of HiLog to allow for negation in its rule bodies as the actual contribution) nicely

73Going another step to viewing even the Linked Open Data (LOD) cloud [84] as a semantic network might be tolerated from a
very abstract point of view and depending on a positive evaluation of the question of how much semantics is attributed to the data
items published there. On the other hand, it seems to overexpand the concept of semantic networks, e.g. by ignoring the extensive
technological background in Linked Data.

74 For actual frame-based systems / KR approaches, cf. three references in [506] to works from the 1980s and 1990s. These
include [148] on Open Knowledge Base Connectivity (OKBC) [149], “an application programming interface for accessing knowledge
bases stored in knowledge representation systems” [@€77] and “a successor of Generic Frame Protocol [@50]” [@77]. Notably, we find
the stance instructive that relates frames to classes, individuals, slots, and facets in OKBC, as described in [148, sect. “The OKBC
Knowledge Model”].

TSProtégé has a long development history from its first version mainly due to Mark Alan Musen in the late 1980s [611, 612] via
Protégé 2000 [224], cf. also [211, esp. sect. 4.3] to Protégé 5.0 under development during 2014, cf. [@98]. Wrt FN 74, Protégé 2000
was designed to be OKBC [@77] conformant, see [633, sect. 1].

76 According to our knowledge, the Foundational Model of Anatomy (FMA) [@38] [714] is the latest large ontology that is based
on frames (and was developed by means of Protégé). Since its publication it has been converted into OWL at least three times, with
differing goals and approaches [286, 287, 634, 635], [@40]. The OWL version [@39] that is offered (and used by several other projects)
through BioPortal [@15] is described to rely on [634].

71Cf. also the remarks in [506, p. 96], providing further references.

78See (476, sect. 1] for few corresponding remarks.
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summarizes a feature of HiLog that it shares with Common Logic (CL) (sect. 1.1.3.1), namely allowing for
predicate names in argument positions,’” while maintaining a first-order semantics by a distinction between
predicate names and predicate extensions. We return to this aspect in sect. 7.2.2.2.

CONCEPTUAL MODELING LANGUAGES, FIRST INCL. OO AND UML

Turning to object-orientation itself, as it emerged in software engineering in connection with object-oriented
programming (OOP). We do not concern ourselves with programming languages as such, but with related
modeling languages. More broadly, conceptual modeling (CM) languages in fields such as information
systems, databases, software engineering, and business process management yield the second branch of
“general KR and modeling languages”, because many have been studied and utilized in connection with
ontologies and their (semi-)formal representation. A prime example in these regards is the Unified Model-
ing Language (UML) [¢126] [94, 95, 640, 643, 644, 648, 719, 7201,%° as standardized by the Object Man-
agement Group (OMG) [«78]. Similarly to the case of the different OWL versions, we refer to UML as an
umbrella term for its various versions, only naming a specific version where necessary. Examples of works
utilizing or suggesting UML as ontology specification language include the Ontology Definition Metamodel
(ODM) [€75] [646] by OMG itself?!, and various individual publications, such as [168, 230, 479, 655].

Regarding the semantics of UML, note that some caution is in order wrt whether or not to attribute
UML a formal semantics. The language and its modeling elements are determined in its specifications,®?
the normative parts of which specify the semantics of UML in terms of paragraphs in natural language
text. Regarding formal semantics for UML, there are and were group initiatives with this objective, like
the UML 2 Semantics Project [122] or the precise UML group (pUML) [229], besides diverse individual,
often aspectual proposals, e.g. [495, 783]. [371] aims at guiding basic understandings in this context.
Meanwhile, there is a standardized semantics for executable UML models that employ a specific subset of
model elements [650]. Wrt the present work, however, we are not aware of any declarative, e.g., referential
semantics (see sect. 2.1 below).

ANOTHER CONNECTION: ONTOLOGICAL FOUNDATION OF CONCEPTUAL MODELING (LANGUAGES)

Moreover, research on the ontological foundations of conceptual modeling as well as ontology-driven in-
formation systems engineering appears to be increasing over recent years. Its roots date back (at least)
to a similar time at which ontologies found their way into KR and KBS, cf. especially the work of Yair
Wand and others, e.g. [800, 859-861] and further references therein, where already the 1989 work [859]
utilizes the ontology of Mario Bunge [126, 127] for modeling objects as representation constructs®® For
a shorter time, but in a similar spirit, Giancarlo Guizzardi with various colleagues, cf. e.g. [11, 186, 348—
350, 352, 353, 357, 359], and other groups, see e.g. [231-234, 299-301, 651, 861, 863], have been pursuing
similar efforts, making explicit use of ontological analysis and ontological theories / proposed ontological
systems®*. Two major objectives are applications of ontological work “[...] to the evaluation of concep-
tual modeling languages and frameworks [...] and to the development of engineering tools (e.g., method-
ological guidelines, modeling profiles, design patterns) that contribute to the theory and practice of this
discipline [of conceptual modeling].” [351, p. 2]. In several cases this applies directly to UML, e.g. in
[231, 352, 353, 359]. Notably, this has led to the first ontologically founded UML editor OntoUML [e87]
[75, 76], originating from [348].

79 Actually, neither HiLog nor CL draw any syntactic distinction between predicate, function, and constant symbols [151, sect. 2.2],
[713, p. 2], [452, sect. 6.1, esp. clauses 6.1.1.9-6.1.1.12].

80These citations refer to the main UML sources we have partially dealt with / consulted while working on topics of this thesis, with
a major focus on classes / classifiers (in connection with class diagrams), and some, but less consideration of diagrams for use cases,
activities, and state machines.

810DM was standardized as [646] in 2009, after an extended period of previous versions, incl. [209] (2004) and [441] (2006), and
foregoing works such as the UML to OWL conversion in [268].

8216471 (2011) is the most recent version formally adopted. Moreover, the “Beta 2" version [648] of its (intended) formal successor
is available since 2013. According to its p. i, it is a minor update that mainly results from simplifications to [647].

83With some deviations from OOP characteristics of objects, e.g. considering message passing not as a fundamental modeling
construct, but rather as implementation metaphor [860, p. 289].

84Some of those being covered in sect. 1.1.4.2 below.

15



1.1 Background

THUS MANY MODELING LANGUAGES ARE RELEVANT, IN PRINCIPLE

According to the observations on conceptual modeling languages in general, various other languages /mod-
eling approaches enter the broader context of this work, as languages for expressing ontological content or
as subject to ontological evaluation, foundation, and enrichment. These include Entity-Relationship (ER)
modeling®® and its descendants, further Object Role Modeling (ORM) [¢89] by Terry Halpin et al. [367,
368], the Object Process Methodology (OPM) by Dov Dori [206], Conceptual Graphs (CGs) as fostered by
John Sowa [772].%, the approach of Formal Concept Analysis (FCA) [261], and process-oriented modeling
formalisms such as the Business Process Modeling Notation (BPMN) [645]. Without going into any details,
domain-specific modeling (languages) may also be considered, cf. [466].

While we became aware of the named formalisms in varying degrees of detail during the period of
working on this thesis, most of them will not be treated in detail subsequently. Nevertheless, the purpose of
naming them here is to explicate and clarify the range of entities that is meant by a general reading of the
terms ‘language’ and ‘modeling language’ herein. Moreover, some of the established interrelations among
them are indicated on purpose, e.g. between FOL and DLs or Horn formulas, between the latter and logic
programming, etc.

1.1.3.5 A Domain-Specific Format for Biomedical Ontologies

OBO (AND OBO FORMAT) IN THE CONTEXT OF BIOMEDIAL ONTOLOGIES

We conclude the brief survey of “ontology-related languages” (in a loose sense) with a specific format /
language that was developed for the semi-formal representation of biomedical ontologies®” and thus relates
to sect. 5.4 below. The OBO Flat File Format [182], cf. also [285, 428], was developed in the mid 2000’s
in connection with the OBO-Edit “ontology editor for biologists” [183], which itself spawned®® from the
Gene Ontology (GO) project [51] [27, 820]. The label “Open Biomedical Ontologies” (OBO), nowadays
extended to “Open Biological and Biomedical Ontologies” [¢73], gave rise to the name of the format,
denoting an effort initiated by leading GO developers to support the bio-ontology community that was
rapidly emerging during the 2000s.3° The format became the de facto standard when various projects
started the development of further bio-ontologies, inspired by the GO success. By definition, it is a computer
processable, plain text format, also intended to be human-readable. However, conceptually, ontologies in
the OBO format can be considered as graphs, possibly directed acyclic graphs (DAGs),” the nodes of

85as introduced by Peter P.-S. Chen in [150].

86 A compact overview can be found in [773, Appendix A.2]. Tn [400, part IIT], Alexander HeuBner summarizes their proximity to
Existential Graphs (EGs) of Charles Sanders Peirce and links to other sources, introduces a CG syntax and discusses several semantic
approaches that have been proposed for CGs. Notably, [179] aims at a proper introduction of EGs as a (diagrammatic) mathematical
logic.

87The term refers to ontologies which cover (primarily) entities in the biological, biomedical, and health care domains, such
as cells and their components, anatomic structures, phenotypic features, diseases, etc. It may be understood to include fur-
ther ontologies based on the fact that such former ontologies rely on them. For example, as of November 2014, the top-
level ontology Basic Formal Ontology (BFO, see sect. 1.1.4.2) is listed among the OBO Foundry candidate ontologies [@73].)
We see no clear terminology in literature. In this work, we use ‘biomedical ontology’ and ‘life science ontology’ as synonyms.
Their constituents may be from any of the mentioned domains. In contrast, ‘bio-ontology’, ‘medical ontology’, and ‘health care
ontology’ are narrower notions for us, having differing foci.

88¢.g., as noted in [285, p. 1].

89In particular, a corresponding website was launched in 2001 (later accessible via [@72]) in order to register ontologies available
or under development in this context, e.g. for easier dissemination and discovery, or, as stated in [760, sect. 2, p. 22], “[...] as a
means of providing convenient access to GO and its sister ontologies [...]”. Four years after its inception (ibid.), the OBO Foundry
[@73] [760, 761] was established in order to coordinate and regulate the lively proliferation of bio-ontologies in OBO by a set of
principles, cf. also [467, sect. 15.2.1], that significantly extended the initial OBO guidelines, not uncontroversially, cf. [392, esp.
p- 299]. Meanwhile the OBO Foundry assigns participating ontologies the status of either member ontology or candidate ontology.
Notably, the set of OBO Foundry ontologies is also accessible through Ontobee [@79] [886], a linked data portal for ontologies that has
emerged in the context of the OBO Foundry, and through the NCBO BioPortal [@15] [636], which is similarly focused on ontologies
in life sciences and provides a larger and less controlled collection of ontologies than in the OBO Foundry (among other features).

%0ne of the early GO publications from 2000 describes the GO ontologies as DAGs [27, p. 28], because at that time the only
relations that occurred in those graphs were is-a and part-of. This has also been adopted for other ontologies developed in the OBO
format in for a number of years, maintaining the view of OBO ontologies as DAGs. However, with many more relations available
today, i.e., 382 as of November 9, 2014 (determined via [@108], [€79]), we do not see that acyclicity were necessarily maintained in
such graphs (assuming no distinctions among the relations in establishing edges in the graph).
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which represent (primarily biological) categories, among which relations can be expressed. While the OBO
format is not equipped with any formal semantics, note that a kind of semantics, maybe more a kind of
pragmatics (cf. the beginning of ch. 2), was originally established for using GO for annotations. This is
known as the True Path Rule [819, p. 1429], stating that annotating a data entry with any node n in GO
justifies the (implicit) annotation with all parent nodes of n in the DAG.®! Later, [285, 428] proposed a
formal semantics for the OBO format in terms of a generic mapping into OWL. However, although this
captures many biological relations adequately, it fails for some relations. One case that requires a different
solution is the family of “lacks relations”, e.g. lacks-part,”? reported by Robert Hoehndorf and colleagues,
including ourselves, in [416]. More recently, the fraction of bio-ontologies that is developed directly in
OWL is clearly growing [467, sect. 15.2.3, p. 354]. Nevertheless, the OBO format is still in use today and
many ontologies are offered in both, the OBO format and OWL.

LEADING TO OUR MOTIVATIONS
Finally, nowadays and without limitation to the bio-ontology community, it is a frequent case that a group or
community is developing “an” ontology and offers “this” ontology in several languages. A very important
question in this regard is whether the different variants do actually render that “one” ontology — or whether
several ontologies arise that differ in content. Indeed, it is one of the central motivating questions that this
thesis addresses, catered for in sect. 1.2, in particular 1.2.1.

1.1.4 Types of Ontologies

VARIOUS TERMS SUGGEST DISTINCTIONS AMONG ONTOLOGIES

The more widespread occurrence and use of ontologies leads to the need for classification, i.e., distinguish-
ing different kinds of ontologies, and the need for characterizing certain aspects of them. Indeed, meanwhile
many such terms can be found in the literature, including ‘ontology’ being prefixed with terms such as ‘do-
main’, ‘foundational’, ‘reference’, ‘lightweight’, ‘linguistic’ and ‘scientific’. It is not the purpose of this
section to provide a fully systematic and (close-to-)exhaustive survey of these terms and their meanings.
Instead, we intend to cover only those notions that occur in the remainder of the work, thereby clarifying
our terminology of ontology types. Subsequently, we briefly focus on foundational ontologies, providing
some examples.

1.1.4.1 Dimensions, and Types by Language / Expressiveness

ACCOUNTS IN THE LITERATURE AND THREE DIMENSIONS
[289, sect. 1.4.1] comprises an overview on ontology types developed on the basis of, a.o., [330, 507, 841].
Asuncion Gémez-Pérez et al. [289, sect. 1.4.1] focus on two dimensions of classification, one of which is
(1) “based on the richness of the internal structure of an ontology” [ibid., p. 28], basically following the
ontology language spectrum in [507]%3. Since the latter is organized by (more of an intuitive notion of)
expressiveness, we also call it the language / expressiveness dimension. The other one is (2) “based on the
subject of the conceptualization” [289, p. 29]. Below we focus on a narrower idea, labeled the dimension
of abstraction. Notably, we prefer subject dimension for dealing with classifying ontologies by (reasonably
broad) subject matters. Some classes in that dimension are ‘biomedial ontologies’, e.g. GO [e51] and FMA
[38], ‘legal ontologies’, see [726], and ‘ontologies of physics’, e.g. [382, 383], ‘ontologies of ecology’,
e.g. [547], etc, cf. another sample in [348, sect. 3.2.3, p. 68-70]. Returning to (1) and (2), these are also
the guiding dimensions in [718]. They can also be seen to apply implicitly to a foundational chapter on
ontologies / “ontological architectures” [637] by Leo Obrst.

Let us further mention a recent, more feature-based account to characterize ontologies, in which Pawel
Garbacz and Robert Trypuz pursue the goal “to provide a meta-ontological schema in which to detail the
philosophically outstanding aspects of engineering ontologies.” [262, sect. 3, p. 5], starting from a schema

91“The pathway from a child term to its top-level parent(s) must always be true.” [819, p. 1429], cf. also recapitulating variants in
[832, sect. 2.2, Fig. 1] and [413, esp. p. 46, 82].

92For instance, mice without a tail would be represented by relating a corresponding category via lacks-part to the category Tail.

93Remember the beginning of sect. 1.1.3 and FN 39 there.

17

Q 116
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developed for the analysis of philosophical ontologies. The approach deviates from our purposes in that
it does not straightforwardly lead to types of ontologies that we aim at in this section. Notably, there is
some overlap with the dimensions introduced so far in that an ontology description includes the language
and the domain of an ontology as components. However, also in those respects the authors discuss some
specifics that may run contrary to established conventions, e.g. conceiving of distinct syntactic formats of
an underlying language® as distinct languages [262, sect. 3.1, p. 6], such that an OWL ontology rendered
in two of its concrete syntaxes [856, see Fig. 1 and sect. 4] yield two distinct ontologies.

LANGUAGE / EXPRESSIVENESS DIMENSION

Four of the 9 types in [289, sect. 1.4.1] along the first dimension are ‘controlled vocabulary’ (a finite list of
terms), ‘thesaurus’®®, ‘formal is-a hierarchy’ (corresponding to the notion of taxonomy herein), and ‘logical
theory’®, with an increase of expressiveness®’ from the former to the latter. Obrst’s categorization can
largely be viewed as a more coarse-grained variant. Starting from the four types mentioned wrt [289, sect.
1.4.1], it deviates by not covering ‘controlled vocabulary’, positioning ‘taxonomy’ slightly differently,’® and
adding ‘conceptual model’ as immediate predecessor of ‘logical theory’ (wrt that expressiveness ordering).
For our purposes, we have already introduced two broad kinds of ontologies along this dimension, namely
‘verbalized’ and ‘formalized ontology’ in sect. 1.1.2.2, and we have the notion of ‘taxonomy’ from the
same section. In order to make more specific statements than just using the term ‘formalized ontology’, we
treat the language in which any particular formalized ontology is expressed as an attribute / feature of that
ontology, possibly commenting on expressiveness.”

LIGHTWEIGHT VS HEAVYWEIGHT ONTOLOGIES

As final notes regarding the language / expressiveness dimension, two frequently contrasted classes of on-
tologies are lightweight vs heavyweight ontologies, cf. e.g. [668, sect. 9.2], [289, sect. 1.2, p. 8], or [589,
sect. 4.3]. The latter almost coincide with logically formalized ontologies, but further include conceptual
models that are equipped with explicit formal constraints, e.g. UML with constraints expressed in the Ob-
ject Constraint Language (OCL) [«74] [455].'%° Lightweight ontologies cover the less expressive classes.
Based on the position that even a controlled vocabulary without any structure can be seen as establishing
ontological claims, e.g., of the existence of categories that are intended to be named by terms in the vocabu-
lary, our use of ‘ontology’ in general accepts even such systems. We admit, however, that one must be very
attentive in relating such systems / ontologies to the actual conceptualization that is expressed by them / that
can be extracted from them. Moreover, “very lightweight” ontologies are rejected as being considered as
ontologies proper in parts of the formal ontology literature, e.g. in [589, sect. 5.2]. On the other hand, none
of the languages considered in sect. 1.1.3 is bound to representing conceptualizations. Insofar the question
arises even for logical languages, how their expressions actually relate to the conceptualizations that they
are meant to capture — foreshadowing another important motivating concern in sect. 1.2.

94defined by its abstract syntax; see sect. 2.1.1 for this notion

95The notion of thesaurus has a more linguistic or terminological flavor than the other kinds. In agreement with [637, p. 31], we
see a thesaurus as a collection of terms with synonyms, where the terms (representing categories / concepts) may be hierarchically
arranged and may be associated with other terms. Importantly, the hierarchical arrangement is not necessarily interpretable as an is-a
relation. Usually it is more loosely defined and is frequently referred to as ‘broader-than’ / ‘narrower-than’. A well-know thesaurus
in the field of biomedical ontology is Medical Subject Headings [@64], maintained by the U.S. National Library of Medicine (NLM)
[@71] for indexing the PubMed database [@103].
Notably, at the “crossroads” of thesauri (and more generally, knowledge organization systems) and the Semantic Web there is the
Simple Knowledge Organization System (SKOS) [@114], a W3C Recommendation for “concept schemes” [446], including thesauri.
Moreover, ISO 25964 is devoted to “thesauri and interoperability with other vocabularies” [451, part of title].

9referred to as “ontologies that express general logical constraints” in [289, sect. 1.4, p. 29]

97Expressiveness refers to the formal expressiveness of the languages that are used for stating those category systems / ontologies.

98 Taxonomies are rated less expressive than thesauri in [637, Fig. 2.2, p. 31], contrary to the ordering of thesauri and formal is-a
hierarchy in [289, sect. 1.4]. But in the text Obrst differentiates ‘weak’ and ‘strong taxonomies’, where the latter are based on the
subclass relation, thus corresponding to our taxonomy.

9E.g., a mere taxonomy should be identified as such, even when written / implemented in any FOL or DL variant.

100455] provides a formal semantics for OCL in its (informative) Annex A. For reasoning with OCL constraints, there are various
approaches / proposals, cf. e.g. [677, sect. 1-2].
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1.1.4.2 Types by Abstraction and the Notion of Foundational Ontology

DIMENSION OF ABSTRACTION

The dimension of abstraction can be seen as a restriction of (2) above. For (2), [289, sect. 1.4.1] briefly
presents notions of ontologies based on these prefixes in their labels: KR, general / common,'®" top-
level / upper-level, domain, task, domain-task, method, and application. We find that several aspects are
involved in this collection that should be further separated. Therefore, let us focus only on the criterion of
which level of abstraction the categories exhibit. In line with three levels of abstraction in [637, sect. 2.3],
we distinguish top-level / upper-level, mid-level / core, and domain / domain-specific ontologies.'"> Most of
the terms used for these classes are certainly inspired by the conventional way of visualizing taxonomies
such that the most general categories are positioned at the top, the most specific (within the taxonomy) at
the bottom.!?® The subsequent characterizations of the three former notions emanate primarily from [392,
sect. 14.1], [397, sect. 1], [637, sect. 2.3], [289, sect. 1.4.1 and 2.2].

TOP-LEVEL AND CORE (= FOUNDATIONAL), AND DOMAIN-SPECIFIC ONTOLOGIES

Top-level ontologies (TLOs) cover entities of high/highest degree of abstraction and/or areas of abstract!%

entities of very wide applicability to and relevance for many fields'® (and thus to numerous domain-specific
ontologies). Sample categories include ‘object’ and ‘process’ at a high level of abstraction, and ‘time point’
and ‘spatial region’ with a very high degree of relevance for various domains. One major purpose of top-
level ontologies is to provide a framework for categorizing entities in domain-specific ontologies, e.g. for
their alignment or for their development at the outset. Domain-specific ontologies complement TLOs by
being oriented at / primarily comprising more specialized notions, accordingly usually having much more
limited domains of entities (in the sense of sect. 1.1.2.2). The degree of specialization across domain
ontologies varies significantly. With their proliferation and given ontologies that address very specific
domains of reality, core ontologies were introduced and provide a bridging level, often at the level of
disciplines such as biology, medicine, or law.'®® For convenience, we introduce the term foundational
ontology as a generalization of top-level and core ontology.

FOUNDATIONAL ONTOLOGIES IN RELATION TO THIS THESIS

Later sections and chapters reveal that this thesis is closely connected with the development of the top-level
ontology General Formal Ontology (GFO) [¢46], see esp. sect. 1.1.5. We adopt and defend the position
that foundational ontologies of both kinds, top-level as well as core ontologies, can be valuable resources
wrt several purposes. One important case, as mentioned above, is to support the integration of domain-
specific ontologies. We omit any recapitulation of detailed arguments from the literature. Several works
describing the foundational ontology examples that are introduced next address this issue. Moreover, there
are a number of dedicated publications or sections, a.o. [991'97, [637, sect. 2.3.2], [857, sect. 4.1, p- 112].

1011289, p. 29] refers to “general ontologies” with recourse to [841], which presents the notion of “generic ontologies” [841, sect.
3.1, p. 193] in connection with application, domain, and representation ontologies. Notably and on the one hand, the characterization
of generic ontologies there fits our understanding of top-level ontologies equally well or better than justifying a separate category. The
same applies to most parts of the description provided for general/ common ontologies in [289, sect. 1.4.1], which may thus be unified
with top-level / upper-level ontology. On the other hand, the examples of space, time, and units in [ibid., Fig. 1.14] suggest strong
similarity with a two-case distinction in our characterization of top-level ontology below, just that we include both cases a priori. [637]
assigns these examples to mid-level ontologies.

1021 e | we maintain two labels per kind of ontologies here, because these are frequent in the literature. Perhaps core ontology is less
known today — see, e.g., [831]. Further terms exist, e.g. ‘foundational’ is used synomynously with top-level ontology in [98, cf. sect.
2.4], ‘top domain’ and ‘upper domain’ ontology for the core ontology BioTop [@16] [738].

10311 the 1990s, the notion of domain ontology was complemented by that of task ontology, cf. e.g. [329, esp. sect. 2.3 and 3], which
appears much less common today, however. Ignoring that “legacy”, ‘domain ontology’ appears disadvantageous insofar that each
ontology is devoted to a certain domain. For this reason we shall prefer the longer ‘domain-specific ontology’.

104in a loose sense, e. g., immaterial

105yp to all fields

106 Grasping the notion of core ontology primarily wrt the dimension of abstraction is certainly a simplification compared to “princi-
pled core ontologies™ as presented in [831], cf. also [422, esp. sect. 5.4.1 and ch. 6].

107198, sect. 2.4] clarifies that [99] uses ‘foundational ontology’ rather in the sense of top-level ontology herein, characterizing them
briefly as “[. . .] well designed and general heavyweight ontologies whose aim is to capture a clear perspective on reality by modeling
philosophical positions™ [99, p. 2].
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1.1 Background

PHASES IN THE HISTORY OF TOP-LEVEL ONTOLOGIES, PHASE I

In the development of GFO, related efforts need to be taken into account, of course. In our perception of the
history of top-level ontologies when restricted to information and computer sciences, we next distinguish
three unequal phases, including some examples. In the first phase, ca. in the decade of 1990-2000, the first
TLOs (or component theories of TLO character) accrued at the time when ontologies started to gain interest
in computer and information sciences. Frequently and naturally, those efforts were part of other fields, such
as knowledge-based systems, cf. sect. 1.1.1. Representatives of this first phase are the upper level [668, Fig.
12.1, p. 261] of Cyc [¢23] [519, 520], cf. also [668, ch. 12] and [289, sect. 2.2.3], a huge knowledge base of
“all common sense knowledge” (among other formulations) [668, sect. 12.1, p. 259]'%8 and the Component
Library (CLIB) [«19] [50], “a hierarchy of reusable, composable, domain-independent knowledge units”
[50, p. 14] developed in the Rapid Knowledge Formation (RKF) project [e107] and reused in Project Halo
[«95] [360, see p. 37 for the fact]. One might also mention the Frame Ontology [311, esp. sect. 3.6] as a
member in the first phase, developed by Thomas Gruber in connection with the Ontolingua system'? [235],
although this can also be seen from another perspective that is mentioned the next section (1.1.4.3).

INTERMEZZO: LINGUISTIC ONTOLOGIES

Based on the fact, cf. [50, esp. p. 15-17], that CLIB is significantly influenced by, a.o., the lexical database
WordNet [e133] [236], [668, ch. 10], a short intermezzo lends itself to introducing the term linguistic
ontologies, which we adopt although it does not conform to our terminology along the subject dimension
as introduced above. That means, linguistic ontologies are not ontologies with the field of linguistics as
their domain of knowledge / reality, as was the case for medical and legal ontologies, for example. Instead,
‘linguistic ontology’ is typically used for referring to certain resources from (computational) linguistics and
natural language processing that are similar to / seen as some forms of ontologies, e.g., due to hierarchical
arrangments of constituents that serve as units of meaning, such as WordNet’s synsets (sets of words that
are synonyms in certain contexts). Notably, we proceed with a broader notion of linguistic ontology than
the one with the same term in [668, ch. 17, esp. sect. 17.3]. There, a linguistic ontology is one in which
categories are introduced by linguistic evidence, primarily based on grammatical information. In contrast,
WordNet belongs to the class of lexical / lexical-semantic ontologies in the terminology of [668, sect. 17.2].
The notion of linguistic ontology herein, in line with [289, sect. 2.3], subsumes the former two into a single
category. Both, [668, ch. 17] and [289, sect. 2.3] describe / survey a number of linguistic ontologies, e.g.,
besides WordNet, the Generalized Upper Model (GUM), Mikrokosmos, and SENSUS.

PHASE II ONTOLOGIES STARTING WITH THE SUO EFFORT

Versions of linguistic ontologies that were available at the last turn of the millenium, like those mentioned,
received some attention in the development of top-level ontologies in the second phase of TLO “production”
that we see. The same applies to a number of verbalized ontologies, i.e., ontological theories in/as scientific
publications, typically including formal fragments. Examples in this respect and in the context of Al are
the top-level ontologies in John Sowa’s book on knowledge representation [773, esp. ch. 2 and App. B]
and in the AI book by Stuart J. Russell and Peter Norvig [721, sect. 8.4, cf. Fig. 8.2, p. 229], as well as
Allen’s theory of time intervals'' [6]. In the at those days emerging field of Formal Ontology, examples
include Nicola Guarino’s work on identity conditions [332] and work on holes [142] by Roberto Casati and
Achille C. Varzi. Indeed, all works mentioned, including the three linguistic ontologies above, were part of
a collection meant to prepare a top-level ontology standard. The Standard Upper Ontology (SUO) [«121]
effort started with a mailing list in May 2000 and was shaped as the Working Group P1600.1 of IEEE [¢59]
in December 2000 [626, p. 3]. The working group has not succeeded in standardizing a TLO eventually.
However, the Suggested Upper Merged Ontology (SUMO) [¢119] [662] arose from those efforts [626, 663],
and in parallel the time between ca. 2000 and 2005 spawned TLO proposals from a number of groups.
Therefore, we view the inception of the SUO effort as the starting point of the second phase in TLO history.
Finally, let us mention another ontology generated in phase I, namely the (verbalized) ontology of Bunge,

108While Cyc is a proprietary, commercial product since 1994, restricted versions are available at no cost for research purposes
(ResearchCyc, since 2006) and in general (OpenCyc, since 2002), see [@24]. [@24] comprises various links to Cyc-related publications,
including [688] on extracting / producing a corresponding FOL version from Cyc.

109Cf, [211] for a comparison of Ontolingua with other systems available until 1999.

10which is further of relevance in connection with sect. 6.3 below
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1.1.4 Types of Ontologies

Acronym Name Origin References
BFO Basic Formal Ontology 2002 [e12] [e12], [25, 302-306, 777, 823],
[558, ch. 7-8]

DOLCE Descriptive Ontology for Linguistic 2002 [259] [e31] [100, 101, 259, 558-560]
and Cognitive Engineering
GFO General Formal Ontology 1999 [392] [e46], [194-196, 385-387],
[392, 396-398]
SUMO Standard Upper Merged Ontology 2001 [626] [e119], [626, 662, 663]
UFO Unified Foundational Ontology 2004 [355] [e125] [348, 354, 355, 358]
YAMATO Yet Another More Advanced 1999 [e137] [591]
Top-level Ontology

Table 1.1: Examples of top-level ontologies (phase II) and those that are most closely related to this work.

Wand, and Weber (BWW) which originally refers to an application of Mario Bunge’s work [126, 127] in
ontology (in philosophy) in a series of publications by Yair Wand and Ron Weber wrt information systems
and conceptual modeling, see [861] and its sect. 2, p. 497, for further references, dated between 1989 and
1997. Work on and with BWW has continued during the time of phase II and beyond, e.g. in [230-232] by
Jorg Evermann et al., and some of the ontologies that we turn to now have paid regard to it.

EXAMPLES OF PHASE II ONTOLOGIES

The General Formal Ontology, which is to be introduced in the next section (1.1.5), is one of the ontologies
originating early in that second phase. Attending the GFO development since 2001, we have been interested
and studying other topical proposals since that time. Table 1.1!!! lists those ontologies together with sources
that present the respective overall ontology or substantial parts / aspects of it. Their examination certainly
had an impact on this thesis, directly or indirectly. There are further ontologies that can be numbered among
phase II ontologies, where we only mention the ontology in [449] (2003) associated with Matthew West
et al. and the ontology of the Process Specification Language (PSL) [¢101] [728] (2000), standardized in
[450] (2004). The PSL ontology is described by Michael Griininger in [317], for instance. Moreover, we
are aware of some works that cover surveys or comparisons of TLOs, namely [473, 557], [289, sect. 2.2],
[398, ch. 19], or that present several of them [668, one each in ch. 8, 13, 14], [558, in ch. 2-3, 5, 7-8]. m [398]

PHASE I1I: CONSOLIDATION IN AO AND NOVEL CORE ONTOLOGIES

Phase III in our consideration, starting around 2005 and continuing until today, has not resulted in widely
visible novel TLOs within Formal / Applied Ontology, according to the best of our knowledge. Instead,
existing systems, e.g. those in Table 1.1, have been gradually further developed and been applied, both to
differing extent across the different systems. Regarding mutual interrelationships, a recent workshop [@134]
on the Four-Category Ontology [539] by Edward Jonathan Lowe indicates that commonalities among the
proposed systems might lead to shared theory components in the future. Moreover, broadening the scope
to core ontologies, several TLOs have been used as a basic layer of newly proposed core ontologies. For
instance, SUMO is accompanied by mid-level ontologies for a whole range of fields listed at [e119]. More-
over, a number of core ontologies have been proposed in the biomedical area [88], including BioTop [¢16]
[71, 736-738], the Simple Bio Upper Ontology [697], both of which are inspired by BFO and DOLCE, and
GFO-Bio [«47] [415, 417, 418], [413, sect. 5.1] on the basis of GFO. GFO-Bio plays a role in sect. 5.4 of [} 1417.418]
this thesis.

PHASE IIT: NEW TLOS IN THE SEMANTIC WEB

With 2004 marking the publication year of the OWL 1 standard and with the growth of the Semantic Web
(SW) during the 2000s, the situation there is quite different regarding TLOs. Firstly, we observe that

11 Regarding the year of origin and sources of UFO, [@125] traces back the history of UFO further to 2001 and earlier publications
such as [352, 353] that led to the development of UFO, yet without establishing a distinct name and acronym. In the case of GFO,
work on the General Ontological Languange (GOL) preceding the introduction of ‘GFO’ is included, because the change was a mere
renaming of the ontology part of the GOL project, cf. [392, p. 298] and sect. 1.1.5 below.
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1.1 Background

parts of the Semantic Web community appear rather skeptical about top-level ontologies. Nevertheless,
the Semantic Web has not only generated numerous ontologies and (even more) OWL documents, but
some of them are either intended as top-level ontologies or comprise corresponding categories, respectively.
One example in this connection, labeled ‘basic upper ontology’ by its creators is the PROTo ONtology
(PROTON) [817] developed in the context of the EU project Semantic Knowledge Technologies (SEKT)
[e110], which comprises some very general categories, e.g., ‘Entity’, ‘Abstract’, ‘Happening’, and various
categories that may also be suitable for a mid-level business ontology. Overall and as far as we are aware
of SW TLOs, they are typically lightweight ontologies.

1.1.4.3 Reference Ontologies and Remarks on Further Kinds

NOTIONS OF REFERENCE ONTOLOGIES BY GUARINO, GUIZZARDI, AND IN FMA

In order to assign foundational ontologies a more purpose-driven label, let us first observe again that our
notion of domain ontology merely refers to a medium or lower level of abstraction in the ontology. This
characterization differs from what is called a domain ontology in [348]. Giancarlo Guizzardi uses ‘do-
main ontology’ to abbreviate the term ‘domain reference ontology’ [348, see p. 37], later characterizing
a ‘reference ontology’ as “the best possible representation of a conceptualization, with the sole purpose
of being a truthful representation of the domain in reality.” [348, p. 46]. However, this is not meant to
entail the existence of a single best ontology for a domain: “The idea is that a reference ontology should
be constructed with the sole objective of making the best possible description of a domain in reality [wrt]
a certain level of granularity and viewpoint.” [348, see p. 37]. Moreover, a reference ontology should be
constructed according to formal ontological principles, and “it should be application independent and not
biased towards a specific mathematical model or formal theory.” [ibid.]. Insofar there is an overlap with the
“design criteria for ontologies” [313, sect. 3, p. 909-910] proposed by Thomas Gruber (which are clarity,
coherence, extendibility, minimal encoding bias, and minimal ontological commitment), although Gruber
advocates an opposing stance for ontologies in general, which are governed by purpose according to him.!!?

Guizzardi’s notion is associated with Nicola Guarino’s ‘reference ontology’ in [330, sect. 2.3]. Guarino
similarly suggests a rich axiomatization based on a domain of entities and a conceptual apparatus that are
adequate and sufficiently rich for the targeted domain of reality. The fact that this may lead to computational
problems is less relevant due to the main purpose of such a reference ontology to foster human understand-
ing and the establishment and explication of a conceptualization that is understood and shared by different
partys involved. Notably, Guarino contrasts reference ontologies with another form of ontologies that may
be geared towards computational efficiency for being usable in software systems, referred to as ‘online’
or ‘sharable ontologies’ in [330, sect. 2.3]. However, these actually suppose a shared conceptualization in
order to work successfully. The Friend of a Friend (FOAF) vocabulary [¢41] [120] may serve as an example
from the Semantic Web.

A quite similar case for ‘reference ontology’, also referred to in [760, sect. 2.5, p. 25], is made by
the developers of the Foundational Model of Anatomy (FMA) [@38],'!% which is proposed as a reference
ontology in biomedical informatics [714, 715]. More precisely, “[...] the FMA is not intended to meet the
needs of any particular user group or support any particular task, [...]. Rather, the FMA ontology is being
developed as a reference ontology, intended to be reused in application ontologies designed to support
any computational tool — with or without advanced inference capabilities — which calls for anatomical
information.” [715, p. 60].

FOUNDATIONAL ONTOLOGIES SHOULD BE REFERENCE ONTOLOGIES

The characterizations of reference ontology are certainly consistent in combination, and we adopt them
jointly as the notion of reference ontology for this thesis. Moreover, we argue that foundational ontologies

112«Formal ontologies are designed. [...] To guide and evaluate our designs, we need objective criteria that are founded on the
purpose of the resulting artifact, rather than based on a priori notions of naturalness or Truth.” [313, emphasis as in the source].

113 Comparing ‘Foundational’ in the name of FMA with the notion of foundational ontology herein, note that FMA is a domain-
specific ontology. The term ‘foundational’ is meant and justified differently for FMA, namely based on (1) the fundamental character
of anatomy for “all biomedical domains” and the fact that (2) “the anatomical concepts and relationships encompassed by the FMA
generalize to all these domains.” [714, p. 480].
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should be reference ontologies. This corresponds very well to the main purpose that we attribute to foun-
dational ontologies: to serve as frames of reference, e.g. when establishing or integrating domain-specific
ontologies, i.e., to account for a conceptualization of very general and broadly applicable notions as well
as the possibility for humans to understand and thus share that conceptualization. Nevertheless, it remains
desirable for us to implement/represent foundational ontologies in machine processable languages, possibly
in different versions in different languages.
FURTHER NOTIONS IN THE LITERATURE
Concluding the overall section on types of ontologies, we confine ourselves to mentioning that various fur-
ther distinctions can be drawn and reoccur in the literature, e.g., the one between descriptive and revisionary
metaphysics / ontologies, making allowance for commonsensical conceptualizations vs aiming at strict(er)
adherence to scientific and philosophical theory [348, sect. 3.3.3, p.91-92], [637, sect. 2.3.3.1]. To the best
of our knowledge, we cannot point to any (close-to-)exhaustive systematic account of all those distinctions.

Let us very briefly characterize the term ‘application ontology’ that occurred in the FMA-related quo-
tation two paragraphs above. In the present thesis that term is left with a rough, informal understanding as
an ontology that is intended to capture ontological content for a particular (software) application. We see
special cases based on the degree of the involvement of the application ontology in the actual application.
By default, one may expect today that an application ontology is formalized in a machine-processable lan-
guage and that it is a component of the software application and thus participates in driving the system; cf.
also ‘online ontology’, ‘ontology-driven’, and ‘ontology-aware information system’ in [330, sect. 2.3 and
3.2.1]. While the notion of application ontology herein is still weakly based on a reading of ‘application
ontology’ expounded in greater detail in [329, esp. sect. 3.2], where an application ontology is generated
from (1) a domain-specific ontology and (2) a method ontology [ibid.] / task ontology [330, esp. sect. 2.4],
[289, sect. 1.4.1], it seems to us that task ontologies (meant to capture notions for problem-solving / solving
tasks) are rarely in use today, in contrast to former times, where “task analysis [was] strongly privileged”
[329, sect. 1, p. 294] in the context of KBS.

Our final remark here concerns the term ‘knowledge representation ontology’ that is meant to “capture
the representation primitives used to formalize knowledge under a given KR paradigm.” [289, sect. 1.4.1],
adopted from [841]'14. [841, p- 193] refers to [181] in the context of introducing that term, presumably
because [181, esp. p. 19-21] discusses a general, unavoidable connection of knowledge representation
(formalisms) and ontological commitments under the heading “Role 2: A Knowledge Representation Is a
Set of Ontological Commitments”. Moreover, the term and its notion seems to correspond to Guizzardi’s
meta-conceptualization [348, esp. sect. 2.3, p. 36-37; sect. 2.3.2 and 3.3.3]. The latter notes that this
involves an ontological view on language constructs. A similar remark linking ‘representation ontology’ to
‘meta-ontology’ is made by Guarino in [329, p. 300]. We agree with these views and see ourselves a greater
difference between a KR ontology and a top-level ontology than between a TLO and a domain-specific
ontology, in line with our remark at the beginning of this section on distinct aspects in the classification
by “subject of the conceptualization”, as well as on the 2nd perspective that can be taken on the Frame
Ontology [311, esp. sect. 3.6]. A corresponding analysis wrt ontology representation has appeared in [399] [} 13991
and is included in part and enhanced in sect. 2.3 below.

114Cf. also the commentary paper on [841] by Nicola Guarino [329].
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1.1.5 General Formal Ontology (GFO)
1.1.5.1 Nature, Origin, and Sources on GFO

CHARACTERIZATION AND ORIGIN

The General Formal Ontology (GFO) [e46] is a top-level ontology intended to act as a reference ontology
for basically arbitrary areas, certainly including applied ontology and conceptual modeling. Therefore, it
exhibits a descriptive rather than revisionary attitude. GFO adopts a realist position called integrative real-
ism [392, sect. 14.2.5], [395, sect. 6], which is itself being refined in the course of the development of GFO
and in the light of topical related work, such as the debate on realist accounts in [579, 580, 762]. Moreover,
GFO is embedded into a broader context targeting at an Integrated Framework for Development and Appli-
cation of Ontologies [398, sect. 1]. This work was initiated in 1999 by Barbara Heller" and Heinrich Herre
at the University of Leipzig, Germany, geared to develop a/ the General Ontological Language (GOL), cf.
e.g. [194]. Nowadays, led by Heinrich Herre, the integrated framework and especially GFO as its part are
under constant development by members of the research group Ontologies in Medicine (Onto-Med) [¢86]
at the University of Leipzig, Germany, as well as associated contributors.

CONCEPTUAL ACCESS TO GFO

The most complete picture of GFO is available in verbalized form throughout various publications. The
publications that encompass an overall outline and large fragments of GFO are those specified in Table 1.1.
[194-196, 385-387, 396] precede the latest comprehensive technical reports on GFO, [397] in published
form and [398] as the next updated draft version. The latest survey with amendments is [392]. Accordingly,
our presentation of GFO content in this section is mainly based on these three sources, where we omit
detailed references if statements rely on them. Beyond those three, there are many publications dedicated to
particular top-level notions / issues, such as causality [582], functions [128, 131], mereology [394], roles!?
[526, 527, 530], space [59, 60], and time [61, 62].

AVAILABILITY IN DIFFERENT FORMATS

In the field of applied ontology, GFO must be made available in formalized versions. In this connection, a
pluralistic approach is taken [392, p. 299], in that several axiomatizations may be developed and compared,
even for the same set of basic categories and relations. Of course, formalizations should not remain human-
readable only, in the way that they are distributed across those publications as just mentioned. Two OWL
versions [@48] are available from the GFO website [e46], mainly comprising the taxonomy of GFO with
few axioms (gfo.owl, corresponding to [397] from 2006), and similarly, but with a selection of central
GFO categories only, in the version gfo-basic.owl, created in 2008. While most formalizations in GFO
publications are presented in first-order logic (FOL), only the time theory B7C[61] is currently publically
available in machine-readable format [@49]. Notably, much of this thesis is inspired / triggered by the
problem of representing GFO in formal languages, see our motivations in sect. 1.2.

FUNDAMENTAL ASSUMPTIONS, ‘ENTITY’, AND META-ONTOLOGICAL ARCHITECTURE

Compared to other ontologies from Table 1.1 above, two outstanding features of GFO that are of major
relevance below are (1) the inclusion of categories in its domain of entities, in contrast to focusing on in-
dividuals / particulars only, and (2) taking into account the theory of levels of reality / ontological levels,
as discussed by Roberto Poli [664], [665, esp. sect. 4.1.2], related to earlier work by Nicolai Hartmann
[374]. Poli distinguishes two kinds of levels (equipped with two kinds of relations that hold among levels
of each kind), one of which is called stratum, the other one layer. To raise some intuition, according to
[665, Fig. 1, p. 644], the ‘material stratum’ (put simply and reduced to entities, the domain of material enti-
ties) encompasses three layers, namely biology, chemistry and physics. Biology itself comprises sublayers
corresponding to subdisciplines (in common sense parlance), e.g. genetics, cytology, and ecology. The no-
tions of level, stratum, and layer are adopted for GFO, likewise assuming “that levels are characterized by
integrated systems of categories” [392, p. 305]. At the present stage, four strata are considered. Besides

15Since ‘role’ is frequently used as a technical term herein, we write ‘role’ if it is used in common natural language use, cf. e.g. FN
116.

1163 We have contributed directly to [61, 62, 131, 527, 530] during the time of preparing this thesis. Roles play an important rdle
herein and pervade the chapters. [62] forms sect. 6.3 below.
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. categories

. space regions and time regions, incl. their mereology and respective boundaries

. material structures, incl. their mereology and boundaries

. processes and similar notions

. attributives, incl. properties and property values as well as relations and relational roles
. propositions and situations, incl. facts, configurations, and situoids

AN AW~

Table 1.2: Coarse-grained topics in GFO.

the material stratum there are the mental-psychological, the social, and the ideal stratum'!”. The latter is
a more recent addition to account for certain abstract individuals, including mathematical entities such as
numbers''®. Moreover and (3), GFO accepts the idea of entities in different modes of existence, following
Roman Ingarden [443]. Indeed, the term entity can be predicated of anything that exists, taking existence
wrt arbitrary modes and thus in the broadest conceivable sense. (1-3) complement each other to some de-
gree, e.g. notions that are associated with distinct levels of reality, as well as different kinds of categories
may be related to different modes of existence. Overall, we argue that these fundamental assumptions are
useful, e.g. in analyzing higher-order categories and the organization of categories within fields / domains,
cf. also [418, sect. 2.2-2.3]. Another basic aspect of ontologies in general is their meta-ontological archi-
tecture, akin to meta-modeling in conceptual modeling. [399] is an earlier proposal in this regard to which
we have contributed and which has been adopted for GFO. Its introduction herein is postponed until sect.
2.3, where it is slightly updated and embedded into related considerations.

1.1.5.2 Areas and Selected Categories and Relations

OVERVIEW OF GFO TOPICS

In this section we provide a brief summary of those categories and relations that are most important in
the sequel: categories, relations and relational roles, as well as situations and related notions. For a more
comprehensive understanding of GFO, the reader is asked to consult one of the three sources on which this
summary is based, [392, 397, 398]. Nevertheless, we list the subareas / topics of GFO in Table 1.2, which
allow us to at least roughly locate GFO notions thematically, associated with a few key notions. More
precisely, we denote those topics by one or more of their central categories (in italics), and mention further
aspects in that topic. In accordance with [392, 397], especially topic nr. 3 is labeled with a focus on the
material stratum. Notably, time entities of topic nr. 3 are treated in much detail in sect. 6.3.

CATEGORIES, INDIVIDUALS, AND INSTANTIATION

Categories in GFO are “entities that are expressed by predicative terms of a formal or natural language that
can be predicated of other entities.” [392, p. 301]. The assumption is held that predicative terms are asso-
ciated with certain conditions, such that the relation of instantiation is characterized by this requirement:
an entity e instantiates a category c iff'!'" e satisfies the conditions of the predicative term that is used for
expressing c. However, in formalizations those predicative terms, conditions, and the notion / relation of
satisfying those conditions are usually not made explicit. Accordingly, instantiation is treated as a basic
relation in formalizations. Texts in the context of GFO typically use the symbol :: for instantiation, e.g. in
FOL as a binary predicate with an instance-to-instantiated reading, i.e., = :: y corresponds to “x instantiates
y”. We adopt the same convention for this thesis. Moreover, the extensional is-a relation among categories
already mentioned in sect. 1.1.2.2 is denoted by the symbol —> and defined such that x —> y :iff all instances
of category x are instances of category y.

Categories are instantiable by nature, but an empty category is any category that cannot have any in-
stances. ‘Round square’ yields a common example (if empty categories are accepted). Another kind of

7 The ideal stratum is not considered in [394, 397, 398], but it is mentioned in the more recent [60, sect. 2, p. 4].
118yiewed as genuine entities, not equating them with any set-theoretic reconstruction
19From here on and following common conventions, iff abbreviates the phrase “if and only if”” because this phrase occurs frequently.
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1.1 Background

entities that do not have instances are individuals. The notion of individual is (at least partially) character-
ized by non-instantiability. Accordingly, category and individual are mutually exclusive. With the notion
of individuals available, simple or primitive categories are exactly those that have only individuals as in-
stances, whereas higher-order categories have categories among their instances. Finally, the existence of
several kinds of categories, e.g. in the style of Jorge J. E. Gracia’s work [295], is accepted for GFO. Cur-
rently, ‘category’ is divided into ‘concept’, ‘universal’, and ‘symbol’, but we do not need to go into details
of that.

RELATIONS, RELATORS, AND THEIR ROLES

Relations are conceptualized rather differently to what one may be used to from mathematics, possibly
closer to an intuitive understanding of relations / associations in conceptual modeling. For that reason, let
us introduce the term ‘mathematical relation’ to refer to any set of tuples (of fixed arity, usually) formed
over any given set, before turning to the ontological notion of relation in GFO. First of all, relations are
attributed a categorial character in that the same relation may apply to different groups of entities (then
called arguments or relata of the relation, following common terminology). For examples, it may be the
case that John knows Mary and that John knows Sue. For each such group (John and Mary, John and Sue),
an individual entity is postulated, called a relator or relation individual, with the capacity to connect the
entities in the group, thereby mediating a relation due to instantiating it. Hence relations are categories,
namely categories of relators. Relators are specifically existentially dependent entities, i.e., they cannot
exist without the entities that they connect. In the example setting, there is a relation ‘knows’ that is
instantiated by two distinct relators, one of them mediating ‘knows’ between John and Mary, the other
between John and Sue. Relators themselves are equipped with an internal structure by being composed of
roles, more precisely role individuals, which may be seen as the “connecting ends” to the arguments and
to correspond to the way in which the respective argument participates in the relation. The ‘knows’ relator
between John and Mary thus consists of two individual roles, one “for” John, the other “for” Mary. The
facts that John is the one who knows (sb.) and Mary is the one who is known (to sb.) is reflected by John’s
role individual being an instance of a role category that may be labelled ‘the knower’, whereas Mary’s role
individual instantiates ‘the known’, a complementary role category. All complementary role categories of
a relation are required for the overall understanding of the relation. Technically speaking, ‘the knower’
and ‘the known’ must form a role base for ‘knows’, cf. [526, sect. 3.3.3, esp. Def. 3.2, p. 52]. Two basic
relations are used to link a relation argument to an individual role that it plays and to link roles to the relator
that they are a role-of. We stick to this terminology, while noting that the plays relation, more precisely
played-by (plays in reverse reading direction), is subsumed by inherence, and role-of may be understood as
a part-of relation, although some arguments cause hesitation, cf. [530, sect. 2.2.1]. Overall, the account of
relations involving the notion of roles is connected with a more general theoretical account centering on the
notion of ‘role’ (in a broader understanding) that we had developed until 2003, see [526], and that has been
expanded [527, 530] while working on this thesis, see sect. 6.2.1. Accordingly, we note that ‘role’ as used
herein denotes by default relational roles in the context of, e.g., [530], where further types are discussed,
including processual and social roles.

FACTS, CONFIGURATIONS, AND SITUATIONS

A sentence such as “John knows Mary.” from the examples above is easily taken to report a fact, cf. also
[180], if it is assumed to be true. There is a close link between relators and facts, in that a fact in GFO
is composed of a relator and its arguments by a relation called constituent part. Facts are understood as
entities sui generis that are parts of the world. They need not only have individuals as constituent parts, e.g.,
“John instantiates the category human.” may express another fact one of whose constituents is the category
human. Depending on the involvement of individuals, individual facts must have at least one individual
among the relata, otherwise a fact is called abstract.

Via relations, entities aggregate into larger parts/“chunks” of the world, where facts are just the simplest
form. Several facts aggregated into a whole by the constituent part relation form a configuration in GFO.
Situation is a category that specializes configuration in that situations must be compehensible as a whole
and must therefore satisfy additional conditions, e.g. of unity. In order to account for this, situations are as-
sociated with categories (including relations), that determine certain types of constituents within a situation.
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For example, to catch a situation within an office room, categories like desk, chair, computer, indoor plant,
and a relation like stands-on may be associated with the situation, thereby providing information about its
perspective and granularity. As exposed so far, no distinction between situations at a fixed time point and
temporally extended situations has been made. While this is available in [392, 397, 398], where temporally
extended situations are named ‘situoid’, we shall continue without the distinction and thus use ‘situation’
in a generalized reading.

1.1.5.3 Ontological Engineering of GFO and the Axiomatic Method

PLURALISTIC BACKGROUND AND TARGETTING COHERENCE AND COVERAGE

From the beginning, components of GFO and GFO as a whole are built with a pluralistic attitude insofar that
there may be several alternative conceptualizations and alternative axiomatizations for the same domain of
reality, the latter even if the same set of categories and relations is considered. Therefore GFO is considered
within an evolving Integrated System of Foundational Ontologies (ISFO) [392, esp. sect. 14.1], similar in
spirit to the idea of a library of TLOs in [558, sect. 1.2]. Remembering that GFO is intended to serve as
a reference ontology, the main focus in its development is to ensure a coherent / consistent view within
its theory. This refers to the informal, verbalized version as well as to formalizations of the former. The
second major aspect is coverage, in the sense that arbitrary phenomena should be analyzable by means of
the conceptual inventory that GFO offers.

ONTOLOGICAL ENGINEERING METHODOLOGIES AND THEIR ADOPTION

In connection with the rising interest in ontologies, several development methods and engineering method-
ologies have been reported and proposed, see [792] (2006), [289, ch. 3] (2004), and [590] (2004) for
surveys. Some approaches or elements of them have received wider attention, e.g., competency questions
as proposed by Michael Griininger and Mark S. Fox in [318], e.g. mentioned in [621, sect. 4, p. 184]. More-
over, several of the methodologies, e.g. METHONTOLOGY [289, sect. 3.3.5], are based on analogies to
software engineering [289, p. 125], [199].'20 Nevertheless, broad adoption remains limited and we agree
with the authors of [5] (2012): “Despite various attempts to create methodologies for developing ontolo-
gies, practice shows that most research groups create their own method of development, according to their
application characteristics.” Indeed, this appears to be in good harmony with the authors and supporters of
the Communiqué of the Ontology Summit [¢85] 2013: “Currently, there is no agreed on methodology for
development of ontologies, [...]” [621, p. 179], [84].

METHODOLOGY INTRODUCTION FOR GFO

At a coarse-grained level the development of GFO follows five core development steps expounded in
[194],1% namely identification, conceptualization, formalization, implementation, and test. After a prob-
lem, notion, or wider (sub) domain of interest is identified for inclusion'?? into GFO, the starting point of
covering a specified (sub) area of interest to GFO is to conduct an ontological analysis, initially informally.
‘Ontological analysis’ refers to the process of developing a conceptualization, broadly speaking. Besides
the actual problem area, it is further based on results established in other fields, and / or it draws inspiration
from other fields, including philosophy, cognitive science, and conceptual modeling. We elaborate on on-
tological analysis and related notions further in sect. 2.3.1. The resulting initial theory of the area is usually
expressed via natural language text first, e.g. in reports and publications on GFO, cf. sect. 1.1.5.1.
AXIOMATIC METHOD FOR FORMALIZATION

In order to furnish a formalized ontology on the basis of those verbalized versions in texts, the axiomatic
method is adopted, cf. [392, sect. 14.2.3], [397, sect. 2.2], originating from mathematical logic. David
Hilbert formulates basic ideas in [401] (1918), and Alfred Tarski discusses it in [812, ch. VI], originally
in the corresponding first edition in German in 1937. Georg Kreisel and Jean-Louis Krivine discuss ap-
plications in mathematics [486, App. I]. In [790] Patrick Suppes summarizes applications of the axiomatic
method and model theory in the empirical sciences.

120See [791] for a methodological approach in the context of knowledge management.

121 [289, sect. 3.1, incl. Fig. 3.2] is very similar with specification, conceptualization, formalization, and implementation as subtasks
of ontology development, and evaluation as supporting activity

122referring to the present stage at which a version of GFO is already present
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1.1 Background

In order to develop a theory of a domain of knowledge / reality according to this method, a set of cate-
gories (and relations) is stipulated as primitive or basic. All other notions of the domain are to be introduced
by definitions that use only previously established notions, i.e., without circularities, thus eventually being
based on the set of primitive notions. The latter are not defined by explicit definitions, avoiding circulari-
ties/an infinite regress of defining. Instead, a set of sentences is stipulated for them “whose truth appears to
us evident” [812, p. 110] in the domain under consideration. Such sentences are called axioms. The mean-
ing of all primitive notions is constituted at once / in parallel by the set of axioms adopted for a particular
theory.

Four major problems must be considered in this regard, if the conceptualization itself is included (quoted
from [60, sect. 2], [62, sect. 3]):

1. What are adequate / appropriate concepts and relations of a domain?  (conceptualization problem)

2. How may we find axioms? (axiomatization problem)
3. How can we know that our axioms are true in the considered domain? (truth problem)
4. How can we prove that our theory is consistent? (consistency problem)

The justification of axioms, which is desirable despite postulating their evidence (according to the method),
seems to be the most difficult methodological problem. One approach for empirical theories is to find
supporting experimental data. The consistency problem is a focal point in the meta-theoretic analysis of
the resulting formalized ontology, besides other properties. Two further interesting cases, also discussed in
[812, sect. 39—40], are the completeness of the theory and the minimality of the axiom set, which is present
if no axiom follows from any other axioms in the overall axiomatic system.

1.1.6 Background Essentials

SUMMARY

The field Applied Ontolog (AO) / Formal Ontology in Information Systems surrounds the notion of ontol-
ogy. In this section we outlined its development and established our terminology for ‘ontology’ itself and
for constituents of ontologies, such as categories and relations. A survey of languages that are relevant in
connection with ontologies then covered Semantic Web and logical languages as well as general languages
in knowledge representation and conceptual modeling. A few ways of classifying ontologies and resulting
types of ontologies were considered, leading a.o. to the notions of top-level ontology and reference on-
tology. An instance of both kinds whose development and application forms the overarching background
of our work is the General Formal Ontology (GFO) [«46]. Its brief introduction focused on those areas,
categories, and relations that are of relevance below, and presented the axiomatic method, which is applied
in its development.

TWO MAIN LINES OF OBSERVATION

During the last 25 years ontologies have been gaining increasing interest since entering computer and infor-
mation sciences at a similar time'?3 in several subdisciplines, for example, artificial intelligence/knowledge-
based systems as well as conceptual modeling. They are successfully applied in (at least) two major ways.
Firstly, ontologies are employed in describing the conceptual foundations of a variety of systems, where it
is good practice to use a semi-formal or formal representation language in order to express those ontologies.
The immediate purpose of those ontologies is mainly the explication of knowledge and the support of hu-
man communication. On that basis, other goals/tasks can be pursued. Data and systems integration is at the
forefront of examples in this regard. Secondly, ontologies represented in machine-readable languages are
utilized as components of software systems, for example, based on semantic technologies. Notably, many
of those languages used in such a way are equipped with formal semantics. Ontologies as technological
components of systems are beneficial wrt diverse purposes. The latter include the facilitation of search and
navigation, querying, reasoning / computing implicit information, all of which are applicable in various do-
mains. Moreover, ontologies were proved useful in domain-specific applications, with the shining example
of genome annotation with ontology terms / categories in the biomedical domain.

123jonoring sporadic earlier occurrences here, but see sect. 1.1.1
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1.2 Motivations

Finally, let us highlight the general connections between ontologies and languages. There is a myr-
iad of representation languages, among them many cases of formal languages which exhibit interrelations
concerning expressiveness and problem reductions according to their formal semantics. Languages relate
to ontologies in at least two important ways. Firstly, a large fraction of representation languages has been
considered and used for ontology representation. Secondly, any kind of representation is subject to re-
formulation in another language, and we argue that any such reformulation that aims at maintaining the
conceptual content of the source representation involves, at least implicitly, some kind of ontological anal-
ysis. It is therefore amenable / potentially subject to ontology-based translation or integration, i.e. / thereby
making use of explicit ontologies. While this line of thoughts transitions quickly to major theses that we
wish to defend in this work, stated in sect. 1.3, further motivating aspects shall be presented prior to this.

1.2 Motivations

FROM THE USE CASE OF GFO TO FOUNDATIONAL ISSUES IN ONTOLOGY REPRESENTATION

Practical goals behind our work are intimately tied to the development of the General Formal Ontology
(GFO) [¢46] in general, and they include the formalization of its components and of extensions, for diverse
communities and in distinct artificial, typically formal languages, in particular. Accordingly, the provision
of ontological theories and their application motivates parts of this thesis. However, pursuing those goals
led to recurring underlying issues that we expound in this section. These issues generalize to foundational,
if not arbitrary ontologies and they form the basis for a more generic target for a major part of this thesis
itself, beyond the use case of GFO. We wish to provide or at least contribute to a solid foundation for the
representation of ontologies, which we do not yet see to have been established conclusively. Rephrased from
the point of view of languages, we study the use of languages in capturing / representing conceptualizations
and how that relates to core purposes of ontologies.

INTEREST IN LOGICAL FORMS OF REPRESENTATION

The primary scope wrt languages are the logical languages outlined in sect. 1.1.3 — FOL/HOL and descrip-
tion logics (DLs), moving on to rule-based languages, but likewise having an eye on conceptual modeling
languages like UML [«126]. At least for foundational ontologies intended to act as reference ontologies,
a declarative, logical representation is quasi obligatory in line with the current state of the art. Moreover,
logic is desirable for well-known reasons. Reasoning over a logically formalized ontology is then well-
defined and can unveil implicit consequences of importance, either by detecting unintended consequences
and thus the need for theory revision, or by ensuring desirable conclusions or gaining new insights. Both
of the latter can be recorded with proofs for justification. Furthermore, meta-logical, more precisely, meta-
theoretical properties play an important role in the adoption of ontologies, maybe even a crucial role for
foundational ontologies. This includes first and foremost proving the consistency of an ontological theory.
Meta-theoretic analysis may also lead to more in-depth and new knowledge wrt a theory. Notably, we ad-
here to the axiomatic method [812, ch. VI], introduced at the end of sect. 1.1.5.3, for any language where
this is feasible (and up to verbalized ontologies, to some extent). Eventually, using logical languages allows
for relying and building on established results in logic and knowledge representation.

1.2.1 Language Variety and Resulting Problems

ASPECTS FOR CHOOSING A LANGUAGE AND LINK TO AUTOMATED REASONING

Proceeding straightforwardly with the goal of ontology representation, one faces the problem of choosing
one or several languages. Besides the logical ends just stated, let us take a general-purpose perspective for
providing a (foundational) ontology. Such language choice would need to consider the trade-offs between
several aspects of the languages themselves:

« their degree of expressiveness

« decidability and complexity of the required reasoning tasks
« existence of theoretical analysis and results

« availability of implemented reasoning support
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1.2 Motivations

Work in automated reasoning can be utilized wrt meta-logical analyses of logically formalized ontologies.
Consistency checking of DL reasoners is a prime example in this regard. The term automated reasoner is
meant to refer to arbitrary software that implements deduction algorithms based on any logical calculus.
In particular, besides DL reasoners this includes theorem provers. The latter, which are also referred to as
automated theorem proving (ATP) systems, usually target classical predicate languages of first- or higher-
order expressiveness. It is highly desirable to employ existing reasoners / theorem provers because their
establishment requires very substantial theoretical and implementational work, not at least state-of-the-art
optimizations.

MULTIPLICATION BY INPUT FORMATS OF A VARIETY OF REASONERS

Similarly to the landscape of representation languages, there is a large variety of automated reasoners.
Several of these can be considered (more or less) ready-to-use, which includes DL reasoners, e.g. Fact++
[«35] [824], HermiT [«53] [604], Pellet [«94] [756], Racer [«104] [363]'%*, and theorem provers'> like
OTTER [90] [571]'%° / Prover9 [¢100]'?7, SPASS [«116] [866], and Vampire [¢128] [483], as well as
many others, cf. e.g. [477, Appendix C] (related to the development of GFO) or [e11]. Hence, the problem
of multiple logical languages repeats itself / multiplies to some extent with the combined or parallel use
of multiple reasoners!?, primarily in terms of diverse kinds of input syntax. For instance, [477, sect.
2.4] comprises a comparative overview of six FOL syntax formats considered in connection with GFO
development, including those of KIF (cf. sect. 1.1.3.1), OTTER, SPASS, and a format designed for theorem
proving competitions and its problem library “Thousands of Problems for Theorem Provers” (TPTP) [¢124]
[793]. This multiplication likewise affects the aim of providing a theory in a form suitable for use with
several different reasoners.

APPROACHES TO COPE WITH LANGUAGE VARIETY: CONVERTERS AND APIS

Of course, the problem of language heterogeneity is well-known and tackled in several ways (indeed, with
progress in available proposals, also regarding their ease of use). Starting at the practical level, there are
several approaches, e.g., providing conversion tools, standardizing languages, and standardizing application
programming interfaces (APIs). Converters probably offer the quickest solution to a particular translation
problem, and a number of conversion tools is available from reasoner websites or is bundled with a reasoner,
e.g. in the distribution of the SPASS theorem prover. Nevertheless, converters usually work uni-directionally
between two syntaxes and do not allow for “ideal roundtrip-conversion” that is supposed to yield the exact
same result after converting syntax s into syntax s’ and the result of that back into syntax s. Converters
may also be designed to translate only a specific class of theories rather than being a fully capable translator
among two languages, especially if there are significant differences among the languages, e.g. thinking of
FOL and DL. APIs like the former DIG'?® [€28] [825] and its successor OWLIlink [92] [524], merely
support the programmatic access to reasoners (or servers) that support that API. However, they are not
under consideration in connection with determining format(s) in which to publish ontologies.

STANDARDS HELP IN A LIMITED FORM, NEED TO HANDLE MULTIPLE LANGUAGES REMAINS

Concerning the latter task, standardized languages like RDF, OWL, or Common Logic (CL), remember
sect. 1.1.3.1, are clearly much more suited, and they reduce the number of inter-system translations. RDF
and OWL are certainly two successful standards, considering their adoption in practice and the attention that
they have received in research. The history of CL and the preceding and related efforts on KIF in the mid
1990s is different, and only now CL adoption appears to be gradually increasing. In general, standardized
languages require quite some time to develop and run the risk (1) of not being supported due to various

124 Racer’ is declared at [@104] as the name of the successor of RacerPro that is described in [363], which itself followed a system
called ‘Racer’ in the early 2000s, cf. e.g. [364].

125Cf. e.g. [242] for an introduction to logic and theorem proving.

126 TTER is an acronym for “Organized Techniques for Theorem-proving and Effective Research” [571, p. 1].

127Prover9 is the successor of OTTER. We are 