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1 Introduction

The physical properties of materials are fundamentally influenced by temperature, applied mag-
netic fields and pressure. In particular pressure is capable of modifying the ground state of
matter [1].
To gain new insight into materials, it is therefore of considerable interest to carry out ex-

periments under varied pressure conditions. In the case of condensed matter systems like high
temperature superconductors or simple metals, significant changes occur at relatively high pres-
sures on the order of 10 kbar (10000 times the atmospheric pressure) or higher. Such extreme
conditions are often only achievable in so called gem anvil cells that squeeze a tiny sample,
confined by a metallic gasket, between the tips of two extremely hard gem anvils.
Nuclear magnetic resonance (NMR) is a powerful analytical tool that is widely used to probe

the electronic and chemical properties of materials on an atomic scale by observing transitions
between nuclear spin states [2]. Over the past 25 years a variety of experimental designs have
been developed for the observation of NMR in gem anvil cells [3–7]. However, due to their
insufficient sensitivity they have been scarcely used in the investigation of high pressure effects
in condensed matter systems.
In the present work, a novel approach to high sensitivity NMR in gem anvil cells is pursued

which extends earlier work during my diploma thesis [8]. By placing a small microcoil as the
detection coil in the high pressure region of a gem anvil cell, a tremendous increase of sensitivity
is achieved. Using this setup, NMR experiments are successfully carried out up to 101 kbar, the
second highest pressure at which NMR has been observed thus far.
One set of experiments presented here explores the effect of pressure on the electronic density

of states in the metal aluminum. In these measurements a decrease of the density of states
under pressure is revealed that is inconsistent with a free electron behavior. Based on numerical
calculations, a pressure induced Lifshitz-transition is identified as the origin of this decrease.
In the second set of experiments presented, the effect of pressure on the enigmatic pseudogap

in the high temperature superconductor YBa2Cu4O8 is investigated. This peculiar electronic
gap was discovered early on in the research on the superconducting cuprates [9,10] and has been
extensively studied at ambient and lower pressure in particular via NMR. Yet, its origin and
relation to superconductivity remain unclear. Due to a prior lack of suitable electronic probes,
little was known about its response to high pressure [11]. In the new experiments presented
here, the pressure range of previous comparable experiments [12–14] is significantly extended
and evidence for the closing of the pseudogap in YBa2Cu4O8 at high pressure is found.
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2 Basics

In this chapter some essential information on nuclear magnetic resonance (NMR), the design of
an NMR probehead and the generation of high pressure in gem anvil cells will be presented. At
the end of the chapter, the state of the art in gem anvil cell NMR will be reviewed.

2.1 Nuclear magnetic resonance

This section covers the basic principles of NMR relevant for the experiments performed during
this thesis. Unless stated otherwise, the information presented here is based on the NMR
textbooks by Abragam [15] and Slichter [2].
Many atomic nuclei have a non-zero spin angular momentum I in their ground state. In

quantum mechanics I is treated as an operator. Its components Ix,y,z do not commute among
one another but it is possible to orthogonalize one component, e.g. Iz with the operator I2.
Hence a common set of eigenvectors |Im〉 exists and the eigenvalues are defined by

I2|Im〉 = I(I+1)|Im〉 (2.1)

Iz|Im〉 = m|Im〉 (2.2)

where I takes values of I= 0, 1/2, 1, 3/2, . . . and m=−I,−I+1, . . . , I−1, I. Associated with I
is a magnetic moment

µ = ~γI (2.3)

with γ denoting the gyromagnetic ratio that is specific for each type of nucleus. If a nuclear
magnetic moment µ is exposed to an external magnetic field B it will interact with it due to
the Zeeman interaction, its Hamiltonian HZ given by

HZ = −µ.B

= −~γI.B. (2.4)

It is conventional to assume that a static magnetic field B = (0, 0, B0) is applied along the z-
direction. In this case the Hamiltonian of eqn. (2.4) can be simplified to HZ =-~γB0Iz and its
eigenvalues are then

Em = −m~γB0. (2.5)
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2 Basics Nuclear magnetic resonance

The degeneracy of the ground state is broken by applying an external static magnetic field B0

and the energy difference between adjacent levels is ∆E = ~γB0. A Boltzmann distribution
describes the population probabilities of the energy levels, i.e. pm∝exp {−Em/kBT}. Thus an
assembly of spins exposed to a static magnetic field B0 will, after a characteristic time, populate
the energy levels according to

pm+1

pm
= exp

{
γ~B0

kBT

}
. (2.6)

As a result, a net magnetization 〈Mz〉 along the axis of B0 establishes due to the population dif-
ference in thermal equilibrium. In the high temperature limit, usually realized since γ~B0/kBT

is smalla, 〈Mz〉 is given by

〈Mz〉 =
N

V

γ2~2I(I + 1)

3kBT
B0, (2.7)

where N/V denotes the spin density. It should be noted that 〈Mz〉 from nuclear spins is very
small, as the ratio of population of the different levels pm+1/pm is on the order of unityb. This
is the origin of the intrinsic low sensitivity in NMR experiments.

The π/2 and π-pulse

In pulsed NMR experiments one takes advantage of the fact that the equilibrium magnetization
〈Mz〉 can be manipulated by a high frequency magnetic field Brf

Brf = 2B1 cosωt (2.8)

perpendicular to B0, if the resonance condition

ω = 2πνL = γB0 (2.9)

is met. The resonance frequency νL is called Larmor frequency and is typically on the order of
10 . . . 1000 MHz and therefore in the radio-frequency (rf) range. In most cases, Brf is generated
by a rf-coil.

The amplitude of 2B1 in eqn. (2.8) originates from the fact that the linearly polarized Brf -field
can be decomposed into two components with magnitude B1 that rotate clockwise and counter-
clockwise at ±ω in the xy-plane, respectively. One of these components however is irrelevant
for the analysis here and is generally neglected.

Depending on the duration τ of the perturbation, the initial magnetization 〈Mz〉 is flipped by
an angle α = γB1τ around an axis of the coordinate system rotating at ω around the direction

aFor example for aluminum nuclei at room temperature (300 K) in a magnetic field of B0 =11.7 T,
γ~B0/kBT =2.085× 10−5.
bFor the aluminum example (B0 = 11.7 T, T = 300 K) pm+1/pm≈1 + 1/50000. Therefore for every 5×104 +1
spins in the m= 1/2 state there are 5×104 spins in the m=−1/2 state to almost completely cancel out with,
leaving only that 1 extra spin to contribute to 〈Mz〉.
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2 Basics Nuclear magnetic resonance

of B0.
Of particular interest for experiments are the durations τπ/2 and τπ for the so-called π/2-pulse

and π-pulse. They are defined through the conditions γB1τπ/2 =π/2 and γB1τπ=π. Following
a π/2-pulse the magnetization perpendicular to B0 is maximized as the initial magnetization
〈Mz(0)〉 is turned completely into the laboratory xy-plane. It then precesses at ω around B0 and
can be detected by Faraday induction in the same rf-coil. After a duration of τπ on the other
hand the initial magnetization is inverted, i.e. 〈Mz(τπ)〉=−〈Mz(0)〉. After such perturbations,
the spin system will relax back to its equilibrium state given by eqn. (2.7) by processes described
in sec. 2.1.2.

2.1.1 Perturbation of the Hamiltonian HZ

The general interest in NMR, especially in condensed matter physics, is based on the fact that
the nuclear spin does not only interact with the external magnetic field but also with other nuclei
and electrons in its vicinity. These interactions are in most cases small compared to the Zeeman
Hamiltonian and can therefore be treated by perturbation theory. As they affect the energy of
the spin system, these interactions can be detected by a change of the resonance frequency ν0
in comparison to the Larmor-frequency νL and/or by their influence on relaxation processes.
Below, the relevant interactions will be briefly mentioned.

Dipolar coupling

Two nuclear spins interact with each other due to the dipolar coupling of their magnetic moments
µ1 =γ1~I1 and µ2 =γ2~I2. With r as their displacement, the interaction Hamiltonian is given
by

HD = γ1γ2~2I1.
[
I2
r3
− 3

r (I2.r)

r5

]
. (2.10)

In absence of rapid motion of the magnetic moments relative to one another, which is the case
in the rigid lattice of a solid, the dipolar coupling causes a B0-independent broadening of the
resonance frequency which can be quite complex even in simple systems [16].

Hyperfine coupling

The different magnetic interactions of the nuclear spin with the surrounding electrons are com-
prehensively called hyperfine interactions. Taking into account their different contributions, the
hyperfine interaction Hamiltonian is given by

HHF = 2γ~µBI.
[
l

r3
− s

r3
+ 3

r (s.r)

r5
+

8

3
πsδ(r)

]
, (2.11)

where µB denotes the Bohr magneton and l and s are the orbital and spin angular momentum
operators of the electron. Eqn. (2.11) contains three distinct interaction terms, namely an orbital
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2 Basics Nuclear magnetic resonance

interaction (1st term), a dipolar interaction similar to eqn. (2.10) (2nd and 3rd term) and a so-
called s- or Fermi-contact interaction (4th term). These interactions can typically be detected
by a shift in resonance frequency ν0 as they affect the local magnetic field at the nucleus. In
general, the contribution of the different interactions to the change in local field and therefore
the shift of ν0 is of the form

K =
∆B

B0
=
ν0 − νL
νL

= Ahfχ, (2.12)

where χ is a susceptibility that is attributable to the different terms in eqn. (2.11) and Ahf is
called a hyperfine coupling constant.

Quadrupole coupling

Due to the fact that atomic nuclei have finite dimensions, their electrical charge cannot be
described by a point charge. Nuclei with spin I ≥ 1 posses a quadrupole moment Q and will
interact with an electrical field gradient (EFG) eq caused by electrons in the vicinity of the
nucleus. Taking X,Y, Z to denote the principle axes of the tensor Vij describing the EFGc, this
quadrupole interaction Hamiltonian is given by

HQ =
e2qQ

4I(2I − 1)

[
3I2Z − I2 +

1

2
η(I2+ + I2−)

]
, (2.13)

where η= (VXX − VY Y )/VZZ is the asymmetry parameter which can take values of 0 . . . 1 and
I±=Ix± iIy. It should be noted that the quadrupole interaction can be quite large compared to
the Zeeman interactiond. The following discussion will restrict itself to the case of HQ�HZ and
cylindrical symmetry of the EFG (η=0). Furthermore only half-integer spins will be considered
as the observed nuclei 17O, 27Al and 63,65Cu have spins of 5/2, 5/2 and 3/2 respectively.

If θ denotes the angle between B0 and the EFG and νQ is

νQ =
3e2qQ

h2I(2I − 1)
, (2.14)

the frequencies of the transitions (m− 1)↔m are shifted in 1st order by

δν(1)m = −νQ
(
m− 1

2

)
3 cos2 θ − 1

2
. (2.15)

From eqn. (2.15) it is clear that in first order the central transition −1/2↔1/2 is not affected by
the quadrupolar interaction. The frequencies of the other transitions (m−1)↔m however are
shifted, which manifests itself in the presence of additional satellite lines in an NMR spectrum,
see fig. 2.1 for illustration. The intensities of the transitions are proportional to |〈m|Ix|m−1〉|2

cIt is assumed that the coordinate system describing the EFG tensor Vij is chosen, so that |VZZ |≥|VY Y |≥|VXX |.
dThis fact is utilized in the observation of nuclear quadrupole resonance (NQR).
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2 Basics Nuclear magnetic resonance

νL

In
te

ns
ity

Frequency

KνL

KνL+δν1/2
(2)

νQ

Figure 2.1: Illustration of the effects of the different interactions. (Top) The Zeeman interaction
causes a resonance at a frequency νL that is broadened by the dipolar interaction of nuclei among
each other. (Middle) An additional hyperfine interaction of the nuclear spins with electrons in
their environment gives rise to a shift of the resonance frequency by KνL. (Bottom) The effect of
quadrupole interactions for the case of a spin-3/2 system assuming B0 is applied perpendicular
to the EFG: In first order perturbation, the single transition line is split into three lines with
intensities 3 : 4 : 3. The satellite transitions −3/2↔ −1/2 and 1/2↔ 3/2 are observable at
(1+K)νL± νQ/2. In second order, the central transition −1/2↔1/2 is shifted by δν(2)1/2∝ν

2
Q/νL

while the satellites are unaffected.

and hence have the ratios 3:4 :3 for spin 3/2 and 5:8 :9 :8 :5 for spin 5/2.

For 2nd order, only the change of the central transition −1/2↔ 1/2 shall be considered here
as the −3/2↔−1/2 and 1/2↔3/2 transitions are unaffected and other transitions are of minor
interest. The second order frequency shift of the central transition is given by

δν
(2)
1
2

= −
ν2Q

16νL

[
I(I + 1)− 3

4

]
sin2 θ

(
9 cos2 θ − 1

)
. (2.16)

It is inversely proportional to νL and therefore can be determined by field-dependent measure-
ments even if νQ and/or the orientation of the EFG is unknown.

Fig. 2.1 illustrates the effects of the different interactions on the energy levels of the spin
system as observed experimentally in NMR by the resonance frequency ν0.

2.1.2 NMR pulse sequences and relaxation processes

Assuming the equilibrium magnetization 〈Mz(0)〉 is established, the simplest NMR experiment
is performed by applying a π/2-pulse. The equilibrium magnetization 〈Mz(0)〉 will then precess
in the xy-plane of the laboratory frame and induce a signal voltage in the rf-coil. However,
with time the magnetization both dephases in the xy-plane, e.g. due to a distribution of the
resonance frequencies, and relaxes back to its equilibrium value in the z-direction. Consequently,
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2 Basics Nuclear magnetic resonance

the signal in the rf-coil decays and it is therefore called free induction decay (FID).

The return of the z-component of the magnetization to its equilibrium value is described by
the characteristic time constant T1, called spin-lattice relaxation time. Yet, the detectable signal
in the coil often decays on a much shorter time scale due to the dephasing of the xy-component
of the magnetization. This process is characterized by the spin-spin relaxation time T2. Both
effects may be different in nature and yield information on the effective interactions.

T2-relaxation

T2-relaxation processes are usually not related to an energy exchange with a lattice and can
therefore be faster than T1-processes. For example, a dephasing of the xy-magnetization occurs
because of the dipolar-interaction of the nuclei among each other. In the case of a rigid lattice,
it was shown by van Vleck [17] that the FID at short times then has a Gaussian shape

I(t) = I0 exp

{
− t2

2T 2
2

}
. (2.17)

However, it is worth mentioning that the long time behavior of the FID may be very different
for this dipolar interaction induced signal decay [16].

A large distribution of resonance frequencies, e.g. due to anisotropy of the hyperfine coupling
constant Ahf , also affects the dephasing of the xy-magnetization and may cause the FID following
a π/2-pulse to decay too quickly to be detectable because of the inherent dead-time of an NMR-
spectrometer. In this case, the signal can often be refocussed with the spin-echo sequence
π/2− τ−π. The echo will then refocus at the time 2τ after the initial π/2-pulse. It should be
noted though, that a dipolar decay cannot be refocussed with this kind of echo sequence.

T1-relaxation

T1-relaxation processes on the other hand are associated with an energy transfer to a lattice. This
is due to the fact that an energy transfer between the nuclear spins and a reservoir, commonly
referred to as the ”lattice”, is required in order to align the spins along B0 initially. The same
processes are responsible for the relaxation back to the equilibrium state following a perturbation
by rf-pulses.

Generally, multiple interactions contribute to the spin-lattice relaxation. However, in the
systems of interest the spin-lattice relaxation is dominated by the spin part of the hyperfine
interaction. In that case, the relaxation rate is given by [18]

1

T1,α
=
γkBT

µ2B

∑
q

∑
ξ

Aξ (q)2
χ′′ (q, ω0)

ω0
, (2.18)

where α indicates the direction of B0 with respect to the crystal axis, ξ the directions normal
to it and summations are performed over q-space and the two directions of ξ. In eqn. (2.18),
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2 Basics NMR-signal detection with a resonance circuit

Aξ(q) denotes the q- and ξ-dependent hyperfine coupling constant, χ′′(q, ω0)=Im {χ(q, ω0)}
the isotropic, q-dependent dynamic spin susceptibility and ω0 = 2πν0 the NMR observation
frequency.

Experimentally, T1 can be determined using the inversion recovery sequence π−t−π/2 or the
inversion recovery echo sequence π−t−π/2−τ−π in the case of a quickly decaying FID. The
initial π-pulse inverts the magnetization and the system is then left to relax for the time t before
the signal is recorded with the π/2-pulse or echo-sequence.

The intensity of the signal then depends on wether all transitions are excited by the rf-pulses
or not. In the case of non-selective excitation, i.e. if all transitions are excited, the intensity is
given by

I(t) = I0

[
1− Γ exp

{
− t

T1

}]
, (2.19)

where I0 denotes the equilibrium intensity at t� T1 and Γ represents the quality of inversion
and should be close to 2.

2.2 NMR-signal detection with a resonance circuit

So far, the essential laboratory equipment for performing NMR experiments, i.e. a magnet to
supply the static magnetic field B0, an NMR spectrometer to generate defined rf-pulses and
record small signal voltages and the NMR probehead have not been described. While the
magnet and spectrometer are crucial components, they shall be treated as black boxes here. In
this section however, the generic design of an NMR probehead will be described and its relevant
properties discussed. Basically, the probehead is a resonant LC-circuit with the coil placed in
the center of the static magnetic field produced by the magnet. For experiments in high pressure
cells, such as the gem anvil cell, it is a non-trivial task to construct this LC-circuit which was
an important task of my work.

2.2.1 Solenoidal coil

The centerpiece of any NMR probehead is a radio frequency coil containing the sample. It is used
to generate the perturbation Brf =2B1 cosωt, necessary to manipulate the equilibrium magneti-
zation 〈Mz(0)〉, and to detect the precession of the magnetization in the xy-plane. Furthermore,
while the pre-amplifier of the spectrometer also plays an important role, the sensitivity in NMR
experiments depends predominantly on the rf-coil design. It should be mentioned here that the
rf-coil has to be aligned so that Brf is perpendicular to B0 in order to be able to perturbate the
spin system and detect the signal with high efficiency.

In the experiments to be discussed, solenoidal microcoils were used as they are simple to
prepare, offer a good homogeneity of Brf and superior sensitivity for volume limited samples
[19,20]. The relevant properties of these solenoids will be characterized below.
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2 Basics NMR-signal detection with a resonance circuit

Inductance

The inductance L of a coil relates the current flow i through it to the energy stored in the resulting
magnetic field Brf ; its value affects the resonance frequency and the quality factor Q (eqn. (2.29))
of the resonant circuit. For a finite empty solenoid, L is given to a good approximation by [21]

L [nH] =
21.8N2D

1 + 2.2
(
l
D

) (2.20)

where N, D [cm] and l [cm] denote the number of turns, the diameter and the length of the coil
respectively. If the coil is filled with a sample, its inductance is modified due to the magnetic
susceptibility χm of the material, i.e. Lη =L(1+ηχm), where η denotes the filling factor (ratio
of filled coil volume to total coil volume). In the case of non magnetic materials, i.e. the typical
NMR sample, χm ≈ 0. However superconducting materials display perfect diamagnetism, i.e.
χm = -1, below their critical temperature. This can be used to detect the superconducting
transition of materials by changes in L as discussed in sec. 3.3.

Sensitivity

Because of Faraday induction

Uind = −dΦ

dt
(2.21)

with Φ =
∫
B.dA, a magnetization precessing in the xy-plane, such as that produced by the

rotating spins after a π/2-pulse, will induce a voltage in a coil that can be detected at its
terminals. In general, thermal noise generated by the coil and the sample will overlay the signal
voltage however. Therefore the quantity defining the sensitivity of the rf-coil is the signal-to-
noise ratio (SNR)

SNR =
Uind

Un
. (2.22)

The noise voltage Un is given by Un=
√

4kBTrn∆f [21], where rn is used to represent the generic
combined losses and the noise is measured over a defined spectral bandwidth ∆f . Experimen-
tally, it can be determined by analyzing a recorded FID. Assuming sufficient signal, the induced
voltage Uind can be estimated from the amplitude of the signal following the π/2-pulse directly.
Un on the other hand can be determined from the root-mean-square value of the signal at times
much longer than T2 as the fluctuations at long times are caused by thermal noise only.

Hoult and Richards [22] showed, based on the principle of reciprocity, that the SNR following
a π/2-pulse is given by

SNR =
K(B1/i)Vsω0〈Mz〉√

8kBTrn∆f
, (2.23)
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2 Basics NMR-signal detection with a resonance circuit

where Vs denotes the sample volume and K is a scaling constant to account for inhomogeneities
of B1. The factor (B1/i) is the effective field over the sample volume produced by a unit current
flowing through the coil and is given for a solenoid (N�1) by [22]

B1

i
=

µ0N

D
√

1 + (l/D)2
, (2.24)

where l andD are the length and diameter of the coil. Eqn. (2.24) in conjunction with eqn. (2.23)
already indicates that smaller coils may be advantageous in the case of volume limited samples.

In the case of solenoidal microcoils of fixed coil geometry, it was demonstrated that sensitivity
per unit volume increases with decreasing coil diameter with a factor between 1/

√
D and 1/D

depending on the ratio of the coil wire diameter and skin depth at the operation frequency [19].
Thus, in terms of sensitivity, one should use the smallest rf-coil possible that can actually contain
the sample, in the case of size limited samples. This on the other hand implies a filling factor of
the coil of η ≈ 1.

It is however necessary to consider the potential sources of noise. In the case of microcoils, it
is predominantly the resistance r of the coil wire whose dc-value is given by (assuming a circular
cross section)

r =
4ρ lw
πd2

, (2.25)

where ρ is the specific resistivity of the wire material and lw and d denote the length and diameter
of the wire. Decreasing the coil dimension eventually leads to an increase of the coil resistance,
and hence noise, as the wire diameter has to be reduced at some point. Furthermore it is pointed
out that the legs of the microcoil cannot be arbitrarily downscaled as they must have a minimum
length in order to be able to electrically contact the microcoil. Their contribution to the coil
resistance therefore becomes increasingly important if the microcoil is very small.

For phase sensitive signal detection, the SNR can be further improved in an experiment
by accumulation of the signal. Sensitivity then increases with the square root of the number of
accumulationse. Nonetheless, it is necessary to wait about 3 . . . 5×T1 in order to ensure recovering
of the equilibrium magnetization 〈Mz(0)〉. As an increase in the number of accumulations by a
factor of 100 improves the SNR only by a factor 10, time quickly becomes the limiting factor.

Duration of the π/2-pulse

In sec. 2.1 the π/2- and π-pulses have already been introduced. The flip angle of the magnetiza-
tion, given by α=γB1τ , for a given nucleus depends only on the amplitude of B1 produced by
the coil and the duration of the rf-pulse τ . One therefore expects to be able to predict τπ/2 and
τπ based on knowledge of the coil parameters. It can be shown in fact that (see app. 9.2), under

eThe signal voltage increases with the number of accumulations while the thermal noise only increases with
square root of the number of accumulations.
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2 Basics NMR-signal detection with a resonance circuit

C1

C2

L

r

Figure 2.2: Circuit diagram of a capacitively coupled resonant circuit, containing a coil and two
capacitors, commonly used in NMR experiments. A coil of inductance L and resistance r is used
to manipulate the magnetization of the sample (inside the coil) and detect the NMR signal. The
two variable capacitor C1 and C2, are used to match (C2) the resonant circuit to the 50 Ω of
the NMR-spectrometer and tune (C1) the resonance frequency of the circuit.

the assumption that all the energy of the pulse is stored in the magnetic field of the rf-coil of
volume Vc, τπ/2 is given by

τπ/2 =

√
π2rVc

2µ0γ2LP
, (2.26)

where γ denotes the gyromagnetic ratio of the nucleus investigated and P is the power of the
rf-pulse. For a given coil, the parameters r, Vc and L are fixed. It is clear that the flip angle
α can be varied changing τ (fixed P ) or, from eqn. (2.26), by adjusting P (fixed τ). Varying P
has the benefit that the spectral excitation width is kept constantf. One should keep in mind
however that any additional source of inductance stores energy in its magnetic field and τπ/2

therefore usually is somewhat longer.

2.2.2 Resonant circuit

By integrating the rf-coil into a capacitively coupled resonance circuit, a circuit commonly used
in NMR experiments and shown in fig. 2.2, it can be matched to the input impedance of 50 Ω

of the NMR equipment and at the same time be operated at a desired resonance frequency f0.
The resonant circuit itself is typically not directly connected to the NMR spectrometer but via
a 50 Ω coaxial cable.

The properties of the resonant circuit are determined by the inductance L and resistance r
of the coil and the capacities C1, C2 of the two variable capacitors. As shown in app. 9.1, the

fThe spectral excitation range is inversely proportional to τ , i.e. ∆f∝1/τ .
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2 Basics Generation of high pressure: the gem anvil cell

resonance frequency of the capacitively coupled resonant circuit in fig. 2.2 is given byg

f0 ≈
1

2π
√
L(C1 + C2)

. (2.27)

The input impedance, i.e. Zw=Re {Z}, in resonance is (app. 9.1)

Zw ≈ r
(
C1 + C2

C1

)2

. (2.28)

The resonant circuit has to be impedance-matched to 50 Ω in order to optimize the power
transfer from/to the spectrometer. From eqn. (2.28) it is obvious that the variable capacitor C1

is primarily used to match the impedance, while C2 allows the tuning of the resonance frequency
of the resonant circuit, since the inductance L is fixed.

Experimentally, L and especially r are not well accessible. While the dc-resistance r can be
easily measured externally, i.e. B0=0 and at room temperature, its value can be affected by the
magnetic field and cooling. Furthermore, L might change dramatically if the sample becomes
superconducting. However, the quality factor Q, defined as Q = 2πE/∆E, where E and ∆E

denote the energy stored in the resonant circuit and the energy dissipated in it during one period,
can be used to determine r instead. Q can be measured with a reflection bridge as Q=f0/∆f

where ∆f is the bandwidth at which the reflected power is 7 dB below the incident power [23].
In the case of a matched and tuned capacitively coupled resonant circuit, Q is given by [24]

Q =
1

r
Lω0 (2.29)

and therefore offers information on L and r. Losses in the sample, for example by eddy currents,
can further influence the value of Q.

While in the case of microcoils the ohmic resistance r in the resonant circuit is completely
dominated by the wire of the rf-coil, other parts of the resonant circuit may contribute to
the total inductance L as well and therefore store energy in their respective magnetic fields,
increasing the measured Q. In this respect, in particular wires and the leads of the coil can
contribute.

2.3 Generation of high pressure: the gem anvil cell

A variety of different techniques is available for the generation of high pressure [25]. Static
pressures above about 30 kbar however are usually not easily accessible in large volume pressure
cells like the clamp cell and are most commonly generated using gem anvil cells (GAC) which
shall be described in this section.
gThe circuit shown in fig. 2.2 is in resonance if the imaginary part of its impedance Z vanishes, i.e. Im {Z}=0.
Additionally, the real part of Z has to be matched to the input impedance of the NMR-equipment, hence
Re {Z}=50 Ω. For further details see app. 9.1.
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2 Basics Generation of high pressure: the gem anvil cell

To be able to achieve very high pressures, one has to use extremely hard materials that are
able to sustain such pressures. It is a natural choice then to use the hardest materials available,
i.e. diamond or similar gems. The highest static pressures can be achieved in diamond anvil cells
(DAC) which are capable of generating pressures above 4 Mbar [26, 27], exceeding the pressure
at the center of the earth. Other GACs using cubic-zirconia, sapphire or moissanite anvils can
generate pressures close to 170, 260 and 600 kbar respectively [28,29].
The basic principle underlying all high pressure vessels is the generation of pressure p by

applying a force F on an area A

p =
F

A
. (2.30)

In order to achieve very high pressures one is thus interested in applying a very large force over
an area as small as possible. This already points to the fact that one has to reduce sample size
for high pressure experiments. For the purpose of illustration, it shall be mentioned here that
a pressure of 100 kbar corresponds to a weight of 1000 kg applied to an area of 1 mm2. Such
conditions are not easily generated.
GACs are a powerful tool as they can be used to investigate materials under extreme conditions

otherwise not accessible. However, this is achieved at the cost of sample size. While a variety
of techniques are frequently used at high pressure [30,31], NMR in GACs is not well established
as discussed in sec. 2.3.2.

2.3.1 Principle of a gem anvil cell

The principle of a GAC shall be explained on the basis of the piston-cylinder DAC shown in
fig. 2.3. The information presented here is based on reviews by Jayaraman [30,31] and Dunstan
and Spain [32,33].
In a very simple manner, a GAC generates high pressure by squeezing the sample between the

culetsh of two gem stones while confining it by a gasket as shown in fig. 2.3. By filling up the
sample space with a pressure transmitting medium, e.g. helium or glycerin, the uniaxial force
applied is converted into a hydrostatic or quasi-hydrostatic pressure.
Typically brilliant cut or Drukkeri design gem stones are used as anvils with culet diameters d

of about 1.0 mm or less. The ultimate pressure limit pmax of a GAC is determined by the culet
diameter. Empirically, pmax is found to be inversely proportional to d2. In the case of diamond
anvils, pmax is given by [32]

pmax[kbar] =
125

(d[mm])2
. (2.31)

Exceeding this value will likely cause failure of the anvil and a DAC should be operated well
below this value. For other gem stones similar relations apply, albeit with smaller numerators.
hCulet: Flat face of a gem stone.
iThis is a special gem cut invented for high pressure experiments, refer to [31] for details.
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Anvil

Anvil

Gasket
Culet

Sample space
1 mm

Figure 2.3: Left: schematic diagram of the two diamonds and the gasket in a DAC. Pressure
is generated by squeezing the sample between the culets of the diamond anvils while the gas-
ket prevents its extrusion. Often a pressure transmitting medium is used to achieve (quasi)
hydrostatic conditions. Right: in a piston-cylinder DAC the force on the anvils is applied by
pushing the piston through an external drive. The parallel alignement of the culets is fixed by
the piston-cylinder assembly while the xy-alignement can be achieved by moving the xy-plate.

The gasket is usually made from a high strength metal sheet, e.g. stainless steel or rhenium,
with a hole of diameter of less than d/2. Its initial thickness should be about 1/6th of d or
lessj and will reduce further under pressure. Therefore, the available sample volume decreases
significantly for increasing pressures. A metallic gasket has the benefit that it can flow while
pressure is applied, sealing the sample chamber and preventing the pressure medium to leak.
However, soft metals like copper are unsuitable as the gasket thickness will decrease rapidly with
increasing pressure.

To prevent damage to the anvils it is necessary to align the culets of the two diamond anvils
very precisely. In the piston-cylinder DAC shown in fig. 2.3, the piston fits tightly into the
cylinder preventing a tilt of the anvil in order to guarantee parallelism of the culets. The xy-
plate on the other hand is used to align the tips of the anvils. Pressure is generated by pushing
the piston down with an external drive. Both, the piston and the xy-plate have to be sufficiently
hard to support the diamond anvils to prevent misalignement and successive failure of the anvils.
One usually uses very hard backing plates for the direct support of the anvils. If a gem anvil cell
is operated correctly, either the hardness of the backing plate or the culet dimensions determine
the pressure limit of the cell.

Unfortunately, unlike the anvils, many materials commonly used for the construction of the
cell body or as gaskets are not suitable for the use in NMR experiments as they are magnetic.
It is possible to build non-magnetic DACs from high strength beryllium-copper (BeCu) and the

jUsually the gasket is pre-indented to the desired thickness. Depending on the initial thickness of the gasket,
the hole diameter will increase, stay or decrease upon application of pressure. High pressure work should be
performed only under the latter condition. For further details see [32,33].
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2 Basics Generation of high pressure: the gem anvil cell

titanium alloy Ti-6Al-4V. These materials are not as hard as materials conventionally used, e.g.
stainless steel or tungsten carbide, however. This is a problem in particular for the backing
plates of the anvils as they might fail because of overloading. As gasket material, BeCu and
rhenium are in principle suitable unless a high spectral resolution is required (see sec. 2.3.2).

Pressure determination

For the purpose of pressure calibration Ruby fluorescence is commonly applied in gem anvil cells
as the anvils are transparent to visible light. A small ruby chip (10 . . . 20 µm diameter) is placed
in addition to the sample inside the high pressure region. Its fluorescence can be excited by
irradiation with a green laser. The fluorescence wavelength of the R-lines (R1 and R2 at 6927 Å
and 6942 Å at ambient pressure [31]) is pressure dependent and well calibrated. Using the R2

line, the pressure can be determined via [31]

p [Mbar] = 3.808

[(
Mλ

6942 Å
+ 1

)5

− 1

]
, (2.32)

where ∆λ [Å] denotes the observed change in wavelength. It should be noted that the wavelength
is also temperature dependent and splits in the presence of magnetic fields.

2.3.2 State of the art of GAC-NMR

Already in 1987, the first GAC-NMR designs were introduced by Lee et al. [34] and many more
were introduced since [4–7, 35–37]. In this section the previously used designs will be briefly
reviewed and discussed in respect to the pressure achieved and sensitivity. It should be noted
that diamonds have been used exclusively as anvil material previously as other suitable gem
stones became available only more recently [28,29]. The choice of anvil material does not affect
a design however.
Due to the low intrinsic sensitivity of NMR and the limited sample space of usually less

than 0.5×0.5×0.2 mm3 NMR is difficult to observe in GACs. Additionally, the setup of the
anvil cells constricts the placement of the rf-coil. Therefore, a variety of different designs have
been developed over the last 25 years to detect NMR signals in GACs, including the gasket
resonator [34], the split pair coil design [5, 34], the hairpin resonator [4, 37], the split gasket
resonator [6] and the single solenoid design [7]. With the exception of the gasket resonator,
which uses the gasket itself as the coil, previous designs place the coil outside the high pressure
region. Therefore the sample makes up only a small fraction of the rf-coil volume causing a
poor sensitivity. An additional problem of such an external coil arrangement is that it is also
sensitive to spurious signal from outside the pressure volume [38].
Furthermore, the fact that metallic gaskets have to be used complicates things substantially.

A metallic gasket shields the gasket hole because of the skin-effect if the high frequency Brf -field
is applied perpendicular to the gasket. Experimentally, this is usually avoided by applying the
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2 Basics Generation of high pressure: the gem anvil cell

(a) Split gasket resonator (b) Single solenoid

Figure 2.4: (a) Split gasket resonator by Pravica and Silvera (figure taken from [6]). The rf-field
generated by the one-turn cover inductor can enter the sample space through the slit of the
gasket. A non-magnetic chip capacitor is soldered to the cover inductor to fix the resonance
frequency. Fine-tuning and matching is performed outside the magnet via conventional variable
capacitors. (b) Single solenoid design by Okuchi et al. (figure taken from [7]). The coil is wound
around both anvils and only a fraction of η = 3×10−4 is filled with the sample.

Brf -field parallel to the gasket and having it ”dip” into the hole [4, 5, 7, 34,37].
Certainly, sensitivity is the most important attribute of a GAC-NMR design. The highest

reported sensitivity is achieved in the design by Okuchi et al. [7] shown in fig. 2.4(b). Here the
coil is wound around both anvils resulting in a large inductance of L = 350 nH. Using this
setup, a SNR of ∼2 for a single scan in 1H-NMR has been achieved at 27 kbar on a sample of
20 nl methanol (CH3OH) in a magnetic field of 4.7 T using a 10 kHz filterk. This is remarkable
given the low filling factor of η = 3×10−4.
Another key attribute of GAC-NMR designs is the pressure that can be achieved while data

acquisition is possible. In this regard, the split gasket resonator by Pravica and Silvera, shown in
Fig. 2.4(a), is of particular interest since the highest pressure NMR-datum was recorded using
this setup. It is an interesting approach as the slit in the gasket enables the Brf -field of the
cover inductor (L = 1.8 nH) to enter the gasket hole. The slit itself is sealed by a mixture
of diamond and sodium chloride powder, confining the sample and preventing the gap to close
upon application of pressure. It was shown that the split gasket can be pressurized at least up
to 260 kbar [6] and NMR data was acquired up to 128 kbar [39]. For comparison, the second
highest pressure achieved is about 80 kbar [40,41] using the split pair coil design [5].
Application of before-mentioned GAC-NMR designs at higher pressure however is limited

by the requirement to further reduce the sample space accompanied by a smaller filling factor
of the coil resulting in an insufficient sensitivity. Nonetheless, it was feasible to perform 1H-
NMR experimentsl up to 128 kbar on materials such as solid and liquid H2 [3, 39, 42], organic

kUnfortunately, no statement about the temperature was made. However, it is safe to assume that the experiment
was performed at room temperature as the methanol would be solid at lower temperatures.
lProtons yield a strong NMR signal because of their large gyromagnetic ratio γ and almost 100% natural
abundance.
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liquids [35–37, 43] or hydrogen hydrates [44, 45]. It should be noted that a common problem
encountered in 1H-NMR in GACs is that spurious 1H-signals from the environment can be picked
up, hampering an interpretation of the data.
Another noteworthy problem is that the magnetic susceptibilities of the different GAC com-

ponents, in particular the gasket, often do not match the susceptibility of the sample causing
undesired line-broadening making it difficult to resolve functional groups [34]. Using a gas-
ket made out of a high conductivity beryllium-copper alloy rather than the conventional high
strength beryllium copper, Okuchi et al. achieved a spectral resolution as good as 0.8 ppm in
methanol [46].
In other GAC-NMR experiments by Bertani et al. [40] and Kluthe et al. [41] alkaline metals

such as lithium and sodium were investigated up to ∼ 80 kbar. Although these metals have
smaller gyromagnetic ratios, the short T1 in metals allows for a faster data accumulation.
It is worth mentioning that a lot of progress has been made recently in the development of high

pressure cells for NMR/NQR experiments that offer a larger volume compared to GACs [47–50].
However, their design and fabrication is far more complex in comparison to GACs. One also
has to keep in mind that their size has to be considerably larger in order to sustain the pressure
which can make their operation in conventional magnets impossible. Furthermore, while the
pressures achieved in NMR and NQR experiments using such large volume pressure cells match
those in previous GAC-NMR experiments, their ultimate pressure range is far inferior compared
to GACs.
As we intended to perform high-sensitivity NMR experiments under such extreme pressure

conditions, these circumstances made it necessary for us to develop a novel approach to GAC-
NMR that will be described in chap. 3.
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3 Microcoil approach to gem anvil cell NMR

An insufficient sensitivity of previous GAC-NMR designs has rendered their application unfeasi-
ble in the investigation of condensed matter systems, such as high temperature superconductors,
at high pressure. As discussed in sec. 2.3.2 the low sensitivity is a result of the tiny sample size
available in these GACs in conjunction with the small filling factor of the rf-coil.
One can therefore pursue two approaches to increase the sensitivity of NMR experiments at

high pressure: (a) increase the available sample space by using large volume pressure cells that
have a lower pressure limit compared to GACs [47–50] or (b) increase the filling factor of the rf-
coil in a GAC-NMR design. The latter is possible by placing the rf-coil inside the high pressure
region of the GAC.
This approach was pursuit in the present thesis by using a microcoil inside the high pres-

sure volume as the rf-coil [51, 52]. In this chapter, the necessary steps for preparation of the
experimental setup will be discussed and based on first experiments on a zeolite at ambient
pressure and metallic aluminum at 42 kbar, it will be demonstrated that the microcoil setup
indeed results in a tremendous increase of sensitivity compared to previously developed designs.
Furthermore, it will be explained how the setup can be used to determine the superconducting
transition temperature Tc of high temperature superconductors under high pressure conditions.

3.1 The novel design

The novel setup was developed in collaboration with Dr. Swee K. Goh from the Shoenberg-
Laboratory for Quantum Matter at the Cavendish Laboratory, University of Cambridge. As
displayed in fig. 3.1, a small 10-turn microcoil is placed as the rf-coil inside the gasket hole,
the high pressure region of a GAC. This microcoil is incorporated into a resonant circuit for
tuning and matching by grounding one end on a nearby gasket pin and soldering the other end
to an insulated wire that is threaded through the cell body. In this section, the different parts
of the experimental setup, i.e. the high pressure cell, the gasket, the microcoil and the NMR
probehead, will be described and their preparation explained.

3.1.1 High pressure cell

For all experiments discussed, moissanite anvil cells (MAC) provided and prepared by Dr. Goh
were used. During the course of this thesis, similar high pressure cells were also build in Leipzig.
They are described in detail in app. 9.3 and have already been employed in NMR experiments
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Figure 3.1: Conceptual sketch of the microcoil setup for high pressure NMR experiments in a
gem anvil cell. A small 10-turn microcoil placed inside the gasket hole, the high pressure region
of the pressure cell, and loaded with the sample is used as the rf-coil. One lead of the microcoil
is electrically grounded on a gasket pin (the cell body is electrically grounded itself) while the
other is soldered to a wire that is threaded through the pressure cell. The surface of the gasket
is insulated by a mixture of stycast 1266 and alumina.

up to 97 kbar [53].
The MACs used are made of non-magnetic high-strength beryllium copper (BeCu)a and are

based on a GAC design by Dunstan and Spain [32]. They operate on the principle of the piston-
cylinder DAC described in sec. 2.3. The force required to generate the pressure is applied by a
hydraulic press and can then be clamped by tightening two clamping screws. With a length of
40 mm and a diameter of 18 mm the MACs have a very compact size. A closed cell, an anvil
on a piston and a gasket are shown in fig. 3.2.

Anvils

Moissanite anvils were used during this thesis as they are a cost-effective substitute for diamond
anvils and are equally suitable from an NMR point of view. Their culets were bevelled to reduce
the risk of damaging the leads of the microcoil under pressure. For experiments up to 40 kbar
anvils with a culet diameter of 1.0 mm were used. At higher pressures anvils with smaller culets
of 0.8 mm diameter were used instead. The anvils are fixed on the piston and the xy-plate with
Stycast 1266.

Piston

The piston of the MAC has a few features essential for the setup. It has a total of 7 holes. One
1.2 mm diameter hole in the center to allow optical access of the inner part of the cell for the
purpose of pressure measurement via the ruby fluorescence method. Then there are three holes

aThe beryllium copper alloy C 17200 used contains ∼ 1.8% beryllium, ∼ 0.2% nickel and cobalt and copper as
balance.
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Figure 3.2: A photograph showing a closed moissanite anvil cell, an anvil on a piston and a
gasket. The penny is shown for size comparison.

on the outer rim of the piston that are used to fix the three gasket pins which in turn are used
to fix the position of the gasket. These gasket pins can be seen in fig. 3.3.
The other three holes of 0.7 mm diameter on the outer rim can be used as feedthroughs (see

fig. 3.3). A copper wire of 2 cm length and 0.48 mm diameter, insulated by a polyethylene
capsule, is threaded through one of these feedthrough holes. The wire is later used to contact
the hot end of the microcoil from the exterior of the cell as depicted in fig. 3.1. The benefit of
this arrangement is that the inductance of the hot wire is reduced by the cell body, which is
electrically grounded. This is due to the fact that the wire in the feedthrough essentially acts
as a coaxial cable. Its properties, i.e. inductance L and capacity C are given by [21]

L =
µ0µr
2π

l ln

(
D

d

)
= 1.5 nH (3.1)

C =
2πε0εr

ln
(
D
d

) l = 7.1 pF (3.2)

where l, d and D are the length, diameter of the inner conductor and diameter of the outer
conductor, respectively while ε0 and εr denote the vacuum and relative permittivity. Note that
the inductance of 1.5 nH is small compared to that of the microcoil (see below) and that the
feedthrough therefore basically acts as a capacitor.
It should be mentioned that the piston can easily be removed from the MAC which is conve-

nient for the purpose of gasket preparation, microcoil placement and sample loading.

3.1.2 Gasket and microcoil preparation, loading of the cell

Next, the steps necessary for preparation of the gasket and microcoil will be described and the
loading and pressurization outlined.

Gasket preparation

Gaskets of ca. 9 mm diameter are cut from a 0.5 mm thick sheet of annealed BeCu. Three
holes of 600 µm diameter are drilled on the outer rim of the gasket for the gasket pins. A gasket
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Figure 3.3: Top view, along the axis of the microcoil (not present) of a gasket residing on the
anvil of the piston. The gasket, fixed on the anvil by three gasket pins, was pre-indented to a
thickness of about 160 µm. A hole of 0.5 mm was then drilled at the center of the gasket to
accomodate the microcoil and sample. The gasket was cut into a triangular shape so that one
end of the microcoil could later be soldered to the hot wire going through one of the feedthroughs
on the outer rim of the piston. The square cutout on the right of the gasket makes it possible to
bring the hot wire closer to the gasket reducing the required length of the lead of the microcoil.

is then fixed on the anvil of the piston and pre-indented to a thickness of about 160 µm for
experiments up to 40 kbar and 140 µm for higher pressures by applying load on the pressure
cell via the hydraulic press.

Load is then released and the gasket removed from the piston. At the center of the pre-
indented area, a hole of half the culet diameter, e.g. 0.5 mm for 1.0 mm culets, is drilled to later
accomodate the microcoil and sample. Any chippings, remaining from the drilling process, are
removed with a scalpel.

Two channels for the leads of the microcoil are then carved into the pre-indented area with a
scalpel and rounded off with the tip of a needle. These channels serve as a guide for the leads
of the microcoil and reduce the risk of rupture of the wire and failure of the insulation of the
leads during application of pressure [33]. In order to be able to contact one lead of the microcoil
with the hot wire coming through the piston, the gasket is cut into a triangular shape and an
additional square piece is removed where the hot wire is intended to contact the microcoil (see
fig. 3.4(a)). This way the hot wire can be brought closer to the microcoil reducing the required
length of the microcoil wire. A gasket at this stage in the preparation process is shown in
fig. 3.3. It is then fully hardened by heating to 350◦C for 30 min and subsequently, its surface
is electrically insulated with a mixture of alumina and stycast 1266.

Microcoil preparation

While the use of microcoils offers a significant improvement in sensitivity for NMR measure-
ments in the case of volume limited samples, their preparation is considerably more challenging
compared to conventional solenoids.

The microcoils are hand wound from 12 µm diameter copper wire with an insulation thickness
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of 2 µm. The wire was bought from Polyfilb. In principle, one would be interested in using a
thinner wire to increase B1/i in order to increase the SNR (c.f. eqn. (2.23)). However, to the
best of my knowledge this is the thinnest insulated wire commercially available. Furthermore,
winding these coils is a very delicate process and becomes considerably more difficult for thinner
diameters as one might easily break the wire.

The actual winding is done under a microscope on a rod of a suitable diameter that can be
easily rotated about its axis by a turning wheel. First a thin film of lubricant, e.g. teflon spray,
is applied on the rod to reduce friction and to prevent damage to the insulation of the wire.
Then one end of the wire is fixed on the wheel while the other end is held with tension between
two fingers. Special care has to be taken to not rip apart the wire. By rotating the wheel, a
microcoil of desired number of turns can be wound. In this state, the wire reacts to a release of
tension like a spring by unwinding. Therefore, a small drop of GE varnish, diluted by ethanol, is
applied to the microcoil while still under tension to prevent this from happening. After drying
of the varnish, it can then be carefully removed from the rod.

Up to 40 kbar microcoils with 10 turns and an inner diameter of 300 µm (coil type A) are used.
In order to achieve higher pressures without risking failure of the coil during pressurization, the
coil dimensions have to be reduced as the available sample space shrinks at higher pressure.
The smallest coils used had about 9 turns and a diameter of 200 µm (coil type B). Expected
properties for these microcoils are summarized in tab. 3.1. It is worth mentioning that the use of
diamond anvils and rhenium gaskets will enable one to extend the use of the 300 µm microcoils
up to considerably higher pressures therefore allowing considerably larger samples.

At this point the microcoil can be placed inside the gasket hole as illustrated in fig. 3.1. Its
leads are placed in the two channels and fixed with an insulating mixture of stycast 1266 and
alumina as is necessary in the case of metallic gaskets [33].

After the epoxy dried, the leads of the microcoil are cut to a length of about 4 to 5 mm to
reduce the resistance. As depicted in fig. 3.1, one end of the microcoil is electrically grounded

bPolyfil AG: www.polyfil.ch

Property coil type A coil type B
Turns n 10 9
Diameter d [µm] 300 200
Height h [µm] 150 140
Volume V [nl] 10.6 4.4
Inductance L [nH] 31 14
dc-resistance r at RT [Ω] 2.6 2.1

Table 3.1: Calculated properties of microcoils used for experiments. The dc-resistance r takes
into account the contribution of the leads of the coil. It is assumed that they have a total length
of 8 mm and therefore add 1.2 Ω. The quantity r is a good indicator of the health of the coil
as significantly lower values of r imply a short circuit of turns. The inductance L is calculated
using eqn. (2.20) and does not include contributions from leads.
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(a) Empty microcoil (b) Filled microcoil

Figure 3.4: Top view on the gasket (along the axis the microcoil). (a) A 300 µm diameter
microcoil placed inside the gasket hole. The leads are fixed inside the channels with stycast
1266. One end is soldered to the hot wire while the other end is grounded on the gasket. (b)
Microcoil filled with a powder of metallic aluminum as the sample.

on a nearby gasket pin while the other end is soldered to the 0.48 mm wire coming though the
feedthrough in the piston. Fig. 3.4(a) shows the completed gasket and microcoil setup.

Loading of the sample and application of pressure

The microcoil can then be loaded with the sample. Additionally, a small ruby chip is placed
inside the microcoil which serves as a pressure gauge via the ruby fluorescent method [54].
Afterwards, the gasket hole is flooded with a pressure transmitting medium such as glycerin

or daphne 7373. These oils were found to be simple to load as they are highly viscous and do not
evaporate quickly. Glycerin in particular is suitable as it ensures nearly hydrostatic conditions
up to 70 kbar [55]. It is worth mentioning that in principle condensed gases like N2 and He or a
4:1 mixture of methanol:ethanol are more suitable as pressure transmitting medium as they offer
nearly hydrostatic conditions up to well above 100 kbar [30]. However, in most cases powder
samples were used which are difficult to load under cryogenic conditions (He and N2). The use of
the methanol:ethanol mixture was tested but terminated after multiple failed loading attempts
due to the quick evaporation of the liquid which eventually lead to the breaking of an anvil.
The pressure cell can now be closed by inserting the piston into the MAC. Pressure is then

carefully applied with a hydraulic press and clamped by tightening the two clamping screwsc.
The resistance of the microcoil is now checked with a multimeter to verify its functionality.
Pressure is measured via the ruby fluorescence methodd. If necessary, the pressure is further
increased by using the hydraulic press. A cell is then left to relax for a few hours and pressure
is checked again. In the case of the pressure cells prepared, a drop of about 2 kbar was then
typically observed during this time. However, the pressure then decreased no further even over

cUnfortunately no direct gauge of the applied load is available for the hydraulic press used and thus experience
guides the pressurizing process. The pressure-load relation however can be non-linear [32] and may vary from
experiment to experiment.
dA homebuilt fluorescence spectrometer at the Quantum Matter group in Cambridge was used for that during
the experiments described here.
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a time of several months in which the pressure cell was often exposed to multiple cooling cycles
down to low temperatures.
It should be noted that in some cases the microcoils can be distorted considerably during

application of pressure as their height is only slightly less than the thickness of the pre-indented
gasket. Sometimes even, a microcoil is damaged or destroyed completely upon application of
pressure. To evaluate the health of a microcoil, in particular the comparison of the measured and
calculated dc-resistance of a microcoil proved to be useful, as an observation of a considerably
lower value of implies a short circuit of coil turns. If the measurement of the resistance indicates
that the coil is heavily damaged or even destroyed (i.e. very high values of the resistance on the
order of MΩ), the cell has to be opened again and the preparation process must be started over
again.

3.1.3 NMR setup

In the closed condition, the pressure cell is simple to handle. The next task is to incorporate
the microcoil into a resonant circuit similar to the one shown in fig. 2.2. For that purpose, the
MAC is mounted on a homebuilt NMR probehead that uses two variable capacitors for tuning
and matching. Its position on it is fixed with a cable tie. This way, the end of the microcoil
soldered to the gasket pin is electrically grounded as the whole cell body itself is grounded on the
probehead. By soldering the 0.48 mm hot wire coming out of the MAC to the capacitive current
divider of the probehead, the resonant circuit is completed. Fig. 3.5(a) shows a MAC mounted
on a probehead. It should be noted that the orientation of the pressure cell is dictated by the
requirement for Brf to be perpendicular to the static field B0. The homebuilt NMR-probeheads
are equipped with Cernox temperature sensors (for monitoring the sample temperature) and fit
into the 5 cm diameter, bottom loading cryostats of the available magnets (2.35, 7.04, 11.74 and
17.6 T). They therefore easily allow temperature dependent measurements down to 4 K.
In contrast to most of the previous GAC-NMR designs discussed in sec. 2.3.2, this setup is very

flexible as it can be operated in the frequency range from ∼ 100 MHz up to 300 MHz without
any modifications using the two variable capacitors of the current divider with C = 1 . . . 10 pF

or 1 . . . 20 pF. For lower frequencies, chip capacitors can be added in parallel to the variable
capacitors as required and the setup has been used successfully down to 30 MHz. Fig. 3.5(b)
shows an example resonance curve of a 200 µm microcoil at 42 kbar containing a single crystal
of YBa2Cu4O8 and tuned and matched at ∼134.5 MHz recorded with a spectrum analyzer.

3.2 Performance of the microcoil setup

Based on first tests at ambient pressure on a powder of zeolite A and on a powder of metallic
aluminum at 42 kbar, the performance of the microcoil approach will be demonstrated. It will
be shown that sensitivity is improved by about two orders of magnitude compared to previous
GAC-NMR designs and that ultimately high sensitivity NMR experiments at high pressure are

33



3 Microcoil approach to gem anvil cell NMR Performance of the microcoil setup

MAC

50 �

C1 C2
C1 C2

T/R 
switch

(a) Probehead and schematic wiring

-80
-70
-60
-50
-40
-30
-20
-10

0
10

110 120 130 140 150 160

at
tn

 [d
B]

f [MHz]

(b) Resonance curve

Figure 3.5: (a) The photograph shows a closed MAC mounted on a probehead with the cell
body electrically grounded. The hot wire coming out of the cell is connected to the two variable
capacitors (1 . . . 20 pF) that are used for matching (C1) and tuning (C2). In the block diagram
to the right, the schematic wiring of the resonant circuit is depicted. It is connected to the
T/R switch of the NMR-spectrometer via a 50 Ω coaxial cable. Note that the feedthrough
arrangement of the hot wire adds a capacity of about C=7 pF in parallel to C2. (b) Resonance
curve of a 200 µm microcoil at 42 kbar tuned and matched at 134.5 MHz. The resonance circuit
had a quality factor of Q=12.

feasible with the microcoil setup.

3.2.1 Zeolite A

The proof of concept of the novel GAC-NMR setup was performed by 23Na and 27Al NMR on
a linde type A zeolite with the chemical composition Na12((AlO2)12(SiO2)12)*27H2O at room
temperature in a magnetic field of 11.74 T [51]. Both nuclei have a natural abundance of 100%
and have a nuclear spin of 3/2 (23Na) and 5/2 (27Al). The zeolite has a unit cell volume of
1693.24 Å3 and a density of 2.5 g/cm3 [56]. The low density of the 23Na and 27Al in the zeolite
offered a good opportunity to test the limit of sensitivity of the setup.

At 11.74 T both nuclei have a resonance frequency of about 130 MHz. Preliminary tests were
carried out with a regular NMR setup. A resonance frequency of ν0 = 130.320 MHz, a spectral
full width at half maximum (FWHM) of ∆ν=1.8 kHz and a relaxation time of T1=1.4 ms was
found for 27Al while ν0 =132.288 MHz, ∆ν=0.8 kHz and T1 =0.8 ms were measured for 23Na.
The small values of T1 are ideal for short repetition times while searching for signal.

The pressure cell was prepared as described in sec. 3.1, only difference being that the insulation
of the feedthrough wire was not further improved by the polyethylene capsule. A microcoil of
type A, i.e. 10 turns and 300 µm diameter, with a dc-resistance of r=3.0 Ω was used and filled
with the zeolite powder as shown in fig. 3.6(a). Unfortunately, it was not possible to weigh the
content of the microcoil but the zeolite was not packed densely to prevent damage to the coil.
Assuming a filling of 50% and taking into account the volume of the microcoil of 10.6 nl, it is
estimated that the coil contained ∼5 µg of the zeolite powder. With the given density and unit
cell volume, this corresponds to a total of 1.7×1016 Na and Al nuclei. It should be noted that
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0.5 mm

Zeolite AMicrocoil

(a) Zeolite A, 1 bar (b) Metallic Al, 42 kbar

Figure 3.6: Top view, along the axis of the microcoil, showing the pre-indented region of the
gasket of the MACs. For tests at ambient pressure one cell was loaded with zeolite A (a). A
cell used for experiments at 42 kbar on metallic aluminum is shown in (c). It contained a fine
powder of metallic aluminum and a ruby chip. In both cases, the microcoils had 10 turns and a
300 µm diameter.

this is a rather crude and conservative estimate and it is well possible that the coil contained
even less of the sample. No pressure transmitting medium was used and the cell was closed
without applying pressure.
The closed cell was mounted on a homebuilt probehead and connected to its two variable

capacitors (1 . . . 10 pF) as described earlier. An additional 10 pF chip capacitor had to be
soldered in parallel to the variable tuning capacitor in order to reach the desired frequencies.
The resonant circuit was tuned and matched to 130.320 MHz for 27Al and 132.288 MHz for
23Na as determined earlier and its quality factor Q was measured at the probe terminal from
the return loss recorded with a GW INSTEK GSP-830 spectrum analyzer. Signal was recorded
by accumulating 10000 scans following a 1 W rf-pulse of defined duration τ with a dwell time
of 2 µs and a recycle delay of 50 ms. The average power of the rf-pulse was determined and
monitored with a calibrated directional coupler. To determine the π/2-pulse length, τ was varied
from 1 . . . 6 µs in a nutation experiment.

Results and discussion

First, the properties of the resonant circuit will be discussed. At 130 MHz, the resonance circuit
had a quality factor of Q≈12. With a skin depth in copper at 130 MHz of [21]

δ =

√
ρ

µ0µrπf
= 5.7 µm, (3.3)

the resistance r is essentially unchanged compared to its dc-value of 3 Ω. Furthermore, it is
reasonable to assume thatQ is determined by the properties of the microcoil only as no significant
energy losses are expected to be caused by the sample and high-Q capacitors (Q > 2000 at
100 MHz) were used. Using eqn. (2.27 - 2.29) it can then be concluded that the total inductance
was L= 44 nH, with matching and tuning capacities of C1 = 8 pF and C2 = 25 pF. This is in
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(a) 27Al FID and spectrum
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(b) 23Na FID and spectrum

Figure 3.7: Real part of the recorded FIDs (main panel) and spectra (inset) of aluminum (a)
and sodium (b) nuclei in zeolite A after 10000 scans following a single rf-pulse of 1 W and a
duration τ = 2 µs with a repetition time of 50 ms and a spectral bandwidth of ∆ν=200 kHz.
The signal intensities of both FIDs have been normalized to that of 27Al at t=0 µs.

reasonable agreement with expected values. The somewhat larger value of L=44 nH compared
to the calculated value of ∼30 nH (c.f. tab. 3.1) can be explained by considering the additional
contributions from the legs of the microcoil. Their inductance is given by [21]

L [nH] = 2l

(
ln

4l

d
+ µrK − 1

)
(3.4)

where l [cm] and d [cm] denote the length and diameter of the leads, µr=1 (copper) is the relative
permeability and K = 0.25 is a correction term taking into account the frequency dependence.
With an estimated length of 5 mm, the two leads are expected to contribute 15 nH.

Next, the results of the 27Al and 23Na NMR experiments will be discussed. Signal was
successfully recorded and fig. 3.7 shows sample FIDs and spectra for a rf-pulse duration of
τ=2 µs. Experimentally, the intensity of the 27Al was about 1.5 times higher than that of 23Na.
Taking into account the different spin factor I(I+1) and the slightly different γ-values of the
nuclei 27Al (I = 5/2) and 23Na (I = 3/2), one would expect a 2.2-fold higher intensity of the
aluminum signal based on eqn. (2.23). However, it is reasonable to assume that the intensity
is only given by the central transition −1/2↔1/2 for the case of non-selective excitation of all
transitions in which case the intensity ratio of 27Al to 23Na drops to about 1.4 [57]. This is what
is found within experimental error.

The spectra reveal that no changes in the resonance frequencies of 130.320 MHz for 27Al and
132.288 MHz for 23Na occur in the high pressure setup. However, the linewidths of ∆ν=2.0 kHz

for 27Al and ∆ν= 1.3 kHz for 23Na are somewhat larger than ∆ν= 1.8 kHz and ∆ν= 0.8 kHz

determined with the regular setup. If the increase in linewidth was only due to field inhomo-
geneities caused by the setup, one would expect a similar relative increase in ∆ν for both nuclei
which is clearly not the case. Instead, it is concluded here that the increase in linewidth in
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Figure 3.8: The characteristic nutation curve of the 27Al and 23Na signals of the zeolite A
recorded in the MAC. A π/2-pulse of about 1.6 µs is found experimentally. The solid line is a
fit of a sinus to the 27Al data and intended as a guide to the eye.

particular for 23Na was caused at least partially by a dehydration of the powder of zeolite A
over the course of the experiments, which is not related to the setup. Nonetheless, a resolution
of at least 1.3 kHz at ∼ 130 MHz, or 10 ppm, can be achieved using this setup. As this is by
far sufficient for studying the condensed matter systems of interest, the resolution limit of the
setup was not investigated further.
In fig. 3.8 the result of the nutation experiment is shown by plotting the integral of the FID

signal as a function of the rf-pulse duration τ . From the data, a π/2-pulse duration of about
1.6 µs can be estimated which is on the order of 0.8 µs calculated using eqn. (2.26). The fact
that a larger value of τπ/2 was observed experimentally is not unexpected as the energy of the
magnetic field B1 is not only stored in the volume of the coil as was assumed in the derivation
of eqn. (2.26).
The SNR can be estimated from the data recorded with a rf-pulse duration of τ=2 µs shown

in fig. 3.7. After 10000 scans with a filter width of ∆f = 200 kHz a SNR of ∼ 18 and ∼ 10

was acquired for 27Al and 23Na. This corresponds to a SNR for a single scan of 0.18 and 0.10,
respectively. From eqn. (2.23) and eqn. (2.24) a maximum (K = 1) single scan SNR of 1.65
and 0.73 for 27Al and 23Na is calculated. Taking into account that in the case of non-selective
excitation the intensity of the central transition is only a fraction of 9/35 (27Al) and 2/5 (23Na)
of that [57], a maximum single scan SNR of 0.42 and 0.29 is expected. That is only a factor of
two to three higher than measured experimentally. Due to the inductance in the coil’s legs and
a non-perfect homogeneity of the B1-field (K< 1), the experimental values are expected to be
somewhat lower.
To evaluate the performance of the setup, the SNR is compared to the previously highest

SNR reported by Okuchi et al. [7] according to eqn. (2.23). Taking into account the different
values of γ, B0, ∆f , number of spins and intensity ratio of 9/35 (27Al) the novel microcoil setup
increases sensitivity by a factor of more than 70. Under similar experimental conditions, this
means a reduction in measurement time by a factor of ∼5000.
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3.2.2 Metallic aluminum at 42 kbar

The first experiments at high pressure were performed on a powder of metallic aluminum [52,58],
their results are discussed in detail in chap. 4. This section focuses on the performance of the
setup under such high pressure conditions using the measurements on aluminum at 42 kbar as an
example. It will be demonstrated that the setup works well even under such extreme conditions.
As the sample, a 99.97% pure aluminum powder of less than 44 µm diameter particle size

(-325 mesh) purchased from Alfa Aesar was used. Aluminum has a density of 2.7 g/cm3 and a
face-centered-cubic lattice with a unit cell volume of 66.43 Å3. In preliminary tests at ambient
pressure in a MAC, a resonance frequency of ν0 = 130.523 MHz, a FWHM of ∆ν = 11 kHz

and a spin-lattice relaxation time of T1 = 6.3 ms were found for the 27Al nuclei in the metallic
aluminum.
A 10-turn, 300 µm diameter microcoil, shown after sample loading in fig. 3.6(b), was used.

About 20% of the volume of the microcoil was occupied by the ruby chip. As the aluminum
powder was not densely packed, it is reasonable to assume that the filling factor of the powder
in the available space is less than 50% corresponding to a loading of 10 µg at most. Taking into
account that the skin-depth in aluminum is ∼ 7.4 µm at 130 MHz and that the particle size
was less than 44 µm an estimated 40% of the aluminum nuclei contributed to the signal. This
corresponds to about 1×1017 nuclei. Again, this is a rather conservative estimate.
Daphne 7373 was used as the pressure transmitting medium. After closing and pressurization

to 42 kbar, the dc-resistance of the microcoil was measured to be 2.3 Ω and the resonant circuit
had a quality factor of Q = 18 at 130 MHz. These NMR measurements were done at room
temperature (297 K) in a magnetic field of 11.74 T [58]. Similar to the tests on the zeolite
powder, signal was recorded by accumulating 1024 scans following a 1 W rf-pulse of defined
duration τ with a dwell time of 2 µs and a recycle delay of 50 ms. The π/2-pulse duration was
determined by variation of the pulse length τ in a nutation experiment.

Results and discussion

Signal was observed successfully and a sample FID and spectrum recorded with a pulse duration
of 2 µs is shown in fig. 3.9(a). As will be discussed in more detail in chap. 4, a decrease of the
resonance frequency and a slight increase of the FWHM was observed.
The result of the nutation experiment is shown in fig. 3.9(b). Up to 4.5 µs the datum fits well

to a sinusoidal shape while for longer pulse durations the datum deviates considerably. This is
not unexpected taking into account that the amplitude of the magnetic rf-field is not uniform
over the sample space due to the small ratio of coil height to coil diameter. Furthermore one
has to consider the decay of that amplitude in the sample because of the skin-effect. From
fig. 3.9(b) it can be inferred that the pulse duration of maximum signal was τπ/2 =1.9 µs. The
value compares well to that of 2.0 µs found at ambient pressure in a similar cell under the same
experimental conditions (not shown). Both values are somewhat larger than that found for 27Al
in the zeolite likely because of the skin-effect in the metallic sample.
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Figure 3.9: Metallic aluminum at 42 kbar: (a) Real part of the FID (main panel) and spectrum
(inset) after 1024 scans following a single 1 W rf-pulse of 2 µs duration with a repetition time of
50 ms and a filter width of ∆f =500 kHz. (b) Result of the nutation experiment. A π/2-pulse
duration of τπ/2 = 1.9 µs is found experimentally. The solid sinusoidal line is a guide to the eye.

The maximum single scan SNR of 6 was recorded for a pulse duration of τ = 2 µs which
is only slightly less than the theoretical maximum SNR of 11 calculated using eqn. (2.23) and
eqn. (2.24). Again compared to the SNR reported by Okuchi et al. [7], this indicates a 165-fold
increase in sensitivity. This is about twice the factor estimated for the experiments on the zeolite.
The disparity between these factors is likely due to the uncertainty in the sample amount.

3.2.3 Conclusions from the first tests

Based on experiments performed at ambient pressure on a powder of zeolite A and at 42 kbar
on metallic aluminum it has been shown that a tremendous increase in sensitivity by about two
orders of magnitude is possible with this novel design compared to previous GAC-NMR setups.
Within the resolution of the experiments, the setup does not influence the observed resonance

frequency. Furthermore, a spectral resolution of at least 10 ppm at 130 MHz is achieved. How-
ever, it is likely that this value does not represent the lower limit of the spectral resolution and
further experiments would be required to determine it. Nonetheless, for the systems of interest
in this thesis, i.e. metallic aluminum and the high temperature superconductor YBa2Cu4O8,
this is by far sufficient and allows precise measurements of the shift in resonance frequency.
It is also worth pointing out that the properties of the setup, especially with regard to the

microcoil and its sensitivity, are well understood by the theory described in sec. 2.2. This enables
the estimate of experimentally important quantities such as duration of the π/2-pulse.

3.3 Measurement of Tc

In the case of the 17O exchanged powder of the high temperature superconductor YBa2Cu4O8

(see sec. 6 for details), the GAC-NMR design was also used to determine the superconducting
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transition temperature Tc in zero field. This has the benefit that the NMR and Tc-measurements
can be performed on the same sample and under the very same pressure conditions.
The method is based on the fact that the inductance L of the microcoil depends on the

magnetic susceptibility χm of the sample it encloses. It has been used to determine Tc of a
material in a similar fashion in large volume high pressure cells by other groups [14, 59] . If η
denotes the filling factor of the sample in the coil, L is given by

L = L0 (1 + ηχm) , (3.5)

where L0 is the vacuum inductance given by eqn. (2.20). In the normal state of a superconductor
χm vanishes and to a good approximation L is given by its vacuum value L0. The supercon-
ducting state of a material however is characterized by perfect diamagnetism, i.e. χm =−1 in
which case the inductance of the coil is reduced to L=L (1−η). Recalling that the resonance
frequency of the resonance circuit f0

f0 =
1

2π
√
L (C1 + C2)

(3.6)

depends inversely on
√
L, one expects to be able to observe such changes by monitoring the

temperature dependence of f0 around Tc.
The measuring procedure will be described next. It should be noted however that the method

is not suitable for searching for Tc over a large temperature range for reasons that will be
discussed below. It nonetheless proved well suitable as an estimate of Tc at a specific pressure
was inferred from values found in the literature.
For a specific pressure point, the probehead was initially cooled down to a temperature about

5 to 10 K above the expected superconducting transition. The resonance circuit was then tuned
and matched at the lowest resonance frequency possible, usually about 100 MHz (the relative
change in L is more pronounced at lower frequency due to skin-depths effects). No further tuning
and matching was done afterwards. To determine the resonance frequency f0, the resonance
curve of the resonance circuit was recorded with a GW INSTEK GSP-830 spectrum analyzer.
The probehead was then cooled down slowly at a rate of ∼20 K per hour to a temperature 20 K
below the initial starting point. During the cooling down, the temperature and the resonance
curve (which was later used to determine f0(T )) were recorded every 30 s. To rule out a lagging of
the sample temperature, the process was then repeated while heating up. Tc was then extracted
graphically from the plot of −∆f = −(f0(T )−f0(Tmax)) vs. T as a characteristic drop and
change in slope occurs at Tce. After the proof of concept, this procedure was incorporated into
a python program by Jonas Kohlrautz [60] for the purpose of automatization. Fig. 3.10 shows
a sample curve of −∆f vs. T recorded at 30 kbar while cooling down.
It is necessary to make a few remarks regarding the applicability of this method. First of

eThe plot of −∆f vs. T is chosen here as it is similar in appearance to plots of χm vs. T from measurements of
the magnetic susceptibility which are often used to determine Tc.
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Figure 3.10: Sample plot of −∆f vs. T recorded at 30 kbar to illustrate the determination of
Tc via the drop in −∆f . The kink in slope at 97.5 K (indicated by the arrow) is caused by the
superconducting transition and was used to determine Tc. The dashed lines are a guide to the
eye.

all, from fig. 3.10 it is obvious that f0 changes not only due to the superconducting transition
but appears to drift with temperature. Wether this is caused by changes in other parts of the
resonant circuit, e.g. due to a temperature drift of the tuning and matching capacitors, or
represents changes of the sample is unclear. The technique is therefore only applicable, if the
drop in L below Tc is large compared to the effects of the thermal drift. Furthermore, this
technique can be applied only in a limited temperature range as the matching of the resonance
circuit changes with temperature making a precise determination of f0 difficult. Within the
20 K range used, the de-matching of the resonance circuit is small however.
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4 Metallic aluminum

We decided to first apply the novel GAC-NMR design to investigate a supposedly simple and
NMR friendly system, metallic aluminum, under high pressure conditions of up to 101 kbar.
Surprisingly, these experiments revealed an unexpected decrease of the pressure-dependent elec-
tronic density of states (DOS) that violates a free electron behavior [52, 58].
This chapter will start with a brief introduction to the DOS in metals and its role for the

Knight-shift K and the spin-lattice relaxation time T1. Then, the results of the high pressure
NMR experiments will be discussed that include a characteristic beat pattern in the FID up to
54 kbar, an unexpected increase in the linewidth above 42 kbar and changes of K and T1 that
cannot be understood in terms of the free electron model. Finally, based on numerical band
structure calculations, it will be concluded that the pressure dependence of K and T1 indicate
a pressure induced Lifshitz-transition.

4.1 Introduction

This section covers the theoretical background of the density of states at the Fermi level EF and
how it affects K and T1 in metallic aluminum. Previous pressure studies of the Fermi surface of
aluminum will also be reviewed.

4.1.1 Electrons in metals

The behavior of electrons in solids is a many-body problem [61] and the Hamiltonian describing
them contains interactions with nuclei and other electrons. For simplicity, it is assumed that the
nuclei reside on a rigid lattice (adiabatic approximation). Furthermore, it shall be assumed that
the electron-electron interactions can be well approximated by including them in an effective
one-electron potential U(r) that is periodic in the lattice, i.e. U(r+R) =U(r), where R is a
vector of the Bravais lattice of the crystal. A single electron in the solid is then described by
the simplified one-electron Schrödinger equation

H ψ =

[
− ~2

2m
∇2 + U(r)

]
ψ = Eψ. (4.1)

Solutions to eqn. (4.1) are Bloch-wave functions ψ of the form

ψnk(r) = eik.rφnk(r), (4.2)
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4 Metallic aluminum Introduction

where k indicates the wave vector, n the electron band indexa and the condition φnk(r+R) =

φnk(r) must be satisfied for all vectors R. Note that the wave functions ψnk can be described
using atomic wave functions as the basis. This allows one to determine to what extent ψnk is of
s-, p-, d- or even f-characterb.
Obviously, the energy E of a Bloch-electron depends on k. For example in the theoretical

model of a free electron gas, which often quite well describes the physical properties of simple
metals, it is assumed that the potential U(r) vanishes throughout the crystal. The wave functions
are then reduced to plane waves ψ=eik.r and En(k)=E(k) is simply given by

E(k) =
~k2

2m
. (4.3)

Density of states and the Fermi surface

The density of states (per unit cell of volume V ) N(E), that is the number of allowed wave
vectors k in the energy range from E to E+dE, is given by the summation over all bands n [61]

N(E) =
∑
n

Nn(E) (4.4)

= 2×
∑
n

V

8π3

∫
Sn(E)

dS

|∇kEn(k)|
, (4.5)

where the factor 2 accounts for the spin-degeneracy and the integrations are carried out over the
surfaces Sn(E) of constant energy. The ground state of a system that contains N Bloch-electrons
per unit cell is then constructed by populating all one-electron levels k with an energy En(k)

less than EF, where the Fermi energy EF is defined by

N =

∫ EF

−∞
N(E)dE. (4.6)

In metals, a number of electronic bands may be filled only partially and EF is then within the
energy range of these bands. For each such band there is a surface in k-space that separates
the occupied and unoccupied energy states. The set of these surfaces is called Fermi surface
(FS). Many physical properties of metals like conductivity, specific heat or the superconducting
transition temperature depend on the topology of the FS and the density of states at the Fermi
level N(EF).

Van Hove-singularities and Lifshitz-transitions

Critical points in N(E) at which ∇kEn(k) vanishes are called van Hove-singularities and influ-
ence the physical properties of materials profoundly, especially if close to EF. The position of
aThe band index n occurs as for a given k there are multiple Eigenstates.
bThe different atomic wave functions are labeled with indexes s, p, d and f according to their angular quantum
number. In general, the wave functions ψnk will be a mixture of s-, p-, d- and f-orbitals. Only at specific
symmetry points in k-space the character of ψnk may be described by a distinct orbital.
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4 Metallic aluminum Introduction

these singularities inE can be affected by parameters like chemical doping [62], magnetic field [63]
or pressure [1]. If a van Hove-singularity passes through the Fermi level, the metal undergoes
a so-called electronic topological transition that is associated with a change in topology of the
FS [64]. In honor of I. M. Lifshitz, these transition are also referred to as Lifshitz-transitions.

Qualitative theories like the free electron model, in which case N(E)∝
√
E, often describe the

density of states with analytic functions. However, such analytic functions cannot describe N(E)

near van Hove-singularities as it behaves non-analytic in their vicinity. In fact, in many materials
a realistic description of N(E) is only possible via numerical calculations that, for example,
apply density functional theory [65]. Experimentally, theories and numerical calculations can
be tested by varying the before-mentioned parameters like pressure as they influence N(E) and
the position of van Hove-singularities.

Previous pressure studies of the Fermi surface of aluminum

First of all it, should be noted that aluminum remains in a face-centered-cubic (fcc) lattice
structure up to 2.2 Mbar [66]c. Therefore changes of the FS under pressure cannot be in-
duced by structural changes of the lattice. Application of a pressure of 100 kbar decreases
the unit cell volume by 10% (bulk modulus of B = 727±30 kbar and pressure derivative of
B′=dB/dp=4.3±0.8 [67]) which should affect the FS significantlyd.

Early ambient pressure studies suggested that the FS is well described by the free electron
model [68] (it is worth mentioning that the FS is entirely contained in the second and third Bril-
louin zone [61]). De Haas-van Alphen experiments at moderate pressures of up to 7 kbar however
hinted at deviations from the free electron model [69] while Fermi-momenta measurements up to
100 kbar on the other hand were in agreement with a free electron interpretation [70] (note that
the error bars associated with the reported data in [70] are sizable). Magneto-thermopower mea-
surements carried out under uniaxial pressure conditions of up to 12 kbar indicated a Lifshitz-
transition at ∼5 kbar [71]. To the best of my knowledge, a Lifshitz-transition under hydrostatic
pressure conditions has not been observed previously.

It is also pointed out that NMR experiments up to 8 kbar were carried out by Kushida and
Murphy in the early 1970’s [72]. They observed a linear increase of the NMR frequency shift by
about +2 ppm/kbar in this pressure range. This observation will be addressed in more detail
later.

4.1.2 Probing N(EF) of aluminum with NMR

In this section it will be reviewed how N(EF) of metallic aluminum can be probed via NMR.
As already pointed out in sec. 2.1, nuclei with a spin I couple magnetically to electrons in their

cThe first Brillouin zone, the smallest Wigner-Seitz-cell in k-space, of a fcc-lattice is a truncated octahedron.
dThe 10% decrease in the unit cell volume corresponds to a 10% increase in the Brillouin zone volume which will
affect the Fermi surface.
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environment via the hyperfine interaction

HHF = 2γ~µBI.
[
l

r3
− s

r3
+ 3

r (s.r)

r5
+

8

3
πsδ(r)

]
. (4.7)

In the case of metallic aluminum, the orbital term (1st term in eqn. (4.7)) is expected to be
small as 27Al is a light atom while the dipolar term (2nd and 3rd term) vanishes due to the cubic
symmetry of the latticee. Thus, only the s-contact interaction (4th term) has to be considered,
which arises due to the coupling of the 27Al nuclei to the electrons at EF.

Knight-shift K

This coupling is most notably detected by a shift in the resonance frequency ν0 with respect
to the Larmor frequency νL. This shift is on the order of a fraction of a percent and can be
expressed by

ν0 = (1 +K)νL. (4.8)

A distinct shift in resonance frequency in a metal (copper) was first noticed by W. D. Knight [73]
and K is commonly referred to as Knight-shift. If the shift originates only from the s-contact
interaction, it is given by [15]

K =
8π

3
µ2B〈|φk(0)|2〉FSN(EF), (4.9)

where 〈|φk(0)|2〉FS is the probability of finding a conduction electron at the nucleusf. Note that
χp=µ2BN(EF)/V is the Pauli-susceptibility and that 8π

3 〈|φk(0)|2〉FSV is referred to as a hyperfine
coupling constant. Only s-states contribute to this interaction because of the non-vanishing
probability to be at the nucleus. The other p-, d- or f-states may nevertheless contribute to the
shift K (and T1) via core polarization, that is significant in particular for transition metals. In
the case of metallic aluminum, theoretical calculations however indicate that the effect of core
polarization is small [74] and it will thus be neglected here.

Spin-lattice relaxation T1

The s-contact interaction also greatly enhances the spin-lattice relaxation rate 1/T1 in metals.
It was shown by Korringa [75] that, if other interactions can be neglected, T1 and K are related
to one another via the Korringa-relation

T1TK
2 =

~
4πkB

γ2e
γ2n
. (4.10)

eDue to the cubic symmetry of the lattice, the quadrupolar interaction should also vanish. However, at high
pressure an increase in the linewidth of the 27Al signal was observed that is ascribed to a small quadrupolar
broadening. This will be discussed in more detail in sec. 4.3
f〈|φk(0)|2〉FS is normalized to the unit cell volume.

46



4 Metallic aluminum Experimental conditions

Here, γe and γn denote the gyromagnetic ratios of the electron and the nucleus respectively. The
Korringa-relation is particularly useful to examine the nature of the spin-lattice relaxation. A
deviation from T1TK

2=const. indicates that further relaxation processes have to be considered.

It should be noted that eqn. (4.10) does not take into account electron-electron interactions
that enhance the Pauli-susceptibility [76] and T1-processes [18]. To include these interactions,
the right hand side of eqn. (4.10) has to be multiplied by a constant factor K that depends on
the strength of the electron-electron interactions.

4.2 Experimental conditions

In this section, the experimental conditions of the high pressure NMR experiments will be briefly
summarized.

For the experiments at high pressure, a variety of different moissanite anvil cells (MAC) were
prepared according to sec. 3.1. The MACs were equipped with anvils of 1.0 mm culet diameter
up to 42 kbar and 0.8 mm at higher pressure. Accordingly, up to 42 kbar microcoils with 10 turns
and 300 µm diameter were used while for the experiments at higher pressures the dimensions of
the microcoils were reduced to 9 turns and 200 µm diameter. Each microcoil was loaded with the
same aluminum powder as in sec. 3.2.2 (purchased from Alfa Aesar, 99.97% purity and particle
diameter of less than 44 µm) and contained a small chip of ruby for the determination of pressure
via the ruby fluorescence method. An open MAC prepared in that way was already shown in
fig. 3.6(b) on page 35. Daphne 7373 and Glycerin were employed as pressure transmitting media.
Experiments at ambient pressure were carried out on a much larger sample of the aluminum
powder mixed with epoxy using a conventional hand-wound coil.

The experiments at 73 kbar and higher pressure were carried out in the same MAC by pro-
gressively increasing its pressure up to 101 kbar. A MAC prepared in an earlier attempt to
achieve similar pressures failed as its anvils cracked during application of pressure. This was
possibly caused by a chemical reaction of the aluminum powder with the glycerin. Therefore,
for experiments at 87 and 101 kbar, the MAC was cooled in liquid nitrogen prior to application
of pressure in the hope of preventing the potential chemical reaction.

The NMR measurements were conducted at room temperature (∼297 K) in static magnetic
fields of 7.0, 11.7 and 17.6 T using homebuilt NMR probeheads. Additionally, ambient pressure
datum was also recorded in a 16 T cold bore sweepable magnet. 27Al (I = 5/2) spectra were
acquired by recording the FIDs following a π/2-pulse of usually 2 µs duration. The π/2-pulse
condition was determined by varying the pulse power P . Typically, the resonant circuit had
a quality factor of Q ≈ 16 at 130 MHz and maximum signal was found for Popt ≈ 1 W. Up
to 63 kbar, 1024 scans were accumulated for the spectra. At 73 kbar and higher, the number
of scans had to be increased to 1×106 because of a low signal-to-noise ratio. The resonance
frequencies of these spectra were referenced to that of an aqueous solution of AlCl3. At higher
pressure (above 42 kbar) spin-echoes could be recorded using the Hahn-echo sequence π/2−τ−π.
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Figure 4.1: Sample spectra of metallic aluminum at selected pressures recorded in a magnetic
field of 17.6 T. The spectra are shown in order of increasing pressure from top to bottom and
frequencies have been referenced to that of an aqueous solution of AlCl3 (νref ≈ 195.25 MHz).
With increasing pressure, the resonance frequency decreases while the linewidth increases.

The spin-lattice relaxation time T1 was determined using the inversion recovery pulse sequence
π−τ−π/2 and the dephasing time of the FID T2G was determined by fitting a Gaussian to it.
All experiments were carried out with a last delay of 30 ms.

4.3 Results and discussion

Here, the experimental results of the high pressure NMR experiments will first be briefly sum-
marized and then be discussed in more detail. Most notably, it will be shown that the change
of the Knight-shift K with pressure cannot be understood in terms of the free electron model.

4.3.1 Sample spectra and FIDs

Signal from metallic aluminum was successfully observed up to a pressure of 101 kbar, exceeding
the previously investigated pressure range of Kushida and Murphy [72] by a factor of 14. It should
be noted that this is the second highest pressure at which NMR signals have been recorded in
a gem anvil cell, surpassed only by Pravica and Silvera [39] who achieved 128 kbar in 1H NMR
experiments.

Fig. 4.1 shows a selection of sample spectra recorded at different pressures in a magnetic field
of 17.6 T. The spectra clearly indicate that the resonance frequency of the 27Al signal decreases
with increasing pressure. This observation will be discussed in sec. 4.3.4 In addition, an increased
linewidth is observed at 73 and 101 kbar, which will be addressed in sec. 4.3.3. Furthermore,
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Figure 4.2: Logarithmic magnitude versus time t of selected FIDs recorded at ambient pressure
(1 bar) and high pressure (22 kbar and 54 kbar) in a magnetic field of 11.7 T. The onset of beats
is evident in the data up to a pressure of 54 kbar.

as shown in fig. 4.2, up to a pressure of 54 kbar the FIDs displayed a beat pattern that will be
discussed first.

4.3.2 Beat-shape of FIDs

At ambient pressure, the shape of the FID and therefore the lineshape of metallic aluminum
is known to be dominated by the homonuclear dipolar interaction [77, 78]. Note that this
interaction affects the resonance frequency ν0 of the nuclei only in such a way that the resonance
line broadens. It is thus not associated with the decrease of ν0 evident in fig. 4.1.

Characterization of beats

In the main panel of fig. 4.3, the magnitude of an ambient pressure FID (logarithmic scale) is
plotted versus time t (it has a better SNR compared to the data shown in fig. 4.2). It was
recorded at 99.6 MHz in a field of 9.0 T (sweepable magnet) and 100 K. Within the resolution of
the experiments, this FID shape was found to be temperature and field independent. At short
times, the FID is well described by a Gaussian decay

I(t) = I0 exp

{
−t2

2T 2
2G

}
(4.11)

as is indicated by the blue dashed line in fig. 4.3. In the inset of fig. 4.3, log(I) vs. t2 is plotted
for the first 100 µs to emphasize the Gaussian shape of the FID. This behavior is expected for
the dipolar interaction [17] and results in a second moment 〈∆ν2〉 [15] of

〈∆ν2〉 =
1

4π2T 2
2G

= 20.26 kHz2 (4.12)

in good agreement with values found in the literature (see [77] and references therein).
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Figure 4.3: Logarithmic magnitude (black) versus t of the 1 bar FID recorded at 99.6 MHz
and 100 K. Also shown are the fitted function G(t) (red) and a Gaussian decay according to
eqn. (4.11) (blue). (Inset) Logarithmic magnitude versus t2 of the same FID for times t≤100 µs
to emphasize the Gaussian shape of the FID at short times. For both plots, t= 0 corresponds
to the center of the π/2-pulse.

However, the long time behavior of the FID is clearly non-Gaussian and displays characteristic
beats. At sufficiently long times, it is described by

G(t) = exp {−γt} cos (ωt+ Φ) (4.13)

as indicated by the red dashed line in fig. 4.3. It should be noted that all atomic sites in metallic
aluminum are identical due to the symmetry of the fcc-lattice. The beat shape thus cannot be
caused by a shift in resonance frequency of one site. Fitting eqn. (4.13) to the ambient pressure
datum for times t : 200 µs≤ t≤400 µs yields values of γ = 0.018 µs−1, ω= 0.0321 radµs−1 and
Φ == π/2.375. The FID in fig. 4.3 has not been corrected for field inhomogeneities and T1.
Correcting for these effects will increase γ slightly.

It is worth mentioning that in order to be able to observe the beat shape, it is necessary to
record the FID over multiple orders of magnitude. High pressure data of considerably better
SNR would be required to discuss the pressure evolution of these beats which was beyond the
scope of this thesis. Nonetheless, the onset of the beats could be observed up to a pressure of
54 kbar as already shown in fig. 4.2. Beyond 54 kbar, no beats were observed which could be
due to a lack of the available signal-to-noise or caused by a suppression of the beats at higher
pressure.
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Comparison to beats in other materials

The existence of beats in the FID of metallic aluminum was already mentioned by Spokas and
Slichter [77]. However, they were not further characterized in the before-mentioned article. Very
similar beats that are also described by eqn. (4.13), albeit with different factors γ, ω and Φ,
can also be observed in the long-time behavior of 19F-NMR in CaF2 [79] and 129Xe-NMR in
hyperpolarized solid xenon [80] for example. In these materials, the shape of the FID is also
dominated by the homonuclear dipolar interaction of the nuclear spins that reside on a rigid
lattice. As the FIDs in these materials are well described by a Gaussian shape at short times,
the beats indicate a transition to a distinct long time behavior.
What makes the observation of beats in metallic aluminum interesting is that, unlike 19F and

129Xe which are spin-1/2 nuclei, 27Al is a spin-5/2 nucleus and therefore subject to potential
quadrupole interaction. While such interactions should in principle vanish in metallic aluminum
due to the cubic symmetry of the lattice, a small quadrupolar contribution to the signal decay
has been found at ambient pressure [77] and, as will be shown below, becomes increasingly
important at higher pressure. In fact, it cannot be ruled out that the quadrupolar interaction
suppresses the beats at very high pressure (> 54 kbar). Furthermore, the nuclear spins in
metallic aluminum are not isolated, as is the case in CaF2 and solid xenon, but interact with the
electrons at EF through the hyperfine coupling. As a result of this interaction, the spin-lattice
relaxation time T1 is comparably short with a value of 6.3 ms at ambient pressure and room
temperature. It is thus a rather surprising result to observe beats in metallic aluminum.
Different theoretical models have been put forward to explain the occurrence of the beats and

their shape according to eqn. (4.13) [16, 81]. In the model of Fine [16] that appears favorable
because of its agreement with recent experiments on CaF2 [82], the observed beats correspond
to the slowest decaying mode due to the random orientation of the powder. The observation of
beats in metallic aluminum in general and under such extreme pressure conditions in particular
might put additional constrains on these models. It would certainly be of interest to investigate
these beats further but this is beyond the scope of the present thesis.

4.3.3 Pressure evolution of the linewidth

The pressure evolution of the linewidth of the 27Al-spectra will be discussed next. Fig. 4.4(a)
shows the pressure dependence of the full width at half maximum (FWHM) of the spectra
recorded at 17.6 T (some of them are shown in fig. 4.1). Up to and including 42 kbar, the
FWHM remains more or less pressure independent with a value of about 11 kHz but then
increases continuously up to 18 kHz at 101 kbar.

Dipolar linewidth

In the case of pure dipolar broadening (DB), the FWHM is given by [15]

DB = 2
√

2 ln 2〈∆ν2〉1/2, (4.14)
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Figure 4.4: (a) Pressure dependence of the experimentally determined FWHM (�) and the
calculated dipolar broadening (DB) ( ) of the metallic aluminum spectra recorded at 17.6 T.
(b) Logarithmic magnitude versus t2 for FIDs recorded at 11.7 T at various pressures (t2 = 0
corresponds to the center of the π/2-pulse). The y-scale of each FID represents two orders of
magnitude. Dashed lines are a guide to the eye and indicate the dipolar decay of Gaussian
shape.

where 〈∆ν2〉 is the second moment as defined in eqn. (4.12). At ambient pressure, this yields
a value of 10.6 kHz in good agreement with the value found experimentally. Based on the
volume change determined by X-ray diffraction experiments [67], one expects an increase of the
dipolar linewidth by about 10% up to 101 kbar, since HD∝1/r3. This is clearly insufficient to
account for the observed increase of the FWHM by 60% at 101 kbar and points to an additional
contribution to the lineshape.

In fig. 4.4(b), the logarithmic magnitude of FIDs recorded at various pressures at 11.7 T are
plotted versus t2. It is evident that at short times the FIDs recorded at high pressure deviate
from a Gaussian decay that is expected for a purely dipolar broadening. In fact, this is even
true at ambient pressure, albeit to a very small degree. The magnitude of the effect increases
with pressure. Note that this cannot be caused by coil ”ringing” as the ringdown time of the
circuit tr=Q/(πν0) is well below 1 µs.

After t2 > 400 µs2, the additional decay is negligible and the FID is described by a single
Gaussian. This enables one to extract T2G from eqn. (4.11) and determine the dipolar linewidth
via eqn. (4.14). It is compared to the experimental FWHM in fig. 4.4(a) and agrees well with
the FWHM up to about 54 kbar. However, at higher pressure the dipolar linewidth remains
more or less pressure independent, in agreement with the expected behavior, while the FWHM
increases significantly. A pure dipolar broadening is therefore insufficient to explain the increased
linewidth at high pressure.
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Figure 4.5: (a) FIDs at 101 kbar (symbols) and for comparison at 1 bar (dashed lines) at 17.6 T
(top), 11.7 T (middle) and the difference of both magnetic fields (t=0 corresponds to the center
of the π/2-pulse). The y-scale of each FID represents two orders of magnitude. (b) Hahn echo
decay observed at 54 kbar in a magnetic field of 11.7 T. The pulse separation τ of the echoes
was varied from 60 µs to 100 µs.

Field dependent measurements

To shed some light on the origin of the additional linebroadening, field dependent measurements
were carried out. In principle, there are two possible explanations for the increase of the FWHM:
it is either (a) a magnetic broadening, i.e. due to a distribution of shifts, or (b) a quadrupo-
lar broadening. In the case of magnetic broadening, the effect would scale with B0 while for
quadrupolar broadening it depends on wether it is a first or second order perturbation effect. If
it is a first order effect, i.e. a broadening caused by a small shift in resonance frequency δν(1)m

of the satellite transitions (m−1/2)↔m (m 6= 1/2), it would be independent of B0 whereas a
second order effect, i.e. a broadening due to a distribution of δν(2)1/2, would scale with 1/B0.

As an example for these measurements, the FIDs recorded at 101 kbar (and 1 bar for compar-
ison) in magnetic fields of 11.7 T and 17.6 T are displayed in fig. 4.5(a) in a log(I) vs. t2 plot.
Within the resolution of the experiments, the FIDs and therefore the shape of the spectra are
found to be independent of B0. It can thus be concluded that the additional broadening must
be first order quadrupolar in origin. Note that a second order quadrupole effect would also shift
the resonance frequency ν0 of the 27Al signal. That this is not the case is evident from fig. 4.6
that will be discussed in detail further below.

If the additional broadening is of quadrupolar origin it should also be possible to excite a
weak Hahn echo that is absent for pure dipolar coupling [83]. Indeed, Hahn echoes could be
observed at high pressure as shown for 54 kbar in fig. 4.5(b) whereas none were found at ambient
pressure. This is further proof that the additional broadening is of quadrupolar origin. Under
the assumption that quadrupolar (QB) and dipolar broadening (DB) contribute independently
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to the FWHM, i.e.

FWHM =

√
DB2 + QB2 (4.15)

it can be estimated that the quadrupolar broadening is about 13.5 kHz at 101 kbar, which is its
largest value in the investigated pressure range.
Given the cubic symmetry of the fcc-lattice, in which an electric field gradient is expected

to vanish due to the local symmetry, the occurrence of a quadrupolar broadening is rather
surprising. One possible explanation is that it is induced by crystal imperfections that can arise
from pressure inhomogeneities. Such inhomogeneities are not unexpected as the hydrostatic
pressure limits of the pressure transmitting media Daphne 7373 and Glycerin were exceeded and
the ruby spectra at 87 kbar and 101 kbar, in fact showed a broadening of the ruby line indicating
a pressure distribution. However, as the magnitude of the nuclear quadrupole moment of 27Al
is relatively large, one would rather expect a second order quadrupole effect similar to quenched
copper metal [84]. Another possible explanation of the quadrupolar broadening is the occurrence
of a charge density wave in the vicinity of a Lifshitz-transition [85] which would cause a local
electric field gradient at the nucleus.
Further experiments are required to understand the origin of the additional quadrupolar broad-

ening. Nevertheless, the effect is small and its presence does not affect the resonance frequency
of the 27Al spectra within the resolution of the experiments.

Reduction of signal intensity at high pressure

It is pointed out here that the data recorded at 73 kbar and higher pressure had a signal-to-noise
ratio that was significantly smaller than expected (this is also evident from the noise level of the
high pressure data in fig. 4.1). A similar effect was also observed in our very first experiments
on metallic aluminum at a pressure of ∼ 70 kbar that were published in [52]. In the before-
mentioned article it was argued that the reduced signal intensity was at least partially caused
by a second order quadrupole effect in which case only the central transition would be observed
with an intensity of 9/35 of the total signal. However, the preceding analysis shows that this
was likely not the case.
Instead, it is possible that at least to some extent the intensity loss is caused by short-circuiting

coil turns at high pressure as indicated by the rather low resistance of the microcoil of r≈1 Ω.
This can be prevented in the future by reducing the initial number of turns. In addition, it
cannot be ruled out that a significant amount of the aluminum powder chemically reacted with
the pressure medium during pressurization.

4.3.4 Pressure dependence of K and T1

In the following discussion, the experimentally observed pressure dependence of the Knight-shift
K=(ν0−νL)/νL and the spin-lattice relaxation time T1 will be discussed. The experimental
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Figure 4.6: Pressure dependence of K(p) measured at 17.6 T (�) and 11.7 T (N). The dashed
line ( ) indicates the expected pressure dependence of K(p) for the free electron model (FEM)
under the assumption that the hyperfine coupling, i.e. 〈|φk(0)|2〉FS, is pressure independent.
The blue line ( ) shows the numerically calculated pressure dependence of N3s(EF, 300 K)
normalized to the ambient pressure value of K(1 bar)=1640 ppm (see sec. 4.4 for details).

results will be compared to the free electron model.
For a particular pressure and magnetic field strength B0, the resonance frequency ν0 of the

aluminum spectrum was determined by fitting the Gaussian distribution

f(ν) = A exp

{
−(ν − ν0)2

2σ2

}
(4.16)

to the spectrum in the vicinity of the spectral maximum. This allowed the determination of
ν0 well within an estimated ±0.5 kHz (this value was used for determining the uncertainty of
K). The Larmor-frequency νL was assumed to be given by the resonance frequency νref of the
reference, an aqueous solution of AlCl3g. At ambient pressure, K=1640 ppm was measured in
good agreement with the value found in the literature [78].
The pressure dependence of the Knight-shift K at 11.7 T and 17.6 T is shown in fig. 4.6.

K(p) is found to decrease smoothly from 1640 kbar at ambient pressure down to 1455 ppm
at 101 kbar which corresponds to a total reduction of K by 11%. At the same time, K(p)

has a negative curvature and the rate dK/dp changes from -1.5 ppm/kbar at low pressure to
-2.0 ppm/kbar at high pressure. Note that within the precision of the experiments, K(p) is
found to be independent of the applied field B0 which is consistent with the previous conclusion

gDuring the first experiments at high pressure it was observed that the resonance frequency of a sample was
slightly affected by the presence of the MAC holder. Thus, to prevent systematic errors, the reference frequency
was always measured using the same probehead with the MAC holder mounted on top. Note that, as already
pointed out in sec. 3.2, ν0 is not affected by the presence of the MAC.
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Figure 4.7: (a) −[I(τ)−I0]/ΓI0 as a function of the pulse separation time τ following the inversion
recovery sequence π−τ−π/2 recorded at ambient pressure (N) and 73 kbar (�). Note that the
change in slope from 1 bar to 73 kbar is due to the increase of T1 with pressure. (b) Korringa
factor T1TK2 as a function of pressure. The dashed line is a guide to the eye.

that a second order quadrupolar shift can be neglected in the interpretation of the K(p) data.

It is pointed out here that the low pressure rate of −1.5 ppm/kbar is not in agreement with
an earlier NMR study by Kushida and Murphy up to 8 kbar [72] where an increase of K(p) at
a rate of +2.0 ppm/kbar was observed. Given the general trend of K(p) observed in fig. 4.6, it
is unlikely that a drop of 30 ppm occurs between 8 kbar (highest pressure in [72]) and 10 kbar
(lowest pressure point of the present study). I am not in a position to speculate why the data
of [72] disagrees with the present work. However, our K(p) data is consistent both with the T1
results (see below) and the numerical calculations discussed in sec. 4.4.

The spin-lattice relaxation time T1 was also measured at 11.7 T and room temperature (297 K)
up to a pressure of 73 kbar. As expected, the T1-relaxation following the inversion-recovery
sequence π−τ−π/2 was found to be described by a mono-exponential decay (non-selective
excitation)

I(τ) = I0

[
1− Γ exp

{
− τ

T1

}]
. (4.17)

In fig. 4.7(a), −[I(τ)−I0]/ΓI0 vs. t recorded at 1 bar and 73 kbar are shown as examples. At
ambient pressure, the T1 value of 6.28±0.05 ms yields T1T = 1.85 sK in good agreement with
earlier studies [77]h. While T1 increases with pressure, the Korringa relation T1TK2 is found to
be pressure independent, c.f. fig. 4.7(b). Thus, it can be concluded that the changes of K and
T1 under pressure indeed originate from the coupling to the conduction electrons and no other
effects have to be taken into consideration.

hThis value of T1T is known to be temperature independent from 1 K up to the melting temperature of aluminum
of 930 K [77].
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Comparison to the free electron model

Recalling that the Knight-shift K is given by

K =
8π

3
µ2B〈|φk(0)|2〉FSN(EF), (4.18)

it is clear that the observed pressure dependence of K can only be caused by changes in the
density of states N(EF) and/or 〈|φk(0)|2〉FS. The latter however is not expected to vary much
in the pressure range investigated as it would imply a significant distortion of the wave functions
accompanied by a significant change in the energy E of the systemi. Thus, the observed decrease
in K(p) must originate from changes in N(EF).

In the free electron model, the density of states varies with the pressure dependent volume V (p)

of the unit cell according toN(E)∝V (p)2/3. Therefore, neglecting small changes in the hyperfine
coupling (〈|φk(0)|2〉FS) one expects K(p) to vary with V (p)2/3 as well. The experimentally
applied pressure can be related to V (p) via the third-order Birch-Murnaghan isothermal equation
of state [86]

p(v) =
3

2
B
(
v−

7
3 − v−

5
3

)[
1− 3

4

(
4−B′

) (
v−

2
3 − 1

)]
, (4.19)

where v=V (p)/V (0) denotes the relative change of V (p) compared to its ambient pressure value
V (0). The bulk modulus B=727±30 kbar and its pressure derivative B′=dB/dp=4.3±0.8 are
known from X-ray experiments [67].

In fig. 4.6, the expected pressure dependence of K(p) for the free electron model, under
the assumption that 〈|φk(0)|2〉FS = const., is plotted (the ambient pressure point of v(p) was
normalized to K(1 bar)). Similar to the experimental data, K(p) in the free electron model
decreases with increasing pressure and the agreement is good up to 20 kbar. However, at higher
pressure the experimentally determined Knight-shift decreases significantly faster than expected.
At 101 kbar, the drop in K(p) is almost three times than what is expected for a free electron
behavior. Thus, unless 〈|φk(0)|2〉FS decreases by 7% in the pressure range, which is unlikely
as mentioned above, it can be concluded that the high pressure data cannot be understood in
terms of the free electron model.

4.4 Numerical calculations

In order to determine the origin of the pressure dependence of K(p), we approached Dr. Helmut
Eschrig, Dr. Manuel Richter and Dr. Klaus Koepernik from the Leibniz Institute for Solid State

iExpressed in the basis of the atomic wave functions, a distortion of the wave functions ψnk results in a change of
the fraction of the different s-, p-, d- and f-contributions. As the different atomic wave functions vary considerably
in energy E, the distortion would imply a significant change in the energy E of ψnk. The numerical calculations
discussed in sec. 4.4 indeed show that 〈|φk(0)|2〉FS changes only by 0.4% in the pressure range investigated. It is
therefore justified to neglect it.
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and Materials Research Dresden. They carried out band structure calculations that revealed
that the decrease of K(p) can be understood in terms of a Lifshitz transition at about 75 kbar.

Details of the calculations

The numerical calculations were carried out with the full-potential local-orbital scheme FPLO-
9.00-34 [87] using the local density approximation (LDA) Perdew-Wang 92 [88] and a scalar-
relativistic mode. The density of states was evaluated by linear-tetrahedron integrations with
Blöchl corrections [89] on a mesh of 300×300×300 points in the full Brillouin zone. This
extremely fine mesh of points was necessary to achieve the required accuracy of the DOS close
to singularities.
The DOS was calculated for various lattice constants ranging from 3.66 to 4.00 Å at the

temperature T = 0 K. In order to determine to what extent s-states contribute to N(E), the
composition of the wave vector k was analyzed via atomic-like wave functions beyond a minimum
basis set. In the present case, the valence basis comprised 2s, 2p, 3s, 3p, 3d, 4s and 4p atomic
states. The equation-of-state p(v) was obtained from a standard Birch-Murnaghan fit of the
internal energy U resulting in a zero-pressure unit cell volume of 15.831 Å3 per atom, a bulk
modulus of B=837 kbar and a pressure derivative of B′=4.4j.

4.4.1 Results and discussion

In this section, the results of the numerical calculations will be briefly summarized and discussed
in terms of their implications for the pressure evolution of K(p).

Pressure dependence of N(E)

Fig. 4.8(a) shows the numerically calculated total electronic density of states N(E) as a function
of E at zero LDA-pressure (corresponds to ambient pressure in the experiment). From the
band bottom at about Emin−EF = -11.5 eV to approximately -5 eV, N(E) displays an almost
perfect free electron behavior with N(E)∝

√
E−Emin. However, from -5 eV to about 1.2 eV and

therefore close to the Fermi level EF, a number of van Hove-singularities appear.
In fig. 4.8(b), N(E) is displayed at higher resolution in the vicinity of EF at zero LDA-

pressure and various LDA-pressures up to 100 kbar (the van Hove-singularities in this range
are of interest for the pressure evolution of the Knight-shift discussed in the present thesis).
At zero LDA-pressure, two strong singularities are observable in the occupied part of the band
at -0.42 eV (labeled ’a’ in the figure) and -0.04 eV (labeled ’b’), and a weaker singularity is
found in the unoccupied part at about 0.14 eV (labeled ’c’). Upon application of pressure, N(E)

decreases for all energies in the interval shown and the positions of the singularities change:
jThe internal energy U is related to pressure and the volume change via dU = TdS−pdV . Assuming that the
entropy S is constant, U is then given by U =U0−

∫
pdV , where p is assumed to be given by eqn. (4.19). The

parameters V0 (volume at U =U0), B and B′ are then varied to optimally fit the U(V )-values. Note that the
numerically calculated bulk modulus B = 837 kbar is somewhat larger than the experimentally found value of
727 kbar.
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Figure 4.8: (a) The zero LDA-pressure density of states N(E) as a function of energy E. (b)
N(E) in the vicinity of EF at various LDA-pressures up to 100 kbar. The position of the three
van Hove-singularities (labeled a, b, c) at zero and 100 kbar LDA-pressure are indicated by
arrows. In both figures, the dashed line denotes the Fermi level EF.

the two singularities ’a’ and ’b’ move to higher energies while singularity ’c’ moves to lower
energies. Between 60 and 100 kbar, the singularities ’b’ and ’c’ cross the Fermi level EF, each
inducing a Lifshitz transition, while the third singularity ’a’ crosses EF not until much higher
LDA-pressures of 240 to 260 kbar (not shown).

Pressure dependence of N3s(EF)

The total calculated DOS comprises of s-, p- and d-states whereas the Knight-shift K in alu-
minum is only susceptible to electrons that are in a s-state due to their non-vanishing probability
to be at the nucleus. One is therefore primarily interested in the contribution of s-states to
N(EF). The predominant contribution to N(EF) arises from 3s-states. Additionally, a small
contribution from 4s-states occurs at higher pressure (see text below) whereas semicore 2s and
core 1s contributions are found to be negligible.

In fig. 4.9, the pressure dependence of N3s(EF), i.e. the part of N(E) that is in a 3s-state,
is shown up to a LDA-pressure of 300 kbar. Two critical points occur at about 75 kbar and
250 kbar which are related to the two stronger van Hove-singularities ’a’ (250 kbar) and ’b’
(75 kbar). N3s(EF) vs. p has a kink at these points and the slope changes significantly. Note
that the transition of ’c’ is not resolved in this figure: it almost merges with the singularity at
75 kbar from ’b’. Below 75 kbar and above 250 kbar, the pressure dependence of N3s(EF) is
weak, whereas it is considerably stronger in between. In total, N3s(EF) is found to decrease by
almost a factor of 3 from 0.104 states/eV at zero pressure down to 0.036 states/eV at 300 kbar.

When comparing N3s(EF) with the experimental NMR-data, it is necessary to take into ac-
count that the NMR measurements were carried out at room temperature whereas the calculated
N3s(EF) corresponds to T =0 K. Therefore, N3s(E) was folded with the magnitude of the first
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Figure 4.9: Pressure dependence of N3s(EF). Two kinks in N3s(EF) occur at about 75 and
250 kbar. They are caused by the Lifshitz-transitions induced by the two stronger van Hove-
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derivative of the Fermi-Dirac function

∣∣∣∣ dfdE
∣∣∣∣ =

1

kBT

exp
{
E−EF
kBT

}
(

exp
{
E−EF
kBT

}
+ 1
)2 (4.20)

for T = 300 K, yielding a 300 K-folded N3s(EF, 300 K). The resulting theoretical pressure
dependence is included in fig. 4.6 where the zero pressure point of N3s(EF, 300 K) was normalized
to the experimental value of K(1 bar) = 1640 ppm (changes in the hyperfine coupling, i.e.
〈|φk(0)|2〉FS, are neglected). At room temperature, the distinct kink in N3s(EF) vs. p at 75 kbar
is smoothed out and the theoretical and experimental data match almost perfectly with only
small deviations at very high pressure. Note that, if a 4s contribution is also taken into account,
the high-pressure side of the theoretical curve in fig. 4.6 shifts up by about 6 ppm and therefore
even closer to the experimental data. This means that 〈|φk(0)|2〉FS increases by 0.4% at 100 kbar
compared to its zero LDA-pressure value which justifies that it was neglected in the previous
discussion.
The excellent agreement between the numerical calculations and the experimental data shows

that the observed pressure dependence ofK(p) is caused by a shifting of the van Hove-singularities
under pressure and that pressure drives the system through a Lifshitz-transition around 75 kbar.
This is quite remarkable as such transitions are normally only observable at low temperatures
(K(p) should approach the theoretical pressure dependence of N3s(EF) at lower temperaturesk).
However, the NMR data taken on a large enough pressure interval allow the detection of the

kUnfortunately, we became aware of the importance of the van Hove-singularities forK(p) not until after finishing
the NMR-experiments and the measurements were thus not carried out at low temperatures. Furthermore,
without a suitable pressure gauge at low temperature (note that the ruby line splits into a complicated multiplet
in an applied magnetic field, thus hampering pressure determination via ruby fluorescence in static magnetic
fields) it was thought to be unfeasible to carry out the experiments at temperatures close to 4.2 K and determine
the pressure precisely.
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Figure 4.10: Numerically calculated Fermi surface of metallic aluminum (from [58]). Blue and red
indicate the occupied and unoccupied side of the FS. (Left) The well-known third-zone surface of
metallic aluminum at zero LDA-pressure in a reduced-zone scheme (1st Brillouin zone). (Right)
Selected detail of the FS at various LDA-pressures with the pressure indicated on the right-hand
side. Note that in this figure, GPa is used as the unit of pressure (1 GPa = 10 kbar). At zero
LDA-pressure, the view is identical to the framed part on the left side. Extremal orbits are
indicated in the common notation according to [90]. Between 7 and 8 GPa (70 and 80 kbar),
the α-orbit vanishes whereas the γ-orbit vanishes between 24 and 26 GPa (240 and 260 kbar).

Lifshitz-transition even at room temperature.

4.4.2 Topology of the Fermi surface

As indicated in sec. 4.1.1, a Lifshitz-transition is related to a change in the topology of the
Fermi surface. It is therefore worthwhile to take a look at the shape of the FS under pressure.
Fig. 4.10 shows the pressure evolution of the third-zone surface (in a reduced-zone scheme) and
illustrates the origin of the Lifshitz-transition (figure taken from [58]). Note that the pressure
in the displayed figure is in GPa (1 GPa=10 kbar).

First of all it is pointed out that the first Brillouin zone of metallic aluminum is a truncated
octahedron due to the fcc-lattice structure. The surface of the Brillouin zone is hence constructed
by 6 squares (centered around X-points) that are connected via 8 regular hexagons (centered
around L-points). At zero LDA-pressure, the FS is a complex structure of narrow tubes that
stretch along the sides of the squares and hexagons. The tubes along the squares, which are
characterized by three extremal orbits α, β, and γ, are connected and form a “ring” structure.

At about 70 kbar, this ring has developed spikes that touch the W-point (arrow on the right
side of fig. 4.10). As another spike touches W from the neighboring Brillouin zone, the FS
becomes multiply connected at this Lifshitz-transition [91]. This change in topology is related
to the small van Hove-singularity ’c’ and creates only a small change in the DOS that is not
visible in the Knight-shift. Just slightly above 70 kbar the “ring” structure breaks into parts as
the α-orbit vanishes and N3s(EF) vs. p shows the before-mentioned downward-kink. As already
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pointed out above, this Lifshitz-transition is related to the singularity labeled ’b’ and causes the
observed negative curvature of K(p). A continued increase of the pressure lets the tubes around
U shrink further until they vanish in another Lifshitz-transition at about 250 kbar caused by
singularity ’a’. This should cause an upward-kink in N3s(EF) that should manifest itself in a
positive curvature of K(p) at ∼250 kbar. However, such high pressures could not be reached in
our NMR experiments yet.

4.5 Conclusions

To conclude, NMR experiments on metallic aluminum up to a pressure of 101 kbar were per-
formed that extend the pressure range previously investigated by a factor of 14 [72]. Up to
54 kbar, the FID of the NMR signal showed a beat pattern that is characteristic for homonu-
clear dipolar interactions and that can be explained in terms of properties of chaotic many-body
quantum systems [80]. Above about 42 kbar, an increase in the NMR linewidths was observed
that is inconsistent with a pure dipolar broadening. Supported by an extensive study of the field
dependence of this effect it is concluded that the additional linewidth is independent of B0 and it
is ascribed to a small quadrupole broadening. This weak quadrupole coupling may be caused by
strain or a manifestation of a charge density variation that breaks the cubic symmetry; further
experiments are necessary to determine the origin of this effect more clearly.
However, most notably a decrease of the Knight-shift by 11% was found in this pressure

range. This is almost three times of what is expected for a free electron system. As the
pressure dependent shift is magnetic and the Korringa relation does not change with pressure,
the observed decrease in K(p) (and increase of T1(p)) is ascribed to changes in the electronic
density of states. Based on numerical band structure calculations that are in excellent agreement
with the experimental data it is concluded that the pressure dependence of K(p) and T1(p) is
due to a kink in the electronic density of states at a Lifshitz-transition at about 75 kbar. It
is predicted that an increase in pressure up to 300 kbar will result in a further drop in the
Knight-shift by more than a factor of 2.
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After successfully conducting the high pressure NMR experiments on metallic aluminum, we were
confident to apply our GAC-NMR design to investigate a more complex system. Motivated by
the question: “What happens to the pseudogap of a high temperature superconductor under
pressure?”, we decided to study the cuprate YBa2Cu4O8 (Y1248) at high pressures of up to
63 kbar.
This chapter is intended as a brief introduction to these experiments and will start with a

description of the electronic phase diagram of the cuprates. Afterwards, it will be reviewed
what informations may be gained from NMR shift measurements and it will be illustrated how
the pseudogap manifests in the temperature dependence of the spin shift. Finally, some of the
relevant properties of the investigated material Y1248 will be summarized. The actual NMR
experiments will be described in detail in chap. 6 and chap. 7.

5.1 Electronic phase diagram of the cuprates

The cuprates are a class of layered copper-oxide materials with a perovskite structure (for an
image depicting the unit cell of Y1248, see fig. 5.3). They consist of quasi 2D copper oxide
(CuO2) planes (one copper ion is connected to 4 neighboring oxygen ions) that are separated
by additional, interstitial layers. Superconductivity in these materials was first discovered by
Bednorz and Müller [92] in 1986 for which they were awarded the Nobel prize the following year.
The label high temperature superconductor gives credit to the fact that in cuprates, su-

perconductivity potentially occurs at comparably high temperatures; for example the current
record superconducting transition temperature of Tc = 164 K was observed in the cuprate
HgBa2Ca2Cu3O8+x (at ∼ 300 kbar) [93] which is about 4 times higher than the highest Tc
in a conventional superconductor. While there has been significant progress in understanding
the cuprates, the mechanism behind superconductivity is still uncleara.
The crucial physical properties of the cuprates are determined by the CuO2 planes and can

be varied via the charge carrier concentration δ of these planes. Thus, although there are
many different cuprates with distinct chemical compositions, they all show a similar behavior
depending on δ. Since δ is typically varied by chemical substitution of atoms (with a different
valence) in the interstitial layers, it is often called “doping”. Based on wether there is an excess
of holes or electrons in the CuO2 plane, one distinguishes between hole doped and electron
aNote that recently a second class of iron based high temperature superconductors, called pnictides, was discov-
ered [94]. They are of minor interest for the present work however.
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Figure 5.1: Schematic doping dependent electronic phase diagram of the cuprates (figure taken
from [95]). Depending on the charge carrier type in the CuO2 planes one distinguishes between
hole doped and electron doped cuprates. At least 4 different phases are encountered: an antifer-
romagnetic (AF) phase, a superconducting (SC), the pseudogap phase and a “normal” metallic
phase. Tc denotes the superconducting transition temperature while T ∗ indicates the presumed
pseudogap transition temperature.

doped cuprates. What makes the cuprates so interesting is the fact that, depending on the
charge carrier concentration in the CuO2 plane, they do not only display superconductivity, but
instead multiple peculiar phases are encountered.
In fig. 5.1 a schematic doping dependent electronic phase diagram of the cuprates is shown:

the electron doped cuprates are on the left hand side whereas the hole doped cuprates are on
the right hand side. For the remainder of this chapter, the focus will be on the hole doped
cuprates since the investigated sample Y1248 belongs to this family. At low doping (δ ≈ 0),
cuprates are antiferromagnetic Mott insulators with the (magnetic) copper in the CuO2 plane
in a 3d9 configuration with a hole in the 3dx2−y2 . This 3dx2−y2 orbital is hybridized with the
2pσ orbitals of the four surrounding 2p6 oxygens that have a nearly closed shell. Upon increase
of doping, the 2pσ orbitals become less filled (increased hole content) and superconductivity
occurs below the so-called superconducting dome with the highest Tc at “optimal” doping δopt
(one distinguishes between underdoped and overdoped cuprates depending on wether δ < δopt

or δ>δopt). Above the superconducting dome, mostly in the underdoped region the pseudogap
phase manifests whereas in the overdoped region a “normal” metallic phase is encountered.
However, the transition from the pseudogap to the “normal” metallic phase should be understood
as a crossover as one cannot, free of doubt, assign a temperature T ∗ to this phase transitionb.
In the pseudogap phase, cuprates display an electronic behavior that in many ways is charac-

teristic for a metal with an electronic gap (an overview of experimental evidence for this gap can
be found in [96] for example). Yet, the origin of this energy gap remains unclear. Furthermore,
it is not known how the pseudogap phase is related to the superconducting phase, i.e. wether
bThe temperature T ∗ is sometimes assigned to a characteristic change of the spin lattice relaxation rate 1/T1 of
planar copper. However, the temperature dependence of the magnetic shift K(T ) shows the pseudogap behavior
already at considerably higher temperatures.
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it is a precursor to superconductivity or competes with it. Answering these questions will be
essential in solving the mystery of high temperature superconductivity.
The doping dependence of the different electronic phases has been extensively studied previ-

ously (for an NMR review, see for example [97, 98]), contributing much to the current under-
standing of these materials. However, the 2D representation of the phase diagram in fig. 5.1 is
not complete as the phases are also affected by parameters like pressure or magnetic field. Thus,
additional insight into the cuprates may be gained by varying them.
The effect of high pressure on the superconducting transition temperature Tc has been ex-

tensively studied, indicating that Tc of a cuprate can be significantly increased (for a review
see [11]). In this regard, it is worth pointing out that to this date, the highest Tc value of 164 K
was observed in HgBa2Ca2Cu3O8+x at high pressure conditions of ∼300 kbar [93]. This is about
30 K higher than the Tc record at ambient pressure (reported in the same material) and already
demonstrates why pressure is an interesting parameter. However, due to a lack of suitable ex-
perimental probes of the electronic properties under such conditions, little is known about the
effect of pressure on the pseudogap phase (no substantial changes were observed at lower pres-
sure [13,14]). This was our motivation to carry out temperature dependent shift measurements
at high pressure on the pseudogap cuprate Y1248.

5.2 Probing the electronic properties of cuprates via NMR

In this section, it will be reviewed how the electronic properties of cuprates, in particular the
electronic spin susceptibility χs in the CuO2 plane, can be probed locally via NMR through shift
measurements. Furthermore, it will also be illustrated how the spin part of the magnetic shift
K differs if the nucleus is coupled to a single or a two component electronic spin system.
It was already pointed out in sec. 2.1.1 that the resonance frequency ν0 of a nucleus is influ-

enced by its electronic environment. All experiments that will be presented here were carried
out either on 17O or 63Cu and hence quadrupole nuclei (I >1/2). Thus, quadrupole effects have
to be considered. Up to second order perturbation theory, ν0 for the transition (m−1)↔m is
then given by

νm0 = (1 +nK) νL + δν(1)m + δν(2)m , (5.1)

where nK is the magnetic shift, νL the Larmor frequency of the investigated nucleus and δν(1)m

and δν(2)m denote the first and second order quadrupole shifts. Note that the superscript ’n’ on
nK will be used to differentiate between the shifts of 17O (n=17) and 63Cu (n=63).
The quadrupole shifts δν(1)m and δν

(2)
m depend on the electric field gradient present at the

nucleus and yield information about the local charge distribution (expressions for δν(1)m and
δν

(2)
m will be presented as needed). Essentially, they may be used to determine the doping of the

CuO2 plane [99].
The magnetic shift nK on the other hand arises from the hyperfine interaction of a nucleus to
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the surrounding electrons and has a T -independent orbital (l) and a T -dependent spin component
(s). In the superconducting state, nK is also influenced by the diamagnetic shielding (M). Thus,
the temperature dependence of nK is given by

nK(T ) = nKl + nKs(T ) +KM(T <Tc). (5.2)

It is pointed out that all three terms are orientation dependent. Furthermore, nKl and nKs(T )

vary for individual nuclei due to the different hyperfine couplings and electronic environments.

For the purpose of probing the electronic properties of the CuO2 plane in the pseudogap
phase (see sec. 5.3), one is particularly interested in the spin component nKs. It arises from the
coupling of the nuclear spin I to the electron spin s via the hyperfine interaction

HHF = I.
↔
A.s, (5.3)

where
↔
A is the coupling tensor. If the nucleus is coupled only to a single component electronic

spin system, this interaction results in a nKs given by [98]

nKs(T ) =
Azz

γnγe~2
χs(T ) = nAhfχs(T ), (5.4)

with γn and γe representing the gyromagnetic ratio of the nucleus and the electron while
χs(T )=〈sz(T )〉/B0 denotes the electronic spin susceptibility (in this notation, the issue of trans-
ferred hyperfine couplings [98] is included in the tensor element Azz). The constant nAhf is re-
ferred to as the hyperfine coupling constant which varies for the different nuclei and orientations.

If, on the other hand, the nucleus is coupled to a two component electronic spin system,
nKs(T ) is given by [100]

nKs(T ) =
Azz

γnγe~2
[χA

s (T ) + χAB
s (T )] +

Bzz
γnγe~2

[χB
s (T ) + χAB

s (T )] (5.5)

= nAhfχ
A
s (T ) + (nAhf + nBhf)χ

AB
s (T ) + nBhfχ

B
s (T ), (5.6)

where χA
s and χB

s denote the independent spin susceptibilities of the two components ’A’ and
’B’ and the term χAB

s =χBA
s accounts for the coupling of the two components to one anotherc.

5.3 Manifestation of the pseudogap in nKs(T )

NMR measurements of the temperature dependence of the magnetic shift nK [9] and the spin lat-
tice relaxation rate 1/T1 [10] were among the first experiments to indicate an unusual electronic

cIt is pointed out that the hyperfine coupling in eqn. (5.3) also affects the spin lattice relaxation rate 1/T1 and
hence χs may also be probed via 1/T1. However, nKs measures the static response of the spin susceptibility
χs(q = 0,ω = 0) at q = 0 whereas 1/T1 probes a q-averaged dynamic response of Im {χs(q,ω=ω0)} (sec. 2.1.2).
While such measurements of 1/T1 are certainly of interest, they were not carried out in the present thesis since
they are considerably more time consuming.
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Figure 5.2: Temperature dependence of the 63Cu magnetic shift 63K(T ) of planar copper in
underdoped YBa2Cu3O6.63 (data points) and optimally doped YBa2Cu3O7−ε (solid line) for
c ⊥ B0. Tc values are indicated by the corresponding arrows. The observed changes with
temperature are attributed to the spin shift 63Ks(T ) only. Reprint of fig. 3 from [102].

behavior in the pseudogap phase. Here, it shall be briefly shown how the pseudogap manifests in
the T -dependence of nKs(T ). Furthermore, the evidence for single and two component nKs(T )

in cuprates will be reviewed.
To illustrate the characteristic T -dependence of the magnetic shift nK in the pseudogap phase,

fig. 5.2 shows planar copper 63K(T ) data for c ⊥ B0 of two different samples of the hallmark
cuprate YBa2Cu3O6+x

d: an underdoped specimen with x=0.63 (Tc=62 K, displays pseudogap
behavior) and an optimally doped specimen with x≈ 1.0 (Tc = 90 K, no evidence for a pseu-
dogap). Note that for both samples the T -dependence of 63K is dominated by the spin term
63Ks(T ) since KM(T <Tc) is comparably small and it is generally assumed that 63Ks vanishes
approaching T =0 (63Kl≈63K(T =0)).
For the optimally doped sample, 63Ks(T ) is found to be T -independent above Tc resembling

a Fermi liquid and thus metallic behavior. Below Tc a sharp drop in 63Ks(T ) is observed which
can be attributed to the opening of the superconducting gap. A very different T -dependence
is encountered for the underdoped sample. Here, 63Ks(T ) decreases with decreasing T already
above Tc and actually continues to decrease smoothly even below (note that there is no sharp
drop encountered below Tc). It is pointed out that 63Ks(T ) in the underdoped sample is expected
to become T -independent at higher temperatures.
The fact that 63Ks(T ) in Y1236:0.63 decreases already above Tc indicates the presence of a

spin gap above the superconducting state and is the manifestation of the pseudogap. It is also
observed for other nuclei that couple to the spins in the CuO2 plane, e.g. planar oxygen, or
different directionse. Furthermore, it occurs in many other cuprates (for a review, see [97]) and
hence represents a general behavior of these materials. The extent of the pseudogap feature
dIn Y1236:x the hole doping is varied via the oxygen content of interlayer CuO chains. It is further noteworthy
as the first cuprate with a Tc above the boiling temperature of liquid nitrogen (77 K) [101].
eIn the particular case of Y1236:x and Y1248, 63Ks(T ) of planar copper actually vanishes for c‖B0 since Azz≈0.
For planar oxygen however, one observes the characteristic T -dependence for any direction.
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5 Pressure and the Pseudogap YBa2Cu4O8: the test system

in the spin shifts nKs(T ), i.e. below what temperature nKs(T ) become T -dependent and how
pronounced the T -dependence is, varies with the hole concentration in the CuO2 plane; in the
case of Y1236:x, it initially becomes more pronounced and then weakens again as one goes from
x = 0.63 (underdoped) to x = 1.0 (overdoped) [9]. The latter is typically interpreted as the
closing of the pseudogap.

nKs(T ): one component or two?

First of all it is pointed out that it is beyond the scope of this thesis to speculate on the validity
of different models that would predict the presence of a single component or two component elec-
tronic spin system in the CuO2 plane (for a single component model see for example [103] while
a two component model is suggested in [104]). For the work presented here, the phenomenology
of the problem is of primary interest.
If a one component scenario is applicable, one expects nKs(T ), measured for different orienta-

tions and/or different nuclei, to be proportional to one another since they should only differ in
the hyperfine coupling constant nAhf . In the case of Y1236:0.63 [102] and Y1248 [105, 106] this
was indeed found to be true (although an indication for the failure to explain 17O shift data of
Y1248 by a single component was put forward based on the shift anisotropy [107]).
However, in the case of La1.85Sr0.15CuO4 [108], in agreement with measurements of the uniform

spin susceptibility [109, 110], and HgBa2CuO4+x [111, 112] it was found that a two component
scenario applies insteadf. Interestingly, in the case of HgBa2CuO4+x , 63Ks(T ) of planar copper
could be decomposed into a component 63Ahfχ

1
s (T ) which displayed the pseudogap T -dependence

and a Fermi liquid like component 63Bhfχ
2
s (T ) similar to that observed in optimally doped

Y1236:x, i.e

63Ks(T ) = 63Ahfχ
1
s (T ) + 63Bhfχ

2
s (T ). (5.7)

Yet, wether a two component description of nKs(T ) for other cuprates is mandatory or just a
peculiarity of these selected materials is unclear.

5.4 YBa2Cu4O8: the test system

Our high pressure NMR experiments were performed on YBa2Cu4O8, a high temperature su-
perconductor with Tc≈81 K [114], for the following two reasons: (a) it displays the pseudogap
behavior in nKs(T ) and (b) it is electronically “clean” due to the stoichiometric composition re-
sulting in narrow NMR lines. Both together make it an ideal candidate for the study of the effect
of pressure on the pseudogap. In our NMR experiments up to 63 kbar, planar oxygen (chap. 6)
and planar copper (chap. 7) were used as the probing nuclei since they couple strongest to the
spin system in the CuO2 plane.
fIt is further pointed out that Walstedt et al. argued that relaxation data of La1.85Sr0.15CuO4 could not be
explained with a single spin component only [113].
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Figure 5.3: Unit cell of YBa2Cu4O8. The lattice structure is orthorhombic with lattice constants
a=3.871 Å, b=3.840 Å and c=27.25 Å [114].

For the purpose of site assignment in these NMR experiments, the unit cell of Y1248 is shown
in fig. 5.3. The lattice structure comprises of CuO2 planes, separated by a stacking of a BaO
plane, a CuO double chain layer and another BaO plane; this structure is additionally mirrored
at the plane containing the Y. While this is a very large unit cell containing many nuclei, there
are only two electronically distinct copper sites and four electronically distinct oxygen sites. In
accordance with [115], they will be labelled as follows:

• Cu(1): copper in CuO chain
• Cu(2): copper in CuO2 plane
• O(1): oxygen in BaO plane, also referred to as apex oxygen
• O(2): oxygen in CuO2 plane, in-plane Cu-O-Cu bond axis along a-axis
• O(3): oxygen in CuO2 plane, in-plane Cu-O-Cu bond axis along b-axis
• O(4): oxygen in CuO chain
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6 High pressure 17O NMR on YBa2Cu4O8

In this chapter, the 17O NMR shift measurements on a powder of the high temperature su-
perconductor YBa2Cu4O8 (Y1248) up to a pressure of 63 kbar will be discussed [116, 117].
These experiments reveal the spin shift 17Ks(T ) to become increasingly Fermi liquid like at high
pressure, indicating the suppression of the pseudogap. Furthermore, it will be illustrated that
17Ks(T ) displays a scaling behavior under pressure that suggests the presence of a second spin
susceptibility in the CuO2 plane.

6.1 Experimental conditions

In this section, the experimental conditions of the high pressure 17O NMR experiments on the
Y1248 powder will be briefly summarized.

The experiments were performed on pieces of a Y1248 powder pellet that was prepared as
described in [118]. It was gratefully provided by Dr. Grant V. M. Williams from the MacDi-
armid Institute and Industrial Research Limited, Wellington, New Zealanda. For this sample,
measurement of the dc-magnetization in a field of 2 mT yielded a superconducting transition
temperature of Tc = 81 K in good agreement with values found in the literature (see for exam-
ple [119] and references therein). The pellet was 17O (I=5/2) exchanged for 12 hours at 700 ◦C
in 70% enriched O2 gasb.

Two MACs were prepared for the experiments at high pressure and loaded with pieces of the
17O-enriched Y1248 powder pellet. One cell (1.0 mm culet diameter, 300 µm diameter microcoil
with 10 turns) was initially pressurized to 20 kbar, the other (0.8 mm culet diameter, 200 µm

diameter microcoil with 9 turns) to 42 kbar. Their pressure was later increased to 30 kbar
and 63 kbar respectively. Glycerin was used as a pressure transmitting medium and pressure
was measured via the ruby-fluorescence method. Fig. 6.1 shows the loaded 20 kbar cell before
closing. Experiments at ambient pressure were carried out on a larger piece of the powder pellet
employing a regular NMR setup. As an alignement was not possible in the high pressure cells,
all experiments were performed on unaligned powder. Note that this fact made it unfeasible to
carry out copper NMR measurements on the powder sample and that single crystals were used
instead for the 63Cu experiments in chap. 7.

aNow at the Victoria University of Wellington, New Zealand.
bOxygen has three naturally occurring isotopes, i.e. 16O, 17O and 18O of which only 17O has a spin and therefore
is NMR sensitive. As the natural abundance of 0.038% of this isotope is quite low it was necessary to 17O-enrich
the sample in order to achieve a feasible SNR.
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6 High pressure 17O NMR on YBa2Cu4O8 Results and discussion

Figure 6.1: Top view along the axis of the microcoil (300 µm diameter), showing the center of
the gasket of the opened 20 kbar MAC. The microcoil contains pieces of the Y1248 powder pellet
and a small ruby chip for pressure determination.

The 17O NMR measurements were conducted at ambient pressure and under high pressures
of 20, 42 and 63 kbar in the temperature range from room temperature (RT ≈ 294 K) down
to 85 K in a magnetic field of B0 = 11.7 T. Signal was recorded by accumulation of the echo
following the Hahn-echo sequence π/2−τ− π with a π/2-pulse duration (π) of 1.7 µs (3.4 µs)
and a pulse separation of τ = 30 µs. At a specific pressure, the π/2- and π-pulse conditions
were determined at room temperature by variation of the pulse power P . The resonance circuit
in a MAC typically had a quality factor of Q≈12 at this temperature and the maximum signal
was found for about Popt ≈ 1 W. While cooling, the change in Popt due to the temperature
dependence of the coil-resistance r was then inferred from the observed temperature dependence
of Q (for example, Q≈ 20 at 106 K) via eqn. (2.26) and (2.29). A typical number of scans at
20 kbar and T =140 K is 4×105 with a last delay of 130 ms. Spectra were acquired by Fourier-
transformation of half of the echo signal. For the purpose of smoothing, the time-domain data
was multiplied by an exponential decay exp {−lb×t} with a linebroadening factor of lb=5 kHz.
As a reference for the 17O-shifts, the resonance frequency νref of 17O in tap water was used.
The superconducting transition temperature Tc of the Y1248 at high pressure in the MACs

was determined in zero field with the technique described in sec. 3.3.

6.2 Results and discussion

In the next section, the experimental results of the high pressure experiments on the 17O ex-
changed powder shall be presented and discussed in detail. Most notably, it will be demonstrated
that the pseudogap feature in 17Ks(T ) of planar oxygen decreases under pressure, indicating the
closing of the pseudogap. Furthermore, it will be illustrate why the observed changes of 17Ks(T )

imply a two component picture for Y1248.

6.2.1 Pressure dependence of Tc

In fig. 6.2, the observed pressure dependence of Tc(p) is shown. Tc is found to increase rapidly
from 81 K at 1 bar to 102 K at 42 kbar with an initial pressure derivative of dTc/dp≈0.56 K/kbar.
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Figure 6.2: Pressure dependence of Tc of the Y1248 powder. Application of pressure increases
Tc significantly from 81 K at ambient pressure up to 103 K at 63 kbar. The dashed line is a
guide to the eye.

A further increase of pressure up to 63 kbar then raises Tc only slightly to 103 K. All values are
in good agreement with those found in the literature [119, 120]. This indicates that pressure in
the MACs did not change considerably while cooling down.

It should be noted that application of high pressures up to 120 kbar is capable of increasing
Tc up to 108 K [119]. In contrast to that, Tc is raised only up to a maximum of 91 K if the
hole content in the CuO2-plane is varied via Ca-doping in Y1−xCaxBa2C4O8 for example [121].
This shows that pressure is more effective in increasing Tc in Y1248. The question wether the
hole-doping of the CuO2-plane is influenced by pressure will be addressed in sec. 7.3.2.

6.2.2 Sample spectra

Typical 17O NMR powder spectra recorded at ambient pressure and high pressures of 20, 42
and 63 kbar in a magnetic field of B0 = 11.7 T at a temperature of about 110 K are shown
in fig. 6.3. At ambient pressure, three distinct peaks are apparent; they can be assigned to
the central transitions of the apex oxygen O(1), plane oxygens O(2,3) and chain oxygen O(4)
according to the discussion below. Upon application of pressure, the resonance frequency of the
O(2,3) peak strongly increases while that of the O(1) site is nearly unaffected. Unfortunately,
the O(4) peak could not be resolved at 42 and 63 kbar due to an insufficient SNR.

To understand the shape of the powder spectra and the observed changes with pressure (and
temperature), it is necessary to take quadrupole and hyperfine effects into consideration. In
principle, one expects to be able to observe 2I = 5 lines for each oxygen site because of the
quadrupole interaction of the 17O nuclei with the local electric field gradient. For each oxygen
site, the resonance frequencies νm0 of the satellite transitions (m−1)↔m (m 6= 1/2) up to first
order perturbation theory are given by

νm0 =
[
1 +17K

]
νL + δν(1)m , (6.1)
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Figure 6.3: Selected 17O NMR powder spectra recorded at ambient pressure (1 bar) and high
pressures (20, 42 and 63 kbar), in a magnetic field of B0=11.7 T at the temperatures given
in the figure. The spectra are shown in order of increasing pressure from top to bottom. The
peaks observed at ambient pressure can be assigned to the apex oxygen O(1), plane oxygen
O(2,3), and chain oxygen site O(4). No significant changes in resonance frequency are observed
for O(1) while the resonance frequency of O(2,3) increases significantly with increasing pressure.
Unfortunately, the O(4) peak could not be resolved at 42 and 63 kbar. Dashed lines are a guide
to the eye.

where 17K denotes the magnetic shift, δν(1)m is the first order quadrupole shift and νL is the
Larmor frequency that is determined via the resonance frequency νL≈ νref = 67.80 MHz of 17O
in tap water. The resonance frequency ν0 of the central transition -1/2↔1/2 is affected by the
quadrupole interaction only in second order. Thus,

ν0 = [1 +17K]νL + δν
(2)
1
2

, (6.2)

with δν
(2)
1/2 denoting the second order quadrupole shift. Since 17K, δν(1)m and δν

(2)
1/2 depend on

the orientation of the oxygen site with respect to B0, so do ν0 and νm0 . This fact profoundly
influences the shape of the spectra as an average over all orientations is observed.

Quadrupole shifts δν(1)m and δν(2)1/2

The relevance of the quadrupole shifts δν(1)m and δν(2)1/2 shall be analyzed first. Ambient pressure
values of the quadrupole frequency νQ and asymmetry parameter η for the different oxygen sites
have been determined earlier by Mangelschots et al. [105]; they are reprinted for convenience in
tab. 6.1. Note that the electric field gradient has smaller than axial symmetry, i.e. η 6=0, at all
4 oxygen sites.
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O(1) O(2) O(3) O(4)
νQ [MHz] 0.98 0.93 0.93 0.91
η 0.25 0.21 0.23 0.87
17Ka -0.006 0.155 0.076 0.098
17Kb 0.017 0.076 0.155 0.168
17Kc 0.087 0.066 0.066 0.170

Table 6.1: Quadrupole frequency νQ, asymmetry parameter η of the quadrupole tensor and
magnetic shift tensor 17K-components along the crystal axis a, b, c for the four oxygen sites
at ambient pressure and 100 K. The principle axis of the quadrupole tensor is along the c-axis,
a-axis, b-axis and b-axis for O(1), O(2), O(3) and O(4) respectively. Data is taken from [105].

The first order quadrupole shift δν(1)m for η 6=0 is given by [15]

δν(1)m = −νQ
2m− 1

4

[
3 cos2 θ − 1 + η sin2 θ cos 2φ

]
, (6.3)

where θ and φ denote the Euler angles that describe the orientation of the electric field gradient
with respect to B0. In an unaligned powder, an average over all possible angles θ and φ is
observed. Using the values of νQ and η in tab. 6.1 then shows that the m= -1/2 and m= 3/2

transitions are spread out over ∆ν ∼ 1.5 MHz whereas the m= -3/2 and m= 5/2 transitions
spread out over ∆ν ∼3.0 MHz. This is large compared to the spectral window in fig. 6.3 and, as
their intensities are too low, the satellite transitions effectively do not contribute to the spectrac.

Consequently, only the central transitions of the oxygen sites are observed since they are only
weakly influenced by δν(2)1/2. The amplitude of δν(2)1/2 shall be estimated from the case of axial
symmetry (η=0)

δν
(2)
1
2

= −
ν2Q

16νL

[
I(I + 1)− 3

4

]
sin2 θ

(
9 cos2 θ − 1

)
, (6.4)

where θ indicates the angle between the principle axis of the electric field gradient and B0. Again,
in the unaligned powder an average over all angles θ is observed. For the different oxygen sites,
this yields a δν(2)1/2 ranging from -11 kHz (θ = 42◦) to +6 kHz (θ = 90◦). This is both, small
compared to the frequency shift with respect to νL ≈ νref = 67.80 MHz and small compared
to the width of the spectra shown in fig. 6.3. Furthermore, in absence of a structural phase
transition under pressure [122], one expects only small changes of νQ due to the reduction of
the lattice constants or a variation of the charge distribution [99]. Therefore, δν(2)1/2 will remain
almost unchanged at higher pressure and certainly cannot explain the shift to higher frequency
of the O(2,3) peak.

cThe intensities, i.e. area under their curve in a spectrum, of the different transitions m= -3/2, -1/2, 1/2, 3/2
and 5/2 have the ratio 5:8:9:8:5.
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Magnetic shift 17K and simulated powder spectrum

Thus, it can be concluded that the magnetic shift 17K in eqn. (6.2) must be the term that
dominates the shape of the powder spectra and the shift of the various peaks compared to
νL. Since the following analysis will restrict itself to temperatures above Tc and only slightly
below, the diamagnetic contribution KM(T <Tc) can be neglected. 17K then contains only the
T -independent orbital term (l) and the T -dependent spin term (s) that arises from the coupling
of the 17O nuclei to the electronic spin susceptibility χs(T )

17K(T ) =17Kl +17Ks(T ). (6.5)

To undoubtedly assign the peaks in fig. 6.3 to the different oxygen sites, a simulated powder
spectrum based on earlier data shall be compared to the ambient pressure spectrum. For that
purpose, the small second order quadrupole shift δν(2)1/2 will be neglected, in which case eqn. (6.2)
simplifies to ν0=

[
1+17K

]
νL. Mangelschots et al. [105] determined the 17K-tensor components,

i.e. the value of 17K along the different crystal axis, at ambient pressure for all four oxygen sites.
Their values at 100 K are included in tab. 6.1. Note that 17K has smaller than axial symmetry
for all oxygen sites and that the 17K-components of the two planar oxygen sites O(2) and O(3)
differ only in their direction-dependency.
Knowledge of the 17K-tensors allows one to simulate the shape of the spectrum in the unaligned

powder. For that purpose it is first necessary to determine the spectral intensity function I (ν),
i.e. the density of spins in the frequency range ν to ν+δν, for each oxygen site. Denoting
the resonance frequencies along the three crystal axis by να =

[
1+17Kα

]
νL (α= 1, 2, 3) with

ν1<ν2<ν3, I (ν) is given by [84]

I (ν) ∝

√
(ν3 − ν1)(ν3 − ν2)
(ν3 − ν)(ν2 − ν1)

∫ π
2

0

[
1− (ν − ν1)(ν3 − ν2)

(ν3 − ν)(ν2 − ν1)
sin2 γ

]− 1
2

dγ (6.6)

for the frequency range ν1<ν<ν2,

I (ν) ∝
√
ν2 − ν1
ν − ν1

∫ π
2

0

[
1− (ν2 − ν1)(ν3 − ν)

(ν3 − ν2)(ν − ν1)
sin2 γ

]− 1
2

dγ (6.7)

for ν2<ν<ν3 and zero elsewhere. Furthermore, one has to take into account that line broadening
occurs because of spin-spin interactions and more importantly that the data was smoothed by
multiplicating the FIDs with an exponential decay exp {-lb×t}. Therefore, I (ν) additionally
has to be folded with a lorentzian function f(ν)

f(ν) =
1

π

σ
2

(ν − ν0)2 + σ2

4

, (6.8)

where the linebroadening factor σ of σ= lb=5 kHz is used.
A python program that is included in app. 9.4 was used to simulate the powder spectrum
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Figure 6.4: Simulated ambient pressure powder spectra at T = 100 K of the central transition
-1/2↔1/2 of the different oxygen sites O(1), O(2)+O(3) summarized as O(2,3) and O(4) (dashed
lines) and the resulting combined spectrum (solid line). Note that it is not possible to distinguish
between the two different planar oxygen sites O(2) and O(3) in the powder spectrum as their
sets of 17Kα differ only in the direction-dependency and that they are therefore combined into
one spectrum labeled O(2,3). The small second order quadrupole shifts δν(2)1/2 are neglected.

of a particular oxygen site for a given set of 17Kα according to the previous discussion. The
resulting combined powder spectrum (and individual contributions of the different oxygen sites)
at 100 K using the data from [105] is shown in fig. 6.4: it agrees very well with the shape of
the ambient pressure spectrum in fig. 6.3 that was recorded at a slightly higher temperature
of 106 K. Note that the intensities of the individual O(1), O(2,3) and O(4) spectra have been
normalized according to their stoichiometry to 1:2:1. Furthermore, it is pointed out that one
cannot distinguish between the two planar oxygen sites O(2) and O(3) in the powder spectrum
as their components of 17K only differ in the orientation-dependency. Based on the simulated
powder spectrum, it is also clear that the peaks in fig. 6.3 may be attributed to the different
oxygen sites.

6.2.3 Effect of pressure on 17K(T )

The temperature dependence of the magnetic shift 17K(T ) for the O(1) and especially the O(2,3)
peak at the various pressures shall be discussed nextd. Most notably, it will be shown that the
characteristic pseudogap feature in 17Ks(T ) for O(2,3) is suppressed upon application of pressure
indicating a closing of the pseudogap.
For a particular spectrum recorded at the pressure p and temperature T , the resonance fre-

quency ν0(p,T ) of the O(2,3) peak was determined by fitting a Lorentzian function (eqn. (6.8))
to it in the vicinity of the peak. For O(1), ν0(p,T ) was simply graphically estimated from the
corresponding local spectral maximum. For both peaks, the second order quadrupole shift δν(2)1/2

dAs it was not possible to resolve the O(4) peak at higher pressure it is excluded in the following discussion. It
should be noted however that 17K for the chain oxygen is dominated by the hyperfine coupling to the metal like
spin susceptibility in the CuO-chains and that it hence is T -independent above Tc at ambient pressure [105,106].
It thus yields no direct information about the pseudogap.
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Figure 6.5: Temperature and pressure dependence of the 17O NMR shift 17K(p,T ) for apical
oxygen O(1) and plane oxygen O(2,3) at ambient pressure and high pressures of 20, 42 and
63 kbar. Due to a limited SNR, shifts were measured mostly at temperatures above Tc. The
ambient pressure data for O(2,3) below 75 K (Zheng 92 H) is taken from [123]. Arrows indicate
the measured Tc. In the (p,T )-range investigated, 17K(p,T ) remains nearly constant for O(1)
while varying strongly with pressure and temperature for O(2,3). With increasing pressure,
17K(p,T ) of O(2,3) increases for all temperatures T >Tc such that the pseudogap feature begins
to vanish.

can be estimated to be about +6 kHz as they arise from orientations for which B0 is perpendic-
ular to the principal axis of the local electric field gradient (θ≈ 90◦). According to eqn. (6.2),
the p- and T -dependent magnetic shift 17K(p,T ) is then given by

17K(p,T ) =
ν0(p,T )− δν(2)1/2 − νL

νL
, (6.9)

where νL is approximately given by νref .

In fig. 6.5, the resulting temperature dependencies of 17K for O(1) and O(2,3) are shown at
ambient pressure (1 bar) and high pressures of 20, 42 and 63 kbar; Tc values from fig. 6.2 are
indicated by arrows. Due to limitations in the SNR in the superconducting state, measurements
were carried out mostly in the normal state above Tc. For the purpose of illustration, ambient
pressure data of 17K(T ) for O(2,3) (c‖B0) at temperatures below 75 K (Zheng 92 H) from [123]
is also included. The ambient pressure data for both sites O(1) and O(2,3) are in good agreement
with the literature [105, 106, 123] and 17K(1 bar) for O(2,3) seamlessly connects to the low-T
data from [123].

For O(1), 17K is found to vary only little with pressure and temperature which indicates
that these nuclei couple only weakly to the spin susceptibility in the CuO2-plane. However,
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for the O(2,3) signal, 17K is found to vary significantly with both parameters. At ambient
pressure, 17K(T ) of O(2,3) decreases with decreasing temperature already in the normal state
above Tc which is the manifestation of the pseudogap. As the data from [123] shows, this trend
smoothly continues through Tc and 17K eventually almost vanishes approaching T =0 K (small
17Kl remains). With increasing pressure, 17K(T ) for O(2,3) in the normal state is found to (a)
increase for all temperatures and (b) decrease less with decreasing temperature (c.f. for example
∆K of -0.053% from RT down to 123 K at 1 bar and a ∆K of -0.032% from RT down to 122 K
at 63 kbar). In addition, it is pointed out that some of the low temperature data points at high
pressure (42 and 63 kbar) show the influence of Tc as the drop precipitously.
Since the orbital shift 17Kl for O(2,3) is small (about 0.007% at ambient pressure [123]) and

one does not expect it to vary considerably with pressure, these changes must be related to the
spin shift 17Ks(p,T ). The data in fig. 6.5 then show that at higher pressure, 17Ks(T ) becomes
increasingly T -independent and hence Fermi liquid like above Tc; a behavior that signals the
closing of the pseudogap.
It is pointed out that ambient pressure 63Cu measurements on planar copper Cu(2) show

63Ks(T ) to become T -independent above 300 K [124]. Since 63Ks(T ) of Cu(2) originates from
the hyperfine coupling to the same spin susceptibility, it is reasonable to assume that 17Ks(p,T )

of O(2,3) is T -dependent only in the temperature range showne.

6.2.4 Scaling behavior of 17Ks(p,T ) of planar oxygen

In this section, it will be demonstrated that at temperatures above Tc the T -dependence of
17Ks(p,T ) scales with pressure. Additionally, the question will be addressed wether the observed
changes in 17Ks(p,T ) can be understood in terms of a single or two component spin susceptibility
in the CuO2 plane.
For the following discussion, the small orbital contribution to 17K(p,T ) for O(2,3) will be

neglected, i.e. 17K(p,T )≈ 17Ks(p,T ). Inspired by earlier findings on the cuprate HgBa2CuO4+x

[111, 112], a plot of 17K(p,T ) at high pressures p>1 bar vs. 17K(1 bar,T ) is shown in the main
panel of fig. 6.6. Note that in this rather unusual plot, the temperature T is an implicit parameter
(since not all experiments were carried out at the same temperature, T was parametrized via a
4th order polynomial fit to 17K(1 bar,T ) which is shown in the inset of fig. 6.6). Interestingly, it
is found that at temperatures above Tc, 17K(p,T ) is well described by a linear relation

17K(p,T ) = κp×17K(1 bar,T ) + Cp, (6.10)

where the constants κp and Cp depend only on the applied pressure and decrease and increase
with pressure respectively (their values determined via a least square fit to the data may be
found in tab. 6.2). A deviation from this linear relation is only observed at the high pressures

eThe argument is weaker for the high pressure data. However, given the decreased T -dependence of 17Ks(p,T )
at higher pressure, it is unlikely that 17Ks(p,T ) changes significantly above room temperature even at those
pressures.
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p [kbar] 20 42 63
κp 1.02 0.87 0.56
Cp [%] 0.004 0.033 0.089

Table 6.2: Pressure dependent values of κp and Cp.
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Figure 6.6: (Main panel) 17K(p,T ) vs. 17K(1 bar,T ) of O(2,3) using temperature as an implicit
parameter. In the normal state, 17K(p,T ) is found to be linear in 17K(1 bar,T ) at all investigated
pressures. A deviation from this behavior is only observed at 42 and 63 kbar close to Tc and
below. The solid lines indicate the least square fits (according to eqn. (6.10)) that were used
to extract the constants κp and Cp whereas the dashed diagonal line represents 17K(1 bar,T ).
Arrows indicate the measured Tc values. (Inset) The shown 4th order polynomial fit (dashed
line) was used to parametrize T via 17K(1 bar,T ).

of 42 and 63 kbar in the vicinity of Tc and below. There, 17K(p,T ) drops considerably and
approaches the dashed line that represents 17K(1 bar,T ).

17Ks(p,T ): single or two component?

It is quite remarkable that even though 17K(p,T )≈17Ks(p,T ) varies strongly with temperature,
the ratio

κp =
∆17K(p)

∆17K(1 bar)
=

17K(p,T1)−17K(p,T2)
17K(1 bar,T1)−17K(1 bar,T2)

(6.11)

is found to be independent of the temperatures T1, T2> Tc. Assuming the hyperfine coupling to
be unaffected by pressure, eqn. (6.11) then indicates that 17Ks(p,T ) contains a term 17Ahfχ

1
s (p,T )

which arises from the coupling to a T -dependent spin susceptibility χ1
s (p,T ) which scales with
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pressure according to

χ1
s (p,T ) = κpχ

1
s (1 bar,T ). (6.12)

However, this T -dependent term 17Ahfχ
1
s (p,T ) cannot account for the T -independent constant

Cp nor can an increase of δν(2)1/2 or 17Kl as Cp becomes quite large at high pressure. Instead,
it shows that 17Ks(p,T ) additionally contains a second term 17Bhfχ

2
s(p) which arises from the

coupling to a second spin susceptibility χ2
s (p). This second term appears to be T -independent

above Tc and increases with pressure. Thus, one is led to a two component spin shift 17Ks(p,T )

(T >Tc) given byf

17Ks(p,T ) = 17Ahfχ
1
s(p,T ) +17Bhfχ

2
s(p). (6.13)

In eqn. (6.13), only 17Ahfχ
1
s(p,T ) displays the characteristic T -dependence of the pseudogap and

is progressively suppressed with pressure while 17Bhfχ
2
s(p) must be small at ambient pressure

and becomes increasingly significant at higher pressure. It is pointed out that (a) χ2
s (p) must

originate from the CuO2 plane and cannot be the spin susceptibility of the CuO chains since
the shift of O(1) reveals no significant changes under pressure and (b) similar observations were
made in the two component systems La1.85Sr0.15CuO4 [108] and HgBa2CuO4+x [111,112].

17Ks(p,T ) and hence 17K(p,T ) eventually have to vanish or at least become very small below
Tc because of the opening of the superconducting gap. Although it was not possible to follow this
behavior properly via the shift measurements presented here (the SNR in the superconducting
state was insufficient), the onset of a drop of 17K(p,T ) in the vicinity of Tc is clearly observed in
fig. 6.6 at the high pressures of 42 and 63 kbar. Given the scaling of the pseudogap component
17Ahfχ

1
s (p,T ) with pressure and its smooth T -dependence, c.f. the 1 bar data in fig. 6.5, it is

likely that the drop of 17K(p,T ) near Tc represents a rapid decrease of the second component
17Bhfχ

2
s (p) only. This component then has the T -dependence of the Fermi liquid like spin

susceptibility observed in optimally doped YBa2Cu3O6+x shown in fig. 5.2 [125, 126]. That at
63 kbar, the drop appears to occur already slightly above Tc could be due to an inhomogeneity
of the pressure across the sample or be caused by superconducting fluctuations [127].

Pressure evolution of the two components

The values of the pseudogap component 17Ahfχ
1
s (p,T ≈300 K) and the Fermi liquid like compo-

nent 17Bhfχ
2
s (p) at the various pressures shall be estimated next. Note that 17Ahfχ

1
s (p,T ≈300 K)

approximately represents the “ungapped” value of the pseudogap component since it is not ex-
pected to change significantly at higher temperatures.

Using eqn. (6.10), (6.12) and (6.13), one can derive the following expressions for 17Ahfχ
1
s (p,T ≈

fIn the notation of eqn. (5.6), 17Ahfχ
1
s (p,T ) = 17A′hfχ

A
s and 17Bhfχ

2
s (p) = (17A′hf +

17B′hf)χ
AB
s +17B′hfχ

B
s with 17A′hf

and 17B′hf denoting the two different hyperfine couplings in eqn. (5.6). If either 17B′hf , χ
AB
s or χB

s is small, it is
not possible to distinguish between eqn. (6.12) and eqn. (5.6) experimentally.
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p [kbar] 0.001 20 42 63
17Ahfχ

1
s (p,RT) [%] 0.14 0.14 0.12 0.08

17Bhfχ
2
s (p) [%] 0.01 0.01 0.04 0.09

Table 6.3: Pressure dependent values of 17Ahfχ
1
s (p,T ) at room temperature and 17Bhfχ

2
s (p).
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Figure 6.7: Pressure dependence of the two components 17Ahfχ
1
s (p,T ) and 17Bhfχ

2
s (p) that con-

tribute to the spin shift 17Ks(p, T ) at room temperature. Error bars correspond to an uncertainty
in 17Bhfχ

2
s (p=1 bar) of ±0.01%; dashed lines are a guide to the eye.

300 K) and 17Bhfχ
2
s (p)

17Ahfχ
1
s (p,T ≈300 K) ≈ 17Ks(p,T ≈300 K)−17Bhfχ

2
s (p) (6.14)

17Bhfχ
2
s (p) = Cp + κp×17Bhfχ

2
s(1 bar). (6.15)

The drop in the 42 kbar data of almost 0.04% below Tc, c.f. fig. 6.6, indicates that at this
pressure 17Bhfχ

2
s (p)≈0.04% which allows one to estimate the other values. They can be found

in tab. 6.3 and are displayed graphically in fig. 6.7.
It is found that 17Bhfχ

2
s (p) increases by about a factor of 9 from 0.01% at ambient pressure

to about 0.09% at 63 kbar while 17Ahfχ
1
s (p,T ≈300 K) decreases by about a factor of 2. These

are substantial changes. Furthermore, it is evident that 17Bhfχ
2
s (p)≈0.01% is small at ambient

pressure which may explain why this Fermi liquid like component has not been observed in
earlier studies, leading to a single component description of Y1248 previously [105,106,128]. In
the present work, the presence of this Fermi liquid like component is only revealed due to the
scaling of the pseudogap component and application of sufficiently high pressures.
The results of the 63Cu NMR experiments on Y1248 single crystals shall be discussed next in

chap. 7 and the combined conclusions of the 17O and 63Cu high pressure NMR experiments will
be presented at the end of that chapter.
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In this chapter, the 63Cu NMR shift measurement on YBa2Cu4O8 (Y1248) single crystals up to
a pressure of 42 kbar will be described. It will be shown that, similar to the spin shift 17Ks(T )

of planar oxygen, the pseudogap feature in 63Ks(T ) of planar copper is suppressed with pressure
and that a two component description applies. Furthermore, the implications of an observed
increase of the quadrupole frequency of planar copper with pressure will be discussed.

7.1 Experimental conditions

In this section, the experimental conditions of the high pressure 63Cu NMR experiments on the
Y1248 single crystals will be briefly summarized.
The experiments were performed on pieces of a Y1248 single crystal of initial size 600×600×

300 µm3 and a superconducting transition temperature of Tc = 82 K. A batch of such crystals
was gratefully provided to our group by Dr. Chengtian Lin from the Max Planck Institute for
Solid State Research in Stuttgart, Germany (the sample preparation is described in [121]). It is
worth mentioning, that a 17O enrichment of crystals from the batch was attempted as it would
allow simultaneous NMR measurements on oxygen and copper. However, for a yet unknown
reason these attempts failed and the 17O enrichment was therefore not further pursueda.
For the experiments at high pressure, two Moissanite anvil cells (MAC) were prepared accord-

ing to sec. 3.1. The first cell, equipped with anvils of 1.0 mm culet diameter and containing a
microcoil of 300 µm diameter and 10 turns, was pressurized to 16 kbar; the second cell, equipped
with anvils of 0.8 mm culet diameter and containing a microcoil of 200 µm diameter and 9 turns,
was pressurized to 42 kbar. At these pressures, the superconducting transition is expected to
occur at a Tc of 90 K (16 kbar) and 100 K (42 kbar)b. In each pressure cell, the gasket hole was
loaded with a small piece of about 100×100×50 µm3 from the same crystal and a ruby chip for
pressure determination. A 4:1 mixture of methanol:ethanol was used as a pressure transmitting
medium at 16 kbar while glycerin was used at 42 kbar. Fig. 7.1, shows the center of the gasket
of the pressure cell prepared for the experiments at 42 kbar before filling with glycerin and
successive closing.

aThe attempts to 17O exchange the crystals were carried out under the same conditions as for the Y1248 powder
in sec. 6.1, albeit at an increased duration of 2 weeks. After the exchange, the crystals showed a white coating
on the surface and no 17O or 63Cu signal could be detected rendering the crystals useless.
bThe Tc(p) values for 16 and 42 kbar are inferred from high pressure ac-susceptibility data on Y1248 single
crystals of a different batch but same source [129] that was gratefully provided to me by Dr. Swee K. Goh from
the Shoenberg-Laboratory for Quantum Matter at the Cavendish Laborator, University of Cambridge.
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Figure 7.1: Top view, along the axis of the solenoidal microcoil, showing the center of the gasket
of the open 42 kbar MAC. The microcoil contains a piece of a Y1248 single crystal and two
small ruby chips. The microcoil has an inner diameter of approximately 200 µm.

Copper has two naturally occurring isotopes, i.e. 63Cu and 65Cu. Both have a spin of I=3/2

and similar gyromagnetic ratios. Due to the higher natural abundance of 63Cu it is generally
favorable to perform the NMR experiments on this isotope. Ambient pressure measurements on
a Y1248 single crystal from the same batch were carried out earlier in our group [130, 131] and
data from these studies will be used for reference. The high pressure 63Cu-NMR experiments
were conducted mostly in a magnetic field of B0 = 17.6 T in the temperature range from room
temperature (297 K) down to about 75 K with the c-axis of the crystal oriented perpendicular
to B0. At 16 kbar, further measurements were carried out at 11.7 T. Spectra were acquired
by Fourier transforming the accumulated echo-signal (typically 106 scans) following the Hahn
echo sequence π/2−τ−π with a π/2-pulse duration (π) of 1 µs (2 µs) and a pulse separation of
τ=20 µs at a repetition time of 5 ms. The π/2- and π-pulse conditions were determined at each
temperature by variation of the pulse power P (for example, at 42 kbar and room temperature,
the maximum signal was found for Popt = 1 W at a measured quality factor of Q≈ 17). As a
reference for the 63Cu-shifts, the resonance frequency νref of 63Cu in metallic copper (powder in
epoxy) was used which has a magnetic shift of 63Kref =3820 ppm [132]. The Larmor frequency
νL was then calculated from

νL =
νref

1 +63Kref
. (7.1)

7.2 Alignment of the crystals

While placing a crystal inside the microcoil, it was not possible to accurately orient it because of
its small size and irregular shape. Furthermore, it could not be ruled out that it moved during
application of pressure. To be able to perform the experiments at a well defined orientation
with respect to B0, i.e. c⊥B0, it was therefore necessary to align the crystal after closing of
the MAC by changing the orientation of the pressure cell on the probehead. In this section, it
will be described how the orientation dependence of the 63Cu NMR resonance frequencies of the
planar copper signals were used to determine the alignment of the crystal.
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Figure 7.2: Illustration of the change in the angle θ between the c-axis of the crystal and the
external magnetic field B0 upon rotation of the MAC by an angle α. θ0 is the minimum value
of θ that occurs if the c-axis is in the plane generated by B0B1.

To ensure that the magnetic field B1 of the microcoil would remain perpendicular to B0 while
aligning the crystal, the MAC was rotated about the axis that coincides with the direction of
B1; note that this did not require an additional goniometer due to the cylindrical shape of the
pressure cell although marks were added to the bottom plate of the MAC to indicate the angle
of rotation. In order to demonstrate that the c-axis could indeed be aligned perpendicular to B0

by this approach, fig. 7.2 illustrates how the angle θ between the c-axis and the direction of B0

changes if the MAC is rotated around the axis that coincides with the direction of B1. While
rotating, the c-axis moves in a cone around the direction of B1. Denoting the minimum value
of θ during a full revolution by θ0 (occurs if the c-axis is in the B0B1 plane) and the angle of
rotation of the MAC away from this minimum by α, the angle θ is given by

cos θ = cos θ0 cosα, (7.2)

which shows that, regardless of the value of θ0, the c-axis will be in the plane perpendicular to
B0 and hence c⊥B0 for α=90◦.

7.2.1 Angular dependence of the 63Cu resonance frequencies

Next, it will be shown that the resonance frequencies of the planar copper signals display local
extrema for c⊥B0 at 17.6 T which was taken advantage of while determining this orientation.

As pointed out in sec. 5.2, the resonance frequencies of the 63Cu signals are influenced by
hyperfine and quadrupole effects and one expects 2I = 3 resonance lines for planar copper at
17.6 T. In the following, the resonance frequency of the 63Cu central transition -1/2↔1/2 shall
be denoted by ν0 and those of the two satellite transitions (m−1)↔m with m= -1/2, 3/2 by
νm0 . Note that up to second order perturbation theory, ν0 is only affected in second order by
quadrupole effects whereas νm0 is effected only in first order.
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At ambient pressure, the magnetic shift 63K and the electric field gradient for planar copper
are known to have axial or nearly axial (ηQ = 0.015) symmetry with their largest component
along the c-axis of the crystal [106]. Thus, up to second order ν0 and νm0 are given by

ν0(θ) = [1 +63K(θ)]νL + δν
(2)
1
2

(θ) (7.3)

νm0 (θ) = [1 +63K(θ)]νL + δν(1)m (θ), (7.4)

where θ indicates the angle between the c-axis and B0, νL is the Larmor frequency and δν
(1)
m

and δν(2)1/2 denote the first and second order quadrupole shifts. Since the shift terms 63K, δν(1)m

and δν(2)1/2 depend on the angle θ, so do the resonance frequencies ν0 and νm0 .

Angular dependencies of 63K, δν(1)m and δν(2)1/2

First, the angular dependence of 63K(θ) is considered. The isotropic (iso) and anisotropic (ani)
magnetic shifts shall be defined as

63Kiso =
1

3

(
63K‖ + 2×63K⊥

)
(7.5)

63Kani =
2

3

(
63K‖ −63K⊥

)
, (7.6)

where 63K‖ and 63K⊥ are the values of the magnetic shift for an orientation of the c-axis parallel
(‖) and perpendicular (⊥) to B0. 63K(θ) is then given by [15]

63K(θ) = 63Kiso +63Kani
(3 cos2 θ − 1)

2
. (7.7)

The angular dependencies of δν(2)1/2 and δν(1)m on the other hand are given by [15]

δν
(2)
1
2

(θ) = −
ν2Q

16νL

[
I(I + 1)− 3

4

]
sin2 θ

(
9 cos2 θ − 1

)
(7.8)

δν(1)m (θ) = −νQ
(
m− 1

2

)
3 cos2 θ − 1

2
, (7.9)

where νQ denotes the quadrupole frequency.

In fig. 7.3(a) and 7.3(b), the resulting angular dependencies of the resonance frequencies of the
central transition and the satellite transition 1/2↔ 3/2 are displayed for the ambient pressure
and room temperature conditions of 63K‖= 1.44%, 63K⊥= 0.65% and νQ= 29.7 MHz [130, 131]
for νL=198.303 MHz, the Larmor frequency of 63Cu in our 17.6 T magnet. A local maximum is
observed for the resonance frequency of the central transition (at ∼200.4 MHz) and the satellite
(at ∼ 215.0 MHz) for θ=90◦, i.e. c⊥B0. Note that the -3/2↔ -1/2 satellite transition (not
shown) has a minimum for this orientation.
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Figure 7.3: The resonance frequencies of the central transition (a) and the satellite transition
1/2 ↔ 3/2 as a function of the angle θ between the c-axis of the crystal and the magnetic
field B0 under ambient pressure conditions and at room temperature for a Larmor frequency of
νL=198.303 MHz (B0 =17.6 T). Both display a local maximum at θ=90◦, which corresponds
to an orientation of c⊥B0.

7.2.2 Aligning a crystal at high pressure

As long as the magnetic shift 63K and the quadrupole frequency νQ vary within reasonable limits
and their corresponding tensors remain (nearly) axially symmetric with their largest component
along the c-axis, the 63Cu resonance frequencies of planar copper will display local extrema for
an orientation of the c-axis perpendicular to B0. Because of the absence of a structural phase
transition in the investigated pressure range [122] one does not expect the direction of the electric
field gradient at planar copper to change significantly and a variation of the charge distribution
in the copper oxide plane will cause only relatively small changes of νQ [99]. Furthermore, the
changes of 63K are expected to be within such reasonable limits as indicated by the 17O NMR
experiments of chap. 5. Thus, it is reasonable to assume that at c⊥B0, the resonance frequencies
of planar copper also display local extrema in their angular dependence at high pressures up to
42 kbar.
For the purpose of aligning the crystal, it was more convenient to initially use the resonance

frequency ν0 of the central transition as it varies in a smaller frequency range depending on θ
(the resonance frequency of the central transition varies within ∼2 MHz whereas the resonance
frequencies of the satellite transitions potentially vary by ∼45 MHz). The following procedure
was therefore carried out at room temperature while aligning the crystal to c ⊥ B0: first, a
rough “scan” was made by rotating the pressure cell about its axis from an initial angle α′=0◦

to α′ = 180◦ in steps of 45◦ and recording ν0 at each orientation (α′ = α+α0 where α is the
angle in fig. 7.2 and α0 is an offset). For both crystals, this already yielded a good indication
for the orientation of c⊥B0 as the resonance frequency was found to be around 200.4 MHz for
two successive rotations; according to eqn. (7.2) this indicates that θ0 of fig. 7.2 was relatively
close to 90◦. Close to these orientations, the local maximum of ν0(α′) was then searched for
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with increasingly higher precision in the rotation angle α′ until no significant changes could
be detected even after minor rotations. With a linewidth of the central transition of less than
75 kHz, it is estimated that the maximum in the resonance frequency was found within a precision
of ∼10 kHz which corresponds to an uncertainty in the alignment of the crystal to c⊥B0 of less
than 2◦. This was deemed sufficient for the temperature dependent shift measurements.
In the case of the crystal at 42 kbar, the precision of the alignment was further improved

by applying the same approach to the resonance frequency of the 1/2↔3/2 satellite transition
that shows stronger angular dependence (a high precision of the alignment is necessary for an
accurate determination of the quadrupole frequency νQ). Note however that this is very time
consuming due to the low spectral intensity and broader linewidth of this satellite (∼ 200 kHz).
It is estimated that this crystal was aligned to c⊥B0 within 1◦.
In addition, it is pointed out that after this procedure, the chain copper site Cu(1) is only

insufficiently aligned with respect to B0 since the tensors describing its magnetic shift 63K and
the electric field gradient at this site are not axially symmetric around the c-axis [106]. As the
NMR parameters of chain copper were of minor interest for the present thesis, it was therefore
not attempted to record signal from this copper site.

7.3 Results and discussion

The results of the 63Cu NMR measurements on planar copper will be presented and analyzed
next. It will be shown that the characteristic pseudogap temperature dependence of 63Ks(T )

of planar copper decreases with increasing pressure similar to 17Ks(T ) of planar oxygen, inde-
pendently indicating the closing of the pseudogap. Furthermore, an observed increase of the
quadrupole frequency with pressure will be discussed in terms of a change of hole concentration
in the planar oxygen and planar copper orbitals.

7.3.1 Sample spectra

Typical 63Cu NMR spectra at ambient pressure (1 bar) and high pressures of 16 and 42 kbar of
the planar copper Cu(2) central transition for c⊥B0 are shown in fig. 7.4. They were recorded
in a magnetic field of B0 = 17.6 T at a temperature of about 250 K. Note that in the 42 kbar
spectrum, an additional broad background is observed which is likely caused by a 63Cu satellite
from chain copperc; the background signal is of minor interest here and will not be further
discussed. With increasing pressure, an increase in the resonance frequency and the linewidth
of the planar copper signal is observed.
Fig. 7.5 shows room temperature spectra of the two 63Cu satellites and the 63Cu central tran-

sition of planar copper recorded at 42 kbar for c⊥B0. The ”lower” satellite around 184.6 MHz
is caused by the transition -3/2↔ -1/2 and the ”upper” satellite at about 214.8 MHz is caused

cCompared to the planar copper central transition, this background strongly varies with the orientation of the
crystal which indicates that it is a satellite transition.
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Figure 7.4: Selected 63Cu NMR spectra of the planar copper central transition at ambient pres-
sure (1 bar) and high pressures of 16 kbar and 42 kbar. The data was recorded for c⊥B0 in a
magnetic field of 17.6 T at the temperatures indicated in the figure (∼250 K). With increasing
pressure, a shift to higher resonance frequencies and an increase in linewidth is observed. The
broad background at 42 kbar likely originates from a chain copper satellite.

by the transition 1/2↔ 3/2. An additional signal in the frequency range of the upper satel-
lite is due to the 65Cu central transition of planar copper which coincidentally has a similar
resonance frequency at 17.6 T; it could be distinguished from the 63Cu satellite based on its
orientation dependenced. It is worth mentioning that the satellites had a linewidth of ∼200 kHz

at 42 kbar which is small compared to other cuprates and indicates a relatively homogeneous
charge distribution in the CuO2 planes compared to other cuprates [133].

According to eqn. (7.3) and (7.4), the resonance frequencies of the central transition ν0 and
the two satellites νm0 for the orientation c⊥B0 are given by

ν0 = [1 +63K⊥(T )]νL +
3ν2Q
16νL

(7.10)

νm0 = [1 +63K⊥(T )]νL ±
νQ
2
, (7.11)

where 63K⊥(T ) denotes the temperature dependent magnetic shift for c⊥B0, νL is the Larmor
frequency of 198.303 MHz and νQ indicates the quadrupole frequency. Note that in eqn. (7.11),
the ’+’ applies to the upper satellite (m = 3/2) while the ’-’ applies to the lower satellite
(m= -1/2). In the following discussion, the pressure dependence of the quadrupole frequency
will be analyzed first in sec. 7.3.2. Then, the effect of pressure on 63K⊥(T ) will be investigated in
sec. 7.3.4. The observed increase of the linewidth of the central transition will not be addressed
as the available data is deemed insufficient to draw rigid conclusions. It is however pointed
out that it cannot be caused only by a distribution of the second order quadrupole shift which
at 42 kbar and 17.6 T is smaller than ∆δν

(2)
1/2 < 20 kHz. Furthermore, it appeared to be field

independent at 16 kbar (not shown).

dCompared to the 63Cu satellite, the resonance frequency of the 65Cu central transition varies only weakly as a
function of the angle between the crystal c-axis and B0
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Figure 7.5: 63Cu lower (left) and upper (right) satellite of planar copper at 42 kbar for c⊥B0.
The 63Cu central transition (center) is also shown for reference. Note that the upper satellite
partly overlaps with the 65Cu central transition of planar copper. All spectra were recorded at
17.6 T at room temperature and normalized according to the number of scans; the data showing
the lower/upper satellite were smoothed by apodization with a 10 kHz Gaussian function.

7.3.2 Pressure dependence of the quadrupole frequency

The pressure dependence of the quadrupole frequency νQ of planar copper up to ∼ 22 kbare

is known from earlier NQR measurements [12, 14]. Therefore, we were primarily interested in
accurately determining the value of νQ at the high pressure of 42 kbar. According to eqn. (7.11),
νQ at 42 kbar can be calculated directly from the difference in the resonance frequencies of the
two satellites. Their values of ν3/20 =214.81 MHz (upper satellite) and ν-1/20 =214.65 MHz (lower
satellite) were determined via Gauss fits resulting in a quadrupole frequency of

νQ(42 kbar) = ν
3/2
0 − ν-1/20 = 30.15± 0.05 MHz. (7.12)

Note that ν3/20 and ν-1/20 vary considerably as a function of the angle between the c-axis and B0

even close to c⊥B0 which is the reason why it was necessary to align the crystal within the high
precision of 1◦.

At 16 kbar, the two satellites were not recorded and the quadrupole frequency was determined
via the field dependence of the second order quadrupole shift of the central transition. For this,
the resonance frequency of the central transition ν0 and the Larmor frequency νL were measured
at room temperature in the magnetic fields of 11.7 T and 17.6 T. According to eqn. (7.10) and
with S = (ν0−νL)/νL, the quadrupole frequency can then be calculated via (see sec. 7.3.4 for

eNote that the authors in [14] give rather crude values for their applied pressures, i.e. 1, 2, and 3 GPa (1 GPa=
10 kbar). Based on the observed superconducting transition temperatures by the authors in [14] (82 K at ambient
pressure and 86, 91 and 93 K at high pressure), it is estimated here that their applied pressures are more accurately
given by 8, 18 and 22 kbar. This assumption should be justified since Tc in Y1248 increases nearly linear up to
about 30 kbar with a slope of ∼ 0.5 K/kbar, c.f. for example [119, 120, 134]. The resulting estimated pressures
are in a reasonably good agreement with the values given by the authors in [14] except for the highest pressure
point at supposedly 3 GPa. I cannot account for the difference but will assume the pressure of 22 kbar to be
more realistic.
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Figure 7.6: Pressure dependence of the quadrupole frequency νQ at the planar copper site. Data
indicated by ’ ’ are from the present NMR study on the Y1248 single crystals (1 bar from [130]
and 16 and 42 kbar determined during the present work) while ’�’ is from an earlier NQR
study by Machi and Koshizuka [14]. The dashed line is a guide to the eye and has a slope of
10 kHz/kbar.

information on how ν0 was determined)

νQ(16 kbar) =
4√
3

√√√√S(11.7 T)− S(17.6 T)
1

ν2L(11.7 T)
− 1

ν2L(17.6 T)

= 30.0± 0.15 MHz. (7.13)

The relatively large uncertainty of νQ at 16 kbar reflects the fact that eqn. (7.13) is very sensitive
to uncertainties of the different resonance frequencies ν0 and νL.

Including the NQR data from [14] (pressure values according to footnote ’e’ on page 90), the
pressure dependence of νQ of planar copper up to a pressure of 42 kbar is shown in fig. 7.6.
Note that the data in [14] was recorded at 100 K while the values for νQ from the present NMR
experiments were recorded at room temperature. Nevertheless, νQ can be assumed to be more
or less temperature independent as it changes by less than 20 kHz from room temperature down
to 100 K at ambient pressure [135]. Within the uncertainty of the experiments, a linear increase
of the quadrupole frequency with a slope of ∼10 kHz/kbar is observed up to 42 kbar.

7.3.3 Implications for the hole doping of the copper oxide plane

The origin of this pressure induced increase of νQ shall be discussed next. I will follow the
argumentation of Haase et al. in [99] and therefore assume that the following effects contribute
to the electric field gradient at planar copper: (a) there is a substantial concentration of holes in
the 3dx2−y2 orbital of Cu(2); (b) electrons in 2p orbitals of neighboring planar oxygen virtually
hop to unoccupied 4p orbitals of Cu(2); (c) electric fields of distant ions have a non-zero gradient
at Cu(2); (d) electric fields of distant ions deform the orbitals of Cu(2).

Based on these contributions, the following expression was derived in [99] for the doping
dependence of the quadrupole frequency of planar copper in YBa2Cu3O6+x (Y1236:x) and
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La1−xSrxCuO4

νQ = 94.3 MHz× nd − 5.68 MHz× (8− 4np) + C. (7.14)

The term 94.3 MHz×nd accounts for effect (a), the term 5.68 MHz×(8−4np) accounts for effect
(b) and effects (c) and (d) are summarized in the constant C. The two variables nd and np in
eqn. (7.14) denote the hole concentration in the 3dx2−y2 orbital of planar copper and in the 2p

orbitals of planar oxygen respectively. They are linked to the hole concentration δ (per CuO2)
in the copper oxide plane via

δ = nd + 2np − 1. (7.15)

Hereinafter, it will be assumed that eqn. (7.14) holds also true for Y1248 since its structure and
electronic properties are very similar to that of Y1236:xf.
In the investigated pressure range, no structural phase transition occurs in Y1248 and the

lattice constants decrease by less than 1% [122] which is comparable to the observed changes in
Y1236:x upon variation of the oxygen content [136]. Therefore, one does not expect a significant
variation of C in which case the change of the quadrupole frequency is given by

∆νQ(p) = νQ(p)− νQ(1 bar)

≈ 94.3 MHz× [nd(p)− nd(1 bar)] + 22.7 MHz× [np(p)− np(1 bar)]. (7.16)

Assuming only a single effect to be relevant, the increase of the quadrupole frequency with
increasing pressure then suggests that one of the following two scenarios occurs: (1) holes from
the oxygen 2p transfer to the copper 3dx2−y2 orbitals or (2) additional holes transfer into the
CuO2 plane and the hole concentration in at least one of the orbitals increases as a result. A
transfer of holes from copper to oxygen can be ruled out since it would result in a decrease of
νQ.
In the case of (1), the hole concentration δ in the CuO2 planes remains unchanged and a net

transfer of ∆nd=-2∆np ≈0.005 holes from oxygen to copper occurs in the pressure range from
1 bar to 42 kbar. Scenario (2) on the other hand implies an increase of δ that would “push” the
system closer to optimally doping. The smallest increase in hole concentration would then occur
if the additional holes go to the copper only while the maximum increase occurs if they go to
the oxygen exclusively. In the latter case, the hole concentration in the CuO2 plane increases
at a rate of ∂δmax(p)/∂p ≈ 0.001 holes/kbar. Tab. 7.1 (includes the data from [14]) lists the
estimated min/max hole concentrations for scenario (2) with a presumed ambient pressure hole
concentration of δ=0.136 [99].
Ultimately, without knowledge of the quadrupole frequencies at the planar oxygen sites under

pressure, it is not possible to determine the hole concentration in the 2p oxygen and the 3dx2−y2

fThe major difference is that Y1248 contains fully oxygenated double CuO chains while Y1236:x contains only
a single CuO chain whose oxygen content may be varied.
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p [kbar] 0.001 8 16 18 22 42
δmin(p) 0.136 0.137 0139 0.138 0.138 0.141
δmax(p) 0.136 0.146 0.161 0.150 0.155 0.174

Table 7.1: Minimum and maximum increase of the in-plane hole concentration δ upon application
of pressure if the increase in quadrupole frequency of planar copper is caused by a charge transfer
into the planes (see text for details.)

copper orbitals explicitly and hence distinguish between scenario (1) and (2) [99]. Scenario (2)
may be more likely though since there is evidence for a pressure induced hole transfer from the
CuO chains to the CuO2 planes at least up to 16 kbar [137,138] (the decrease of the quadrupole
frequency of chain copper under pressure has also been interpreted as evidence for a charge
transfer [14,139]).

If indeed a pressure induced charge transfer into the CuO2 plane occurs and the holes behave
as if chemically doped, one expects the additional holes to more likely reside on the oxygen
site [99]. Consequently, one would expect the in-plane hole concentration to be close to the
values of δmax(p) in tab. 7.1. Such an increase of the hole concentration would certainly affect
the in-plane spin susceptibility χs(T ) and hence 17,63Ks(T ) as well. Interestingly though, at
42 kbar the pseudogap feature in 63Ks(T ) is still present, see sec. 7.3.4, while in Y1236:x for hole
concentrations similar to δmax(p) at 42 kbar, the spin shift is found to be T -independent above
Tc.

Comparison of the effect of chemical doping and pressure on Tc

An additional comparison of chemical doping and application of pressure in Y1248 shall be made
via their effect on the superconducting transition temperature.

Unlike Y1236:x, Y1248 cannot be chemically doped by changing the oxygen content in the
CuO chains. Instead, its hole content in the CuO2 plane is typically increased by replacing the
Y3+ between the CuO2 planes (see fig. 5.3) with Ca2+ [121]. However, there is evidence that at
high Ca-doping, Ca2+ also partially replaces Ba2+ which may result in an effectively lower hole
concentration [135]. Furthermore, it should be noted that substituting ions of different ionic
radii will also cause chemical pressure. Thus, chemical doping is certainly not as “clean” as the
application of pressure.

Fig. 7.7 shows the Tc vs. Ca-content ’x’ (top x-scale) data for nominally Y1−xCaxBa2Cu4O8

from [121]. If the Ca2+ replaces Y3+ only, the top x-scale is equivalent to the bottom x-scale
which represents the in-plane hole concentration (note that there is one Y/Ca per two CuO2

in the planes). Indicated by the shaded green area is the potential hole concentration under
pressures of up to 42 kbar assuming that either an in-plane transfer of holes from oxygen to
copper occurs and/or a hole transfer into the plane takes place (except for the 16 kbar data
points which are excluded due to the large uncertainty, the values of δmin(p) ( ) and δmax(p)

(�) from tab. 7.1 are also included). It appears that, regardless of wether scenario (1) or (2)
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Figure 7.7: Comparison of the effect of chemical doping and pressure on the superconducting
transition temperature Tc in Y1248. The shaded green area indicates the potential hole concen-
tration under pressure up to 42 kbar according to the analysis of the increase of the planar copper
quadrupole frequency (corresponding values of δmin(p) ( ) and δmax(p) (�) from tab. 7.1 are
also indicated). The increase of Tc upon Ca-doping (top x-scale) is indicated by (Song 07 N) and
represents data from [121]. The dashed line is intended as a guide to the eye for the Ca-doping
data.

applies, higher values of Tc are achieved under pressure for similar in-plane hole concentrations
even at low Ca-doping. This in turn indicates that applying pressure to Y1248 is more effective
in increasing Tc than chemically doping and that the increase of Tc under pressure is not simply
related to a charge transfer as suggested earlier [134, 140]. However, it is beyond the scope of
this thesis to speculate on the origin of the additional increase in Tc under pressure.

7.3.4 Effect of pressure on 63K⊥(T )

The effect of pressure on the temperature dependence of the spin component 63Ks(T ) of the
magnetic shift 63K⊥(T ) for planar copper will be investigated next. It will be shown that,
similar to the 17O NMR experiments discussed in sec. 6.2.3, 63Ks(p,T ) signals the closing of the
pseudogap under pressure.
First, it is pointed out that in the investigated temperature range the effect of diamag-

netic shielding is expected to be negligible [125]. Hence, 63K⊥(T ) should contain only the
T -independent orbital term 63Kl and the T -dependent spin term 63Ks(T ) that arises from the
coupling of the planar copper nuclei to the spin susceptibility χs(T )

63K⊥(T ) =63Kl +63Ks(T ). (7.17)

To determine the effect of pressure on 63K⊥(T ), the temperature dependence of the resonance
frequency ν0 of the 63Cu central transition was measured at the high pressures of 16 kbar and
42 kbar (as the 1 bar reference, data from an earlier NMR investigation carried out in our
group [131] on a Y1248 single crystal from the same batch is used). The central transition
resonance line of planar copper in Y1248 has a Lorentzian shape [106]. Thus, the p- and T -
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Figure 7.8: Temperature dependence of the magnetic shift 63K⊥(T ) of planar copper Cu(2) at
1 bar (data from [131]) and high pressures of 16 and 42 kbar. Error bars represent the linewidth
of the Cu(2) signal and Tc values are indicated by the arrows.

dependent resonance frequency ν0 was extracted by fitting a Lorentzian function

f(ν) =
A

π

σ
2

(ν − ν0)2 + σ2

4

(7.18)

to a particular spectrum (A is a normalization factor and σ denotes the linewidth factor).
According to eqn. (7.10), 63K⊥(p,T ) is then given by

63K⊥(p,T ) =
ν0(p,T )

νL
−

3ν2Q(p)

16ν2L
− 1. (7.19)

In fig. 7.8, the temperature dependence of the magnetic shift 63K⊥(p,T ) at the various pressures
are shown (Tc values indicated by arrows). Due to limitations in the SNR in the superconducting
state, measurements were carried out mostly in the normal state above Tc. It is pointed out
that the ambient pressure data is in excellent agreement with earlier studies on aligned Y1248
powder samples [106, 141] except for an offset of 0.15%. This offset is likely attributable to the
use of a different reference compoundg.
At ambient pressure, 63K⊥(T ) shows the characteristic pseudogap behavior similar to 17K(T )

of O(2,3), c.f. fig. 6.5, and decreases with decreasing temperature already above Tc. Below Tc,
a distinct drop in 63K⊥(T ) by about 0.05% is observed; It is pointed out that this drop is also
present in the ambient pressure 63Cu NMR data of Bankay et al. [106] and that in [106] 63K⊥(T )

smoothly decreases again at lower temperatures. With increasing pressure, 63K⊥(T ) increases
for all temperatures above Tc and becomes less T -dependent in the normal state. At 16 kbar,
the onset of a drop in 63K⊥(T ) below Tc is also apparent (for 42 kbar, no data was taken below
Tc).
The orbital shift of 63Kl=0.4% at ambient pressure [106] is quite large and cannot be simply

gIn earlier studies, CuCl was typically used as a reference for the Larmor frequency. However, CuCl is paramag-
netic and has a magnetic shift of 63K=0.15% [132].
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neglected as was the case for planar oxygen. Unfortunately, its value at higher pressure could not
be determined in our experiments due to the low SNR in the superconducting state. Nevertheless,
since the lattice parameters change only slightly in the investigated pressure range [122], it should
be reasonable to assume that 63Kl changes insignificantly from its ambient pressure value up to
42 kbar. In that case, the observed changes of 63K⊥(T ) with pressure must be related to the
spin shift 63Ks(T )

63Ks(p,T ) ≈ 63K⊥(p,T )− 0.4%. (7.20)

Fig. 7.8 then shows that 63Ks(T ) becomes increasingly T -independent and hence Fermi liquid
like above Tc (note that the range of the y-scale in fig. 7.8 was chosen so that it only displays the
presumed spin shift contribution of 63K⊥(T )). Thus, similar to the 17O NMR shifts in chap. 6,
the pressure evolution of 63K⊥(T ) indicates the closing of the pseudogap under pressure.

Scaling behavior and two component description of 63Ks(p,T ) of planar copper

Next, it will be checked wether the high pressure 63Ks(p,T ) data of planar copper also display
a scaling behavior in 63Ks(1 bar,T ) as was the case for planar oxygen (see sec. 6.2.4) and
consequently wether a two component description of 63Ks(p,T ) is required.

Fig. 7.9 shows a plot of the planar copper 63Ks(p,T ) at high pressures vs. 63Ks(1 bar,T )

using temperature as an implicit parameter (T was parametrized via a polynomial fit to the
63Ks(1 bar,T ) data). Like in sec. 6.2.4 for planar oxygen, it is found that at temperatures above
Tc the high pressure data are well described by a linear relation in 63Ks(1 bar,T )

63Ks(p,T ) = κp×63Ks(1 bar,T ) + Cp, (7.21)

where the pressure dependent constants κp decreases with p while Cp increases (their values
determined via a least square fit can be found in tab. 7.2). A deviation from the linearity is
again observed almost only in the vicinity of Tc and below where 63Ks(p,T ) drops considerably
and approaches the dashed line representing the 1 bar data. However, at 42 kbar a deviation
is also apparent at high temperatures where 63Ks(p,T ) appears to be constant above ∼ 250 K.
This may indicate that the temperature below which 63Ks(T ) becomes T -dependent and therefore
displays the pseudogap behavior decreases with pressure (at ambient pressure, 63Ks(T ) becomes
T -independent slightly above room temperature [124]). It is further pointed out that the values
of κp for planar copper are somewhat smaller than for planar oxygen at comparable pressures.
A potential explanation may be the different sample preparation which could influence the
electronic properties of the material somewhat.

In sec. 6.2.4 it was shown that a behavior of 63Ks(p,T ) according to eqn. (7.21) implies a two
component spin shift of the form

63Ks(p,T ) = 63Ahfχ
1
s (p,T ) + 63Bhfχ

2
s (p), (7.22)
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Figure 7.9: 63Ks(p,T ) vs. 63Ks(1 bar,T ) of planar copper using temperature as an implicit
parameter. As indicated by the solid lines, 63Ks(p,T ) is found to be well described by a linear
relation in 63Ks(1 bar,T ) above the superconducting state. The dashed diagonal line of slope 1
represents 63Ks(1 bar,T ). Tc values are indicated by the arrows.

p [kbar] 16 42
κp 0.95 0.71
Cp [%] 0.04 0.11

Table 7.2: Pressure dependent values of κp and Cp.

where only 63Ahfχ
1
s (p,T ) displays the characteristic pseudogap T -dependence while 63Bhfχ

2
s (p)

remains T -independent above Tc (63Ahf and 63Bhf are the two hyperfine coupling constants).
Thus it can be concluded that a two component description also applies to 63Ks(p,T ) of planar
copper. Just like in the case of planar oxygen, the first component 63Ahfχ

1
s (p,T ) is suppressed

with pressure whereas 63Bhfχ
2
s (p) becomes increasingly significant with pressure.

Since the spin shifts of planar oxygen and planar copper behave similar under pressure, it is
reasonable to assume that both sites couple to the same two spin susceptibilities χ1

s (p,T ) and
χ2
s (p) in the CuO2 plane. In that case, 63Ahfχ

2
s (p,T ) should display a smooth T -dependence

through Tc while 63Bhfχ
2
s (p) is Fermi liquid like and rapidly decreases below (both components

are expected to vanish or at least become very small approaching T = 0 K). The drop in
63Ks(T ) at ambient pressure below Tc, c.f. fig. 7.8, and the deviation from the linearity in
fig. 7.9 at higher pressure in the vicinity of Tc then likely represent this rapid decrease of
63Bhfχs(p,T ). That at 42 kbar, the drop appears to occur already slightly above Tc could again
be due to an inhomogeneity of the pressure across the sample or be caused by superconducting
fluctuations [127].

Pressure evolution of the two components and comparison with oxygen

Finally, the pressure dependent values of 63Ahfχ
2
s (p,T ) at room temperature and 63Bhfχ

2
s (p) for

planar copper will be determined and compared to their corresponding counterparts for planar
oxygen. From the rapid drop of 63Ks(T ) of 0.05% below Tc at ambient pressure, c.f. fig. 7.8,
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p [kbar] 0.001 16 42
63Ahfχ

1
s (p,RT) [%] 0.20 0.17 0.13

63Bhfχ
2
s (p) [%] 0.05 0.09 0.15

Table 7.3: Pressure dependent values of 63Ahfχ
1
s (p,T ) at room temperature and 63Bhfχ

2
s (p).
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Figure 7.10: Comparison of the relative shift contribution nBhfχ
2
s (p)/

nKs(p,RT) (n=17, 63) of
the Fermi liquid like component at planar oxygen and planar copper. Dashed lines are a guide
to the eye.

it is estimated that 63Bhfχ
2
s (p) ≈ 0.05% at 1 bar. Using eqn. (6.14) and eqn. (6.15) from the

previous chapter, the remaining values of 63Ahfχ
1
s (p,RT) and 63Bhfχ

2
s (p) are calculated; they can

be found in tab. 7.3.

Up to 42 kbar it is found that 63Bhfχ
2
s (p) increases by about a factor of 3 from 0.05% to 0.15%

whereas 63Ahfχ
1
s (p,RT) decreases by about a factor of 1.5. This is more or less comparable to the

relative changes of the two components observed in the spin shift of planar oxygen, c.f. tab. 6.3
on page 82. As shown in fig. 7.10, the contribution of the Fermi liquid like component nBhfχ

2
s (p)

(n=17, 63) to the total spin shift appears to be larger for planar copper than for planar oxygen
at comparable pressures. Wether this is related to the different sample preparation of the two
samples investigated or due to a stronger coupling of the copper nuclei to χ2

s (p) than the oxygen
nuclei cannot be determined free of doubt.

7.4 Conclusions

To conclude, 17O and 63Cu NMR shift measurements on the high temperature superconductor
YBa2Cu4O8 up to a pressure of 63 kbar were performed. With increasing pressure the spin shifts
17Ks(p,T ) of planar oxygen and 63Ks(p,T ) of planar copper are found to increase and become
less temperature dependent above Tc. This behavior indicates the suppression of the pseudogap
with pressure and is similar to the effect of doping in other cuprates [9, 142].

Furthermore, the observation of a scaling of the spin shifts with pressure is ascribed to the
presence of a two component spin susceptibility in the CuO2 plane. One component displays the
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pseudogap temperature dependence and decreases with pressure while the second component
is Fermi liquid like and increases with pressure. This is in agreement with earlier ambient
pressure studies on La1.85Sr0.15CuO4 [108] and HgBa2CuO4+δ [111, 112] and suggests that a
two component description of the in-plane spin susceptibility is a common feature in cuprates.
However, the individual components may be small under certain conditions which in fact lead
to a single component description of YBa2Cu4O8 earlier [106, 128]. In the present work, the
presence of the Fermi liquid like component is only revealed due to the application of sufficiently
high pressures.
Finally, an almost linear increase of the 63Cu quadrupole frequency of planar copper up to

42 kbar is observed. It can be understood either by an in-plane hole transfer from oxygen 2p

orbitals to the copper 3dx2−y2 orbitals or an increase of the hole concentration in the CuO2 plane
due to a charge transfer as indicated earlier [137,138]. In the latter case, the increase of the hole
concentration in the CuO2 plane is unlikely to exceed a rate of ∆δ/∆p≈0.001 holes/kbar which
is insufficient in explaining the rapid increase of Tc under pressure. Further experiments are
required to clarify the role of the hole transfer in the closing of the pseudogap at high pressure.
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In the present work, a novel probe design for high pressure NMR experiments in gem anvil
cells (GAC) was used which places a small microcoil inside the high pressure volume as the
detection coil. Based on tests carried out at ambient pressure and high pressure of 42 kbar it is
demonstrated that this approach is indeed feasible and results in an increase of sensitivity by two
orders of magnitude compared to previous GAC-NMR designs. The design was then successfully
employed in the investigation of the electronic properties of metallic aluminum and the high tem-
perature superconductor YBa2Cu4O8 at pressures of up to 101 kbar. Because of its improved
sensitivity and the potential to achieve even higher pressures, the microcoil GAC-NMR setup
should prove useful in the investigation of materials under high pressure conditions in the future.

In the case of metallic aluminum, the effect of pressure on the electronic density of states at
the Fermi level was probed via the Knight-shift K and the spin-lattice relaxation time T1 at
room temperature up to a pressure of 101 kbar, extending the pressure range of previous NMR
measurements by a factor of 14 [72]. Most notably, a decrease of K(p) by 11% is detected in
the investigated pressure range that is inconsistent with a free electron behavior of the density
of states. Numerical band structure calculations that are in excellent agreement with the exper-
imental data suggest that the observed changes of K and T1 are due to a kink in the electronic
states at a Lifshitz-transition at about 75 kbar which has not been observed previously. A
further decrease of K by a factor of 2 is predicted to occur in the pressure range up to 300 kbar.
In addition, an increase of the NMR linewidths of the metallic aluminum signal was observed

above about 42 kbar that is inconsistent with a pure dipolar linewidth. Based on an analysis of
the field dependence of this effect it was ascribed to a small additional quadrupolar broadening
which is rather unexpected given the cubic symmetry of the lattice. Wether this quadrupolar
broadening is caused by strain in the sample or is the manifestation of a charge density variation
that breaks the cubic symmetry remains unclear.

To investigate the effect of pressure on the pseudogap of high temperature superconductors,
temperature dependent 17O and 63Cu NMR shift measurements were carried out on YBa2Cu4O8

up to 63 kbar for the first time. These experiments reveal that with increasing pressure the spin
shift 17Ks(p,T ) of planar oxygen and the spin shift 63Ks(p,T ) of planar copper increase and
become more Fermi liquid like above the superconducting transition temperature Tc. At first
glance this seems similar to the effect of doping in other high temperature superconductors [9,142]
and indicates the closing of the pseudogap with pressure. Wether or not this represents a general
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behavior of cuprates under pressure remains to be determined in the future by investigating other
high temperature superconductors under comparable conditions.
Furthermore, based on a scaling behavior of the spin shifts with pressure it is concluded that a

two component spin susceptibility is present in the copper-oxide plane. One component displays
the pseudogap temperature dependence and decreases with pressure while the other component is
Fermi liquid like and increases strongly with pressure. However, the Fermi liquid like component
is small at ambient pressure which may explain why earlier shift data of YBa2Cu4O8 have been
interpreted in terms of a single component spin susceptibility [106, 128]. In the present work,
its presence is only revealed due to the application of sufficiently high pressures. The two
components in YBa2Cu4O8 are similar to those observed in recent ambient pressure studies
on La1.85Sr0.15CuO4 [108] and HgBa2CuO4+x [111, 112], indicating that a two component spin
susceptibility in the copper-oxide plane is a common feature of cuprates.
Finally, an almost linear increase of the 63Cu quadrupole frequency of planar copper in

YBa2Cu4O8 up to 42 kbar is observed. It is attributable either to a pressure induced hole
transfer from the planar oxygen 2p orbitals to the planar copper 3dx2−y2 orbitals or to a pres-
sure induced hole transfer into the copper-oxide plane. The latter may be more likely since
earlier transport measurements up to 16 kbar identified a pressure induced hole transfer from
the copper-oxide chains to the copper-oxide plane in this material [137, 138]. However, such a
hole transfer into the copper-oxide plane is found to be insufficient to explain the rapid increase
of Tc in YBa2Cu4O8 under pressure as was suggested earlier [134]. Further experiments are
required to determine the hole distribution in the copper-oxide plane and to clarify the role of
the hole transfer in the closing of the pseudogap in YBa2Cu4O8 at high pressure.

In conclusion it can be said that research at very high pressure gives a unique insight into the
physics of materials that is also pivotal for their understanding at ambient pressure. However,
up until now many physical properties were inaccessible under such extreme conditions due to
a lack of suitable experimental probes. In this regard, NMR at very high pressure offers new
information and will therefore prove to be an important tool in the future.
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9 Appendix

9.1 Properties of a capacitively coupled resonant circuit

C1

C2

L

r

(a) Resonant circuit

C1

C2 LR

(b) Equivalent circuit

Figure 9.1: (a) Circuit diagram of a resonant circuit commonly used in NMR experiments from
fig. 2.2 shown here again for convenience. (b) Equivalent circuit diagram of the resonant circuit
with R=(ωL)2/r under the assumption ωL�r [21] typically realized in NMR experiments.

Fig. 9.1(b) shows an equivalent circuit diagram of the capacitively coupled resonant circuit of
fig. 2.2 used in the NMR experiments under the condition ωL� r with R= (ωL)2/r. Starting
point is the impedance Z of the equivalent circuit diagram given by

Z =
1

iωC1
+

1
1
R + i

{
ωC2 − 1

ωL

}
=

R

1 +R2B2
− i
{

1

ωC1
+

R2B

1 +R2B2

}
(9.1)

with B defined as

B = ωC2 −
1

ωL
. (9.2)

In resonance, the imaginary part of eqn. (9.1) vanishes, i.e. Im {Z}= 0. Furthermore, the real
part of eqn. (9.1) must be matched to the 50 Ω of the spectrometer, hence Zw=Re {Z(ω=ω0)}=

50 Ω is required. Thus the conditions are

0 =
1

ω0C1
+

R2B

1 +R2B2
(9.3)

Zw =
R

1 +R2B2
, (9.4)
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where ω0 in eqn. (9.3) denotes the angular resonance frequency. From eqn. (9.4) B can be
expressed as

B = − 1

R

(
R

Zw
− 1

) 1
2

. (9.5)

Inserting this expression in eqn. (9.3) for the case of R/Zw�1a yields

1

ω0C1
=

R2 1
R

√
R
Zw
− 1

1 + R
Zw
− 1

= Zw

√
R

Zw
− 1

≈
√
RZw. (9.6)

Hence for B follows with R/Zw�1

B ≈ − 1√
RZw

= −ω0C1. (9.7)

With the original definition of B in eqn. (9.2) it follows that

1

ω0L
≈ ω0 (C1 + C2)

ω2
0 ≈ 1

L (C1 + C2)
, (9.8)

which readily gives the term for the resonance frequency f0=ω0/2π. Using eqn. (9.8), eqn. (9.6)
and R=ω2

0L
2/r one obtains for the input impedance Zw in the case of resonance

Zw ≈ r
(
C1 + C2

C1

)2

. (9.9)

From eqn. (9.9) it is obvious that the capacitor C1 primarily affects the matching of the resonant
circuit while C2 can be used to adjust the resonance frequency according to eqn. (9.8).

aWith the microcoils used, the ratio R/Zw≈10.
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9.2 Calculation of the π/2-pulse length

As discussed in sec. 2.1 knowledge of the π/2- and π-pulse length are important for the NMR
experiment and should be predictable by knowing the properties of the rf-coil. Here a derivation
for an estimate of τπ/2 will be presented.
The pulse length τπ/2 is defined as the pulse length for which γB1τπ/2 =π/2. Hence B1 has

to be estimated first. The energy stored in the magnetic field of the solenoid coil of inductance
L is given by

1

2
Li2 =

1

2µ0
B2

rf,0Vc, (9.10)

where i denotes the current running through the coil while Brf,0 and Vc denote the amplitude
of the magnetic field and the volume of the coil respectively. The power consumed in the coil is
given by

P =
1

2
ri2, (9.11)

where r denotes the ohmic resistance of the coil. Rearranging eqn. (9.11) for i2 and inserting
into eqn. (9.10) results in

LP

r
=

1

2µ0
B2

rf,0Vc. (9.12)

Since 2B1=Brf,0, rearrangement yields

B1 =

√
µ0LP

2rVc
. (9.13)

Using the definition of γB1τπ/2=π/2 one gets for τπ/2

τπ/2 =

√
π2rVc

2γ2µ0LP
(9.14)

which, using Q=Lω0/r, is equivalent to

τπ/2 =

√
π2ω0V

2γ2µ0QP
. (9.15)
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9.3 Titanium alloy pressure cell

During the course of this thesis, piston-cylinder type moissanite anvil cells (MAC) based on the
design by Dunstan and Spain [32] and similar to the MACs from Cambridge were build. While
not used in the experiments described in this thesis, they have been successfully employed in
NMR-experiments up to 97 kbar [53]. The cell will be briefly described in this section.

Material

The MACs are made out of the titanium alloy Ti-6Al-4V (6% aluminum, 4% vanadium and
titanium balance) which has a tensile strength of 950 N/mm2 in the annealed state. In principle
the copper alloy beryllium-copper (BeCu) C17200 (1.8% beryllium, 0.2% cobalt and nickel,
copper balance) would be a better choice due to the higher tensile strength 1300 N/mm2 in
the fully hardened state. However, as BeCu contains small amounts of highly toxic beryllium
that might escape during machining, special safety precautions are required while handling in
the work shop. In addition, BeCu has to be machine worked in the annealed state, as it is too
hard otherwise. In order to be able to achieve the precision required in a piston-cylinder GAC,
further machining of the parts is necessary after hardening due to the change in dimensions of
the parts following the hardening via heating to high temperatures followed by quenching. These
problems can be avoided by using Ti-6Al-4V in the annealed state. Furthermore, Ti-6Al-4V is
considerably cheaper and contains no copper, yielding the prospect of a completely copper free
setup that might be advantageous in the study of some cuprates.

Components

A blow-up sketch of the MAC is shown in fig. 9.2, the blue-prints of the different parts can
be found on page 107 through 112. The exterior of the cell is composed of the top plate, the
cylinder and the bottom plate while the interior is composed of the piston, the xy-plate, two
anvils and a gasket. In addition, a variety of screws, i.e. two clamping screws, a piston screw,
three xy-screws, a guiding pin and three bottom screws are included.
The cell works on the principle of the piston-cylinder DAC explained in sec. 2.3.1. The piston

fits tightly into the cylinder in order to guarantee proper parallel alignement of the culets of the
anvils and the guiding pin, a simple screw with a conic top, in conjunction with the indentation
on the piston prevents it from rotating in the cylinder. A hole in the center of the piston
allows optical access of the high pressure region while the three holes on the outer rim act as
feedthroughs for wires.
With the exception of the clamping screws, all screws were made of simple brass as no large

force is applied to them. The clamping screws are made from the same Ti-6Al-4V and are used to
clamp the applied pressure (pressure is applied via a hydraulic press). The three bottom screws
are used to connect the bottom plate to the cylinder while the piston screw connects the piston
to the top plate, simplifying extraction of the piston from the cylinder during preparation. The
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9 Appendix Titanium alloy pressure cell

three xy-screws are used to align the xy-plate. Three holes above the xy-screws allow optical
access while aligning the anvils.

Figure 9.2: Blow-up sketch of the MAC build during the thesis. See text for details.
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9 Appendix Simulation of powder spectrum

9.4 Simulation of powder spectrum

The following python 2.7 program was used to simulate the 17O powder spectra in sec. 6.2.2. It
uses the “mpmath” package from [143] and the “numpy” package from [144]. The program code
is attached for reference.

Python code

import mpmath
import numpy

K1 = 0.098
K2 = 0.168
K3 = 0.170
Kmin = −0.206
Kmax = +0.370

larmorFrequency = 67.80
lbFactor = 5000

numberSteps = 2000

def l o r e n t z i a n (x , x0 , lb ) :
return ( 0 . 5∗ lb /mpmath . p i ) / ( ( x−x0 ) ∗∗2+(0.5∗ lb ) ∗∗2)

l i n eb roaden ing = 2∗100∗ lbFactor ∗1e−6/larmorFrequency
KStepsSize = (Kmax−Kmin) /numberSteps

Kcenter = Kmin+0.5∗(Kmax−Kmin)

KRange = [ ]
l ine shapeFunct ion = [ ]
Integra lG = [ ]
forExport = [ ]

K = Kmin
while K < Kmax:

KRange += [K]
l ine shapeFunct ion += [ l o r e n t z i a n (K, Kcenter , l i n eb roaden ing ) ]
i f K < K1:
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9 Appendix Simulation of powder spectrum

Integra lG += [ 0 ]
e l i f K < K2:

preFactor = mpmath . s q r t ( (K3−K1) ∗(K3−K2) /( (K3−K) ∗(K2−K1) ) )
mElement = (K−K1) ∗(K3−K2) /( (K3−K) ∗(K2−K1) )
Integra lG += [ preFactor ∗mpmath . e l l i p k (mElement ) ]

e l i f K < K3:
preFactor = mpmath . s q r t ( (K3−K1) /(K−K1) )
mElement = (K2−K1) ∗(K3−K) /( (K3−K2) ∗(K−K1) )
Integra lG += [ preFactor ∗mpmath . e l l i p k (mElement ) ]

else :
Integra lG += [ 0 ]

K += KStepsSize

combined = numpy . convolve ( l ineshapeFunct ion , IntegralG ,mode=’ same ’ )
sumUp = numpy . t rapz ( combined )
combined = combined/sumUp

f i l e=open ( "data . txt " , ’w ’ )
for i in range (0 , l en (KRange) ) :

f i l e . wr i t e ( s t r ( larmorFrequency ∗(1 .0+0.01∗KRange [ i ] ) ) + "␣" + s t r (
combined [ i ] ) + "\n" )
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Referat: Die vorliegende Arbeit beschäftigt sich mit der Entwicklung und Anwendung der
Kernmagnetresonanz (NMR) unter extremen Drücken bis 101 kbar. Im ersten Teil der Ar-
beit wird gezeigt, dass die Empfindlichkeit von NMR Experimenten unter hohen Drücken in
Diamantstempel- und ähnlichen Hochdruckzellen im Vergleich zu früheren experimentellen Ver-
suchsanordnungen durch Verwendung von Mikrospulen um mehrere Größenordnungen verbessert
werden kann. Im zweiten Teil der Arbeit wird mit dieser experimentellen Versuchsanordnung die
Druckabhängigkeit elektronischer Eigenschaften von metallischem Aluminium bis 101 kbar un-
tersucht. Im dritten und letzten Teil der Arbeit wird die Versuchsanordnung zur Untersuchung
des Hochtemperatursupraleiters YBa2Cu4O8 bei Drücken bis zu 63 kbar verwendet.
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