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Chapter1
Introduction

Let us consider a diffusion on a potential landscape which is given by a sufficiently
smooth Hamiltonian function H : Rn → R. We are interested in the regime of small
noise ε. The generator of the diffusion has the following form

L = ε∆−∇H · ∇. (1.1)

The associated Dirichlet form is given by

E(f) :=

∫
(−Lf)fdµ = ε

∫
|∇f |2 dµ. (1.2)

The corresponding diffusion ξt satisfies the stochastic differential equation

dξt = −∇H(ξt) dt+
√

2ε dBt, (1.3)

where Bt is the Brownian motion on Rn. The last equation is also called over-damped
Langevin equation (cf. e.g. [LL10]). Under some growth assumption on H there exists an
equilibrium measure of the according stochastic process, which is called Gibbs measure
and is given by

µ(dx) =
1

Zµ
exp

(
−H(x)

ε

)
dx with Zµ =

∫
exp

(
−H(x)

ε

)
dx. (1.4)

With the help of the Gibbs measure and the generator we can give an evolution equa-
tion for the density of the process given in (1.3). Therefore, let us assume that law(ξ0)
is absolutely continuous w.r.t. to µ. Then, we can find a non-negative f0 ∈ L1(µ)
with law(ξ0) = f0µ being the initial density of the process. We call f0 the relative initial
density of ξ0. After time t the density of ξt is given by law(ξt) = ftµ. The relative den-
sity ft solves the evolution equation, also called Fokker-Planck equation (cf. e.g. [Øks03]
or [Sch10])

∂tft = Lft = ε∆ft −∇H · ∇ft. (1.5)
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1. Introduction

The solution ft can be expressed in terms of the semigroup (Pt)t≥0 generated by the
operator L. The semigroup is formally given by Pt = etL and satisfies the relations
P0 = Id, ft = Ptf0 and P∞ft =

∫
f0 dµ. The generator L and the semigroup are both

invariant and symmetric with respect to the Gibbs measure µ.

We are particularly interested in cases where H has several local minima. Then, the
process shows metastable behavior for small ε in the sense that there exists a separa-
tion of scales. On the fast scale, the process converges quickly to a neighborhood of a
local minimum. On the slow scale, the process stays most of the time nearby a local
minimum for an exponentially long waiting time after which it eventually jumps to
another local minimum.

This behavior is well known in the context of chemical reactions. The exponential wait-
ing time follows Arrhenius’ law [Arr89] meaning that the mean exit time from one local
minimum of H to another one is exponentially large in the energy barrier between
them. By now, the Arrhenius law is well-understood even for non-gradient systems by
the Freidlin-Wentzell theory [FW98], which is based on large deviations.

A refinement of the Arrhenius law is the Eyring-Kramers formula which additionally
considers pre-exponential factors. The Eyring-Kramers formula for the Poincaré inequal-
ity goes back to Eyring [Eyr35] and Kramers [Kra40]. Both argue that also in high-
dimensional problems of chemical reactions most reactions are nearby a single trajec-
tory called reaction pathway. Evaluating the Hamiltonian along this reaction coordinate
gives the classical picture of a double well potential (cf. Figure 1.1) in one dimension
with an energy barrier separating the two local minima for which explicit calculations
are feasible.

saddle

0

energy barrier

local minima

global minima

Figure 1.1.: General double-well potential H on R.

However, a rigorous proof of the Eyring-Kramers formula for the multidimensional
case was open for a long time. For a special case, where all the minima of the potential
as well as all the lowest saddle points in-between have the same energy Sugiura [Sug95]
defined an exponentially rescaled Markov chain on the set of minima in such a way
that the pre-exponential factors become the transitions rates between the basins of the
rescaled process. For the generic case Bovier, Eckhoff, Gayrard and Klein [BEGK04,
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1.1. Poincaré and logarithmic Sobolev inequality

BGK05] obtained first order asymptotics that are sharp in the parameter ε. They also
clarified the close connection between mean exit times, capacities and the exponentially
small eigenvalues of the operatorL given by (1.1). The main tool of [BEGK04, BGK05] is
potential theory. The small eigenvalues are related to the mean exit times of appropriate
subsets of the state space. Further, the mean exit times are given by Newtonian capacities
which can explicitly be calculated in the regime of small noise ε.

Shortly after, Helffer, Klein and Nier [HKN04, HN06, HN05] also deduced the Eyring-
Kramers formula using the connection of the spectral gap estimate of the Fokker-Planck
operator L given by (1.1) to the one of the Witten Laplacian. This approach makes it pos-
sible to get quantitative results with the help of semiclassical analysis. They deduced
sharp asymptotics of the exponentially small eigenvalues of L and gave an explicit ex-
pansion in ε to theoretically any order. An overview on the Eyring-Kramers formula
can be found in the review article of Berglund [Ber11].

On the one hand, this works aims to provide a new proof of the Eyring-Kramers for-
mula for the first eigenvalue of the operatorL, i.e. its spectral gap, and on the other hand,
to extend the approach to the logarithmic Sobolev inequality, which was unknown be-
fore. We will refer to this as the Eyring-Kramers formula for Poincaré and logarithmic
Sobolev inequality. Therefore, let us introduce, in the next section the Poincaré and log-
arithmic Sobolev inequality and explain why we are interested in the asymptotically
optimal constants in these inequalities.

1.1. Poincaré and logarithmic Sobolev inequality

Definition 1.1 (PI(%) and LSI(%)). Let X be an Euclidean space. A Borel probability
measure µ on X satisfies the Poincaré inequality with constant % > 0, if for all test func-
tions f : X → R+

varµ(f) :=

∫ (
f −

∫
f dµ

)2

dµ ≤ 1

%

∫
|∇f |2 dµ. PI(%)

In a similar way, the probability measure µ satisfies the logarithmic Sobolev inequality
with constant α > 0, if for all test function f : X → R+ holds

Entµ(f) :=

∫
f log f dµ−

∫
f dµ log

(∫
f dµ

)
≤ 1

α

∫
|∇f |2

2f
dµ. LSI(α)

The gradient ∇ is determined by the Euclidean structure of X . Test functions are those
functions for which the gradient exists and the right-hand-side in PI(%) and LSI(α) is
finite.

Remark 1.2 (Continuous and discrete spaces). The most common case in this work will
be the continuous case X = Rn, then the gradient∇ is the canonical gradient identified
as row vector of the partial derivatives

X = Rn : ∇f(x) = (∂1f(x), . . . , ∂nf(x)).
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1. Introduction

For the discrete case, i.e. X = (V,E) is an undirected graph or as special case X = Zn,
holds

X = (V,E) : ∇f(x) =
∑
y∼x

(f(y)− f(x)),

where x ∼ y means that x is adjacent to y, i.e. for X = Zn, that |x− y| = 1. A special
case occurs if X = {0, 1} is a two point space, then

X = {0, 1} : ∇f(0) = −∇f(1) = f(1)− f(0)

Remark 1.3 (Equivalent formulations of LSI(α)). In the continuous case is LSI(α) equiv-
alent by a change of variable f 7→ f2 to

Entµ(f2) ≤ 2

α

∫
|∇f |2 dµ. (1.6)

Note, that for a discrete state space with a discrete gradient this equivalence is no longer
true. Besides the question, whether to discretize LSI(α) or (1.6), arises also the question
how to discretize the Fisher information on the right-hand side of LSI(α), which has in
the continuous setting the possible representations among others

I(fµ|µ) :=

∫
|∇f |2

2f
dµ =

∫
f |∇f · ∇ log f |2

2
dµ =

∫
2|∇

√
f |2dµ.

A more or less full investigation of the possible resulting discrete logarithmic Sobolev
inequalities was done by Bobkov and Tetali [BT06].

Remark 1.4 (Relation between PI(%) and LSI(α)). LSI(α) is stronger in the sense that it
implies PI(%). Therefore, we set f = 1 + ηg for η small and find

Entµ(f2) = 2η2 varµ(g) +O(η3) as well as
∫
|∇f |2 dµ = η2

∫
|∇g|2 dµ.

Hence, if µ satisfies LSI(α) then µ also satisfies PI(α), which always implies α ≤ %.

The connection of the Poincaré inequality to the spectral gap of the operator L in (1.1) is
the variational characterization of the latter one.

Lemma 1.5 (Variational characterization of the spectral gap of L). The spectral gap %SG

of the operator L has the variational characterization

%SG := inf
f

E(f)

varµ(f)
= ε inf

f

∫
|∇f |2 dµ
varµ(f)

, SG(%SG)

where the infimum runs over all non-constant test functions f : Rn → R.
From the defintion of PI(%) and SG(%SG) follows that the operator L has a spectral gap of size
%SG = %ε if and only if the Gibbs measure µ satisfies PI(%) with optimal constant %.
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1.1. Poincaré and logarithmic Sobolev inequality

Remark 1.6. The right-hand side of PI(%) given by
∫
|∇f |2 dµ is also a Dirichlet form,

namely of the rescaled generator L̃ := 1
εL = ∆ − 1

ε∇H · ∇. In this case, the definition
of P̃I(%̃) and S̃G(%̃SG) coincide and hence %̃ = %̃SG. The operators L and L̃ consider
the process ξt given in (1.3) on different time-scales. The operator L corresponds to the
slow time-scale, where the diffusion constant vanishes and the drift stays order one.
Otherwise, the operator L̃ corresponds to a diffusion of order one and drift increasing
to infinity.

The above Lemma 1.5 is one of the main motivations to study the sharp constant
in PI(%). Moreover, the inequalities PI(%) and LSI(α) are already enough to show con-
centration properties of the associated semigroup {Pt}t≥0, which we formulate in the
following theorem.

Theorem 1.7 (Concentration induced by PI(%) and LSI(α)). Let ft be the relative density
of the process ξt (1.3) with a relative initial density f0, i.e. the solution to (1.5). Further, assume
that the Gibbs measure µ satisfies PI(%) with % > 0, then it holds the exponential concentration
in variance

varµ(ft) ≤ e−2ε%t varµ(f0). (1.7)

Likewise, assume that the Gibbs measure µ satisfies LSI(α) with α > 0, then it holds the
exponential concentration in entropy

Entµ(ft) ≤ e−2εαt Entµ(f0).

Proof. The result is derived from a Gronwall argument. Therefore, let us consider the
time derivative of varµ(ft)

∂t varµ(ft) = 2

∫
ft∂ft dµ

(1.5)
= 2

∫
ftLft dµ

(1.2)
= −2ε

∫
|∇f |2 dµ

PI(%)

≤ −2ε% varµ(ft).

An application of the Gronwall Lemma shows (1.7). Similarly, we consider the time
derivative of Entµ(ft)

∂t Entµ(ft) =

∫
∂tft (log ft + 1) dµ

(1.5)
=

∫
Lft (log ft + 1) dµ

(1.1)
= −ε

∫
∇ft · ∇(log ft) dµ = −ε

∫
|∇ft|2

ft
dµ

LSI(α)

≤ −2εαEntµ(ft).

Theorem 1.7 shows that detailed knowledge about the constants % and α in PI(%) and
LSI(α), especially there ε-dependence, leads to sharp asymptotics of the long time be-
havior of the process ξt (1.3).

Besides these immediate consequences from Lemma 1.5 and Theorem 1.7, the Poincaré
and logarithmic Sobolev inequality give also bounds in the concentration of measure phe-
nomenon (cf. [Led99a]).
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1. Introduction

1.2. Setting and assumptions

Before starting the precise assumptions on the Hamiltonian H , we introduce the notion
of a Morse function.

Definition 1.8 (Morse function). A smooth function H : Rn → R is a Morse function, if
the Hessian ∇2H of H is non-degenerated on the set of critical points. More precisely,
for some 1 ≤ CH <∞ holds

∀x ∈ S := {x ∈ Rn : ∇H = 0} :
1

CH
≤ ‖∇2H(x)‖ ≤ CH . (1.8)

We make the following assumption on the Hamiltonian H which despite the non-
degeneracy only matter if the domain of H is unbounded. Hereby, we have to assume
stronger properties for H if we want to proof a logarithmic Sobolev inequality.

Assumption 1.9 (Poincaré inequality). We assume that H ∈ C3(Rn,R) is a Morse func-
tion. Further, for some constants CH > 0 and KH ≥ 0 holds

lim inf
|x|→∞

|∇H| ≥ CH . (A1PI)

lim inf
|x|→∞

|∇H|2 −∆H ≥ −KH . (A2PI)

Assumption 1.10 (Logarithmic Sobolev inequality). We assume that H ∈ C3(Rn,R) is a
Morse function. Further, for some constants CH > 0 and KH ≥ 0 holds

lim inf
|x|→∞

|∇H(x)|2 −∆H(x)

|x|2
≥ CH . (A1LSI)

inf
x
∇2H(x) ≥ −KH . (A2LSI)

Remark 1.11 (Discussion of assumptions). The Assumption 1.9 yields the following con-
sequences for the Hamiltonian H :

• The condition (A1PI) ensures that e−H is integrable and can be normalized to a
probability measure on Rn. Hence, the Gibbs measure µ given by (1.4) is well
defined.

• A combination of the condition (A1PI) and (A2PI) ensures that there exists a spec-
tral gap for the operator L given by (1.1), the argument is presented in the Ap-
pendix C. Equivalently, this means by the variational characterization of the spec-
tral gap of L (cf. Lemma 1.5) that the Gibbs measure µ given by (1.4) satisfies a
Poincaré inequality for sufficiently small ε.

• Basically, the Lyapunov-type condition (A2PI) allows to recover the spectral gap of
the full Gibbs measure µ from the spectral gap of the Gibbs measure µR restricted
to some ball BR with radius R > 0 not necessarily large (cf. Chapter 3).
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1.2. Setting and assumptions

• The Morse Assumption (1.8) together with the growth condition (A1PI) ensures
that the set S of critical points is discrete and finite. In particular, it follows that
the set of local minimaM = {m1, . . . ,mM} is also finite i.e. M := #M <∞.

Similarly the Assumption 1.10 has the following consequences for the Hamiltonian H :

• To illustrate the differences between the assumptions on H for the Poincaré and
the logarithmic Sobolev inequality, it shall be pointed out that (A1PI) means at
least linear growth at infinity for H , whereas a combination of condition (A1LSI)
and (A2LSI) yields that H has at least quadratic growth at infinity; that is

lim inf
|x|→∞

|∇H(x)|
|x|

≥ CH . (A0LSI)

• In addition, (A1LSI) and (A2LSI) imply (A1PI) and (A2PI), which is only an indica-
tion that LSI(α) is stronger than PI(%) in the sense of Remark 1.4. Especially, the
Assumption 1.10 is more restrictive than the Assumption 1.9 and whenever we
refer to Assumption 1.9 the properties in question hold also under the Assump-
tion 1.10.

• Since, the condition (A0LSI) ensures quadratic growth at infinity of H , e−
H
ε can

be normalized to a probability measure. Moreover, quadratic growth at infinity is
also a necessary condition to have a logarithmic Sobolev inequalities (cf. [Roy07,
Theorem 3.1.21.]).

• Again, the condition (A1LSI) is a Lyapunov type condition, but only implying a
defective WI-inequality (cf. Appendix D). To deduce a logarithmic Sobolev in-
equality additionally (A2LSI) has to be enforced (cf. Chapter 3).

The next additional non-degeneracy assumption is not directly needed for the proof of
the Eyring-Kramers formula, but more to keep the presentation feasible and clear. Let
us introduce the saddle height Ĥ(mi,mj) between two local minima mi,mj by

Ĥ(mi,mj) = inf

{
max
s∈[0,1]

H(γ(s)) : γ ∈ C([0, 1],Rn), γ(0) = mi, γ(1) = mj

}
.

Assumption 1.12 (Non-degeneracy). There exists δ > 0 such that:

(i) The saddle height between two local minima mi,mj is attained at a unique critical point
si,j ∈ S, i.e. it holds H(si,j) = Ĥ(mi,mj). The point si,j is called optimal or com-
municating saddle between the minima mi and mj . It follows from Assumption 1.9
that si,j is a saddle point of index one, i.e.

{
x ∈ Rn :

〈
∇2H(si,j)x, x

〉
≤ 0
}

is one-
dimensional.

(ii) The set of local minima M = {m1, . . . ,mM} is ordered such that m1 is the global
minimum and for all i ∈ {3, . . . ,M} yields

H(s1,2)−H(m2) ≥ H(s1,i)−H(mi) + δ.

7



1. Introduction

Remark 1.13 (Weaker degenerate assumptions). In Section 4.5 we give an argument,
how the Eyring-Kramers formulas will look like without the Assumption 1.12 (i), i.e.
if there exist more than one communicating saddle between certain minima. Likewise,
the role of Assumption 1.12 (ii) becomes after the deduction of the Eyring-Kramers
formulas in Section 2.4.3 apparent. In Remark 2.30 we argue that explicit formulas
will strongly depend on the specific model and cannot give meaningful insights for the
present general case.

Remark 1.14 (Comparison with the assumptions of [BGK05]). Between the Assump-
tion 1.9 and Assumption 1.12 and ones used by [BGK05] are two minor differences:

• For convenience, we assume that the domain of H is Rn. As in [BGK05], our
argument would also work for any open and connected subset domain D ⊂ Rn
satisfying H(xi)→∞whenever xi → x ∈ ∂D.

• Note that the non-degeneracy assumption (1.8) holds for all critical points x of H .
In [BGK05], the assumption (1.8) is only needed for the local minimum mi and
the saddles si,j . We need this slightly stronger assumption only in the alternative
proof of the local Poincaré inequality (cf. Theorem 2.19 and Chapter 5). The con-
struction of the Lyapunov function in the proof of Theorem 2.19 and Theorem 2.21
of Chapter 3 does not rely on this non-degeneracy assumptions. In the argument
of [BGK05] the need of a local Poincaré inequality is circumvented by the use of
regularity theory for elliptic operators.

8



Chapter2
Outline and main results

This chapter contains the main results of this work and gives an outline of the proofs
of the Eyring-Kramers formulas. The proof is mainly motivated by the heuristics of
the splitting into two time-scales: one describing the fast relaxation to a local minima of
H and the other one describing exponentially long transitions between local equilibrium
states.

The heuristics motivate a divide-and-conquer strategy. Therefore, the first Section 2.1 con-
sists of the observation that the splitting of a measure into a conditional and a marginal
measures can be lifted to a splitting for the variance and entropy. In Section 2.2 we spec-
ify the splitting and introduce local measures living on the basin of attraction of the local
minima of H . Since, we can lift this splitting to the variance and entropy, we obtain in
this way local variances and entropies as well as coarse-grained variances and entropies. It
turns out, that the coarse-grained variances have the form of mean-differences. How-
ever, we have to do some work for the coarse-grained entropies to obtain a discrete log-
arithmic Sobolev type inequality in Section 2.3, which allows for an estimate in terms
of local variances and mean-differences.

At this point, we will have prepared all the ingredients to state the main results in Sec-
tion 2.4, which consist of good estimates for the local variances and entropies (cf. Sec-
tion 2.4.1) and very sharp estimates for the mean-differences (cf. Section 2.4.2). With the
help of the main ingredients, the Eyring-Kramers formulas are simple corollaries and
are deduced in Section 2.4.3. We close this chapter with a discussion of the optimality
of the Eyring-Kramers formula for the logarithmic Sobolev inequality in Section 2.5.

2.1. Splitting of measures and functionals

The variance varµ(f) and relative entropy Entµ(f) on the left-hand side of PI(%) and
LSI(α) fall in a general class of relative distances on absolutely continuous probability

9



2. Outline and main results

measures, which can be characterized by Definition 2.1. We will see that all distances
of this kind can be split into conditional and marginal measures.

Definition 2.1 (Distance functional). For a convex function ξ : R → R ∪ {+∞} and an
absolutely continuous probability measure µ onRn, distance functional Ξµ : Dµ(ξ)→ R+

0

is defined by

Ξµ(f) :=

∫
ξ(f) dµ− ξ

(∫
f dµ

)
, where Dµ(ξ) =

{
f :

∫
ξ(f) dµ <∞

}
. (2.1)

Remark 2.2. The positivity of Ξµ follows from the convexity of ξ since by Jensen’s in-
equality holds ξ

(∫
fdµ

)
≤
∫
ξ(f) dµ.

Furthermore, if ξ is strictly convex, then Ξµ(f) = 0 if and only if f is constant.

Example 2.3. (i) We can set ξ(x) := x2 and obtain that the distance functional Ξµ of
Definition 2.1 becomes the variance

Ξµ(f) =

∫
f2 dµ−

(∫
f dµ

)2

=

∫ (
f −

∫
f dµ

)2

dµ = varµ(f).

(ii) Likewise, we can set ξ(x) := x log x for x ≥ 0 and ξ(x) = +∞ for x < 0 and re-
cover the relative entropy between fµ and µ, where now Dµ(ξ) ⊂

{
f : Rn → R+

0

}
Ξµ(f) =

∫
f log f dµ−

∫
f dµ log

(∫
f dµ

)
=

∫
f log

f∫
fdµ

dµ = Entµ(f).

In the following, X will be a subset of Rn or Rn itself.

Definition 2.4 (Conditional and marginal measure for general coordinates). A family
{ψz : Yz → X}z∈Z are called general coordinates for the absolutely continuous probabil-
ity measure µ on X , if for every x ∈ X exists exactly one pair (y, z) such that x = ψz(y)
and there exists a family of probability measures µ(·|z) on Yz for z ∈ Z and a probability
measure µ̄(·) on Z satisfying

µ(dx) = µ(dy|z) µ̄(dz), where x = ψz(y), in the weak sense, (2.2)

i.e. for any test function f : X → R holds
∫
X f(x)µ(dx) =

∫
Z

∫
Yz
f◦ψz(y)µ(dy|z) µ̄(dz).

Then we call the measures µ(·|z) conditional measures and the measure µ̄(·) marginal
measure.

The Definition 2.4 is quite general and the precise definition of µ(·|z) and µ̄(·) heavily
depends on the structure of Z and regularity properties of {ψz : Yz → X}. In general, it
will rely on change of variables formulas and the coarea formula (cf. [EG92]). Therefore,
let us illustrate the Definition 2.4 with two prototypical examples:

Example 2.5. (i) Let X be a measurable subset of Rn and let us consider some ab-
solutely continuous probability measure µ on X . We set Z = {1, . . . ,m} and let
{Yi}mi=1 be a measurable partition of X , i.e. Yi ∩Yj = ∅ for i 6= j and

⋃m
i=1 Ȳi = X̄ .

10



2.1. Splitting of measures and functionals

Then, we can choose ψi(y) = y for y ∈ Yi, i.e. the natural embedding. The
conditional and marginal measures in (2.2) have the form

µ(dy|i) =
1Yi(y)

Zi
µ(y) dy and µ̄ = Z1δ1 + · · ·+ Zmδm, where Zi = µ(Yi).

(2.3)
In this case, we say that µ has the representation of a mixture, i.e.

µ = Z1µ(·|1) + · · ·+ Zmµ(·|m).

(ii) For X = Rn with n ≥ 2, we set Z = Sn−1, Yη = R+ for η ∈ Sn−1 and choose
ψη(r) = rη for r ∈ R+. The conditional and marginal measures have the form

µ(dr|η) =
1

µ̄(η)
µ(rη) dr and µ̄(dη) =

∫
R+

rn−1 µ(rη) dr dη,

where dr is the one-dimensional Lebesgue measure and dη the surface element
on Sn−1. This is just µ represented in polar coordinates.

Lemma 2.6 (Splitting lemma). If µ(dx) = µ(dy|z) µ̄(dz) is a splitting of µ into conditional
measures µ(·|z) and the marginal measure µ̄(·) in general coordinates {ψz : Yz → X}z∈Z in the
sense of Definition 2.4, then this splitting carries over to the distance functional of Definition 2.1
via

Ξµ(f) = Eµ̄(dz)
(
Ξµ(dy|z)(f ◦ ψz(y))

)
+ Ξµ̄(dz)

(
Eµ(dy|z)(f ◦ ψz(y))

)
.

Proof. We start with the definition of the distance functional Ξµ(f) from (2.1) and use
the splitting of µ into conditional and marginal measures w.r.t. general coordinates
given in (2.2)

Ξµ(f) =

∫
Z

∫
Yz

ξ(f ◦ ψz(y)) µ(dy|z) µ̄(dz)− ξ
(∫

X
f dµ

)
=

∫
Z

(∫
Yz

ξ(f ◦ ψz(y)) µ(dy|z)− ξ
(∫

Yz

f ◦ ψz(y) µ(dy|z)
))

µ̄(dz)

+

∫
Z
ξ

(∫
Yz

f ◦ ψz(y) µ(dy|z)
)
µ̄(dz)− ξ

(∫
Z

∫
Yz

f ◦ ψy(y) µ(dy|z) µ̄(dz)
)
.

Corollary 2.7. The variance and entropy allow the splitting in general coordinates in the sense
of Definition 2.4

varµ(f) = Eµ̄(dz)
(
varµ(dy|z)(f ◦ ψz(y))

)
+ varµ̄(dz)

(
f̄(z)

)
(2.4)

Entµ(f) = Eµ̄(dz)
(
Entµ(dy|z)(f ◦ ψz(y))

)
+ Entµ̄(dz)

(
f̄(z)

)
, (2.5)

where f̄(z) := Eµ(dy|z)(f ◦ ψz(y)).

Remark 2.8. Depending on the specific choice of the general coordinates, we will call
varµ(dy|z)(f ◦ ψz(y)) in (2.4) microscopic, local or radial variances. Similarly, the term
varµ̄(dz)(f̄(z)) is called macroscopic, coarse-grained or polar variance. However, we will of-
ten treat the latter term not as a variance and will take advantage of its special structure
induced by the according choice of the general coordinates. The according descriptions
are used for the entropies appearing in (2.5).
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2. Outline and main results

2.2. Partition of the state space

Motivated by the fast convergence of the diffusion ξt given by (1.3) to metastable states,
we decompose the Gibbs measure µ into a mixture of local Gibbs measures µi in the
following way: To every local minimum mi ∈M for i = 1, . . . ,M we associate its basin
of attraction Ωi defined by

Ωi :=
{
y ∈ Rn : lim

t→∞
yt = mi, ẏt = −∇H(yt), y0 = y

}
. (2.6)

Up to sets of Lebesgue measure zero, the set PM = {Ωi}Mi=1 is a partition of Rn. We are
in the setting of Example 2.5 (i) and can associate the local Gibbs measure µi to each
element of the partition Ωi as the restriction of µ

µi(dx) :=
1

ZiZµ
1Ωi(x) exp

(
−H(x)

ε

)
dx, where Zi = µ(Ωi). (2.7)

The marginal measure µ̄ is given, according to (2.3), as a sum of Dirac measures µ̄ =

Z1δ1 + · · · + ZMδM . We note that
∑

i Zi = 1, since {Ωi}Mi=1 is a partition of Rn and µ a
probability measure. The starting point of the argument is a representation of the Gibbs
measure µ as a mixture of the mutual singular measures µi, namely

µ = Z1µ1 + · · ·+ ZMµM . (2.8)

We can apply Corollary 2.7 which lifts the decomposition of µ to a decomposition of
the variance varµ(f) and entropy Entµ(f). The representation below was also used
in [CM10, Section 4.1].

Lemma 2.9 (Splitting of variance and entropy for partition). For all f : Rn → R holds

varµ(f) =
M∑
i=1

Zi varµi(f) +
M∑
i=1

∑
j>i

ZiZj
(
Eµi(f)− Eµj (f)

)2 (2.9)

Entµ(f) =

M∑
i=1

Zi Entµi(f) + Entµ̄
(
f̄
)
. (2.10)

We call the terms varµi(f) and Entµi(f) local variance and local entropy. Furthermore, the
term

(
Eµi(f)− Eµj (f)

)2 is called mean-difference and Entµ̄(f̄) denoted by coarse-grained
entropy is given by

Entµ̄
(
f̄
)

=
M∑
i=1

Zif̄i log
f̄i∑M

j=1 Zj f̄j
, (2.11)

where f̄(i) = f̄i = Eµi(f).

Proof. The equations (2.9) and (2.10) are immediate consequences of (2.4) and (2.5). The
only non-obvious step is the representation of the coarse-grained variance varµ̄(f̄) in

12



2.3. Discrete logarithmic Sobolev type inequalities

terms of the second term of the right-hand side in (2.9). We will use the convention∑
i =

∑M
i=1 and have to check the following identity

varµ̄(f̄) =
∑
i

Zif̄i
2 −

(∑
j

Zj f̄j

)2
!

=
∑
i

∑
j>i

ZiZj
(
f̄i − f̄j

)2
. (2.12)

By expanding the square, we can write the left-hand side of (2.12) as∑
i

Zif̄i
2 −

∑
i,j

ZiZj f̄if̄j =
∑
i

Zi(1− Zi)f̄i
2 − 2

∑
i

∑
j>i

ZiZj f̄if̄j . (2.13)

The first term on the right-hand side of (2.13) can be rewritten by using the identity
1− Zi =

∑
j 6=i Zj as∑

i

Zi(1−Zi)f̄i
2

=
∑
i

∑
j<i

ZiZj f̄i
2
+
∑
i

∑
j>i

ZiZj f̄i
2

=
∑
i

∑
j>i

ZiZj

(
f̄i

2
+ f̄j

2
)
. (2.14)

Hence, we finally get the desired identity from combining (2.13) and (2.14)∑
i

Zif̄i
2 −

(∑
j

Zj f̄j

)2

=
∑
i

∑
j>i

ZiZj(f̄i
2 − 2f̄if̄j + f̄j

2
) =

∑
i

∑
j>i

ZiZj
(
f̄i − f̄j

)2
.

2.3. Discrete logarithmic Sobolev type inequalities

From (2.10) we have to estimate the coarse-grained entropy Entµ̄(f̄). From the heuristic
explanation, we expect that the main contribution comes from this term, which we
want to treat further. If H has only two minima, we can use the following discrete
logarithmic Sobolev inequality for a Bernoulli random variable, which was found by
Higuchi and Yoshida [HY95] and Diaconis and Saloff-Coste [DSC96, Theorem A.2.] at
the same time.

Lemma 2.10 (Optimal logarithmic Sobolev inequality for Bernoulli measures). A Ber-
noulli measure µp on X = {0, 1}, i.e. a mixture of two Dirac measures µp = pδ0 + qδ1 with
p+ q = 1 satisfies the discrete logarithmic Sobolev inequality

Entµp(f
2) ≤ pq

Λ(p, q)
(f(0)− f(1))2 (2.15)

with optimal constant given by the logarithmic mean

Λ(p, q) :=
p− q

log p− log q
, for p 6= q and Λ(p, p) := lim

q→p
Λ(p, q) = p.

Some properties of the logarithmic-mean are outlined in Appendix A.

We want to handle the general case with more than two minima. Therefore, we need
to answer the question of how to generalize Lemma 2.10 to discrete measures with a
state space with more than two elements. A possible answer was given by Diaconis
and Saloff-Coste [DSC96, Theorem A.1.], which turns out to be not optimal for our
application.
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2. Outline and main results

Lemma 2.11 (Logarithmic Sobolev inequality for finite discrete measure). Form ∈ N let
µm =

∑m
i=1 Ziδi be a discrete probability measure and assume that Z∗ := mini Zi > 0. Then

for a function f : {1, . . . ,m} → R holds the logarithmic Sobolev inequality

Entµm(f2) ≤ 1

Λ(Z∗, 1− Z∗)

m∑
i=1

∑
j>i

ZiZj (f(i)− f(j))2 . (2.16)

Remark 2.12. Note that the right-hand side of (2.16) is by the proof of Lemma 2.9 just
the variance, hence we have

Entµm(f2) ≤ 1

Λ(Z∗, 1− Z∗)
varµm(f). (2.17)

It turns out using the estimate (2.17) is not optimal for our application. We have to use
a refined version of (2.16), which can be seen as an immediate generalization of (2.15)
to the m-point case.

Lemma 2.13 (Logarithmic difference inequality for finite discrete measures). Form ∈ N
let µm =

∑m
i=1 Ziδi be a discrete probability measure and assume that mini Zi > 0. Then for a

function f : {1, . . . ,m} → R+
0 holds the logarithmic difference inequality

Entµm(f2) ≤
m∑
i=1

∑
j>i

ZiZj
Λ(Zi, Zj)

(fi − fj)2 . (2.18)

Proof. We conclude by induction and find that for m = 2 the estimate (2.18) just be-
comes (2.15), which shows the base case. For the inductive step, let us assume that (2.18)
holds for m ≥ 2. Then let us rewrite the entropy Entµm+1(f2) as follows

Entµm+1(f2) =

m∑
i=1

Zif
2
i log(f2

i ) + Zm+1f
2
m+1 log(f2

m+1)

−

(
m∑
i=1

Zif
2
i + Zm+1f

2
m+1

)
log

(
m∑
j=1

Zjf
2
j + Zm+1f

2
m+1

)

= (1− Zm+1)

m∑
i=1

Zif
2
i

1− Zm+1

log(f2
i )− log

(
m∑
j=1

Zjf
2
j

1− Zm+1

)
+ (1− Zm+1)

m∑
i=1

Zif
2
i

1− Zm+1

log

(
m∑
j=1

Zjf
2
j

1− Zm+1

)
− log

(
m∑
i=j

Zjf
2
j + Zm+1f

2
m+1

)
+ Zm+1f

2
m+1

log(f2
m+1)− log

(
m∑
i=j

Zjf
2
j + Zm+1f

2
m+1

)
= (1− Zm+1) Entµ̃m(f2) + Entν(f̃),
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where the probability measure µ̃m lives on {1, . . . ,m} and is given by

µ̃m :=
m∑
i=1

Zi
1− Zm+1

δi.

Further, ν is the Bernoulli measure given by ν := (1−Zm+1)δ0+Zm+1δ1 and the function
f̃ : {0, 1} → R is given with values

f̃0 :=

m∑
i=1

Zif
2
i

1− Zm+1
and f̃1 := f2

m+1.

Now, we apply the inductive hypothesis to Entµ̃m(f2) and arrive at

(1− Zm+1) Entµ̃m(f2) ≤ (1− Zm+1)

m∑
i=1

∑
j>i

ZiZj
(1− Zm+1)2

1− Zm+1

Λ(Zi, Zj)
(fi − fj)2

=
m∑
i=1

∑
j>i

ZiZj
Λ(Zi, Zj)

(fi − fj)2 ,

where we used Λ(·, ·) being homogeneous of degree one in both arguments (cf. Ap-
pendix A), i.e.

Λ(λa, λb) = λΛ(a, b) for λ, a, b > 0.

We can apply the inductive base to the second entropy Entν(f̃), which in this case is
the discrete logarithmic Sobolev inequality for the two-point case (2.15)

Entν(f̃) ≤ Zm+1(1− Zm+1)

Λ(Zm+1, 1− Zm+1)

(√
f̃0 −

√
f̃1

)2

. (2.19)

The last step is to recover the square differences (fi − fm+1)2 from
(√

f̃0 −
√
f̃1

)2

,

which follows from an application of the Jensen inequality(√
f̃0 −

√
f̃1

)2

=
m∑
i=1

Zif
2
i

1− Zm+1
− 2

√√√√ m∑
i=1

Zif2
i

1− Zm+1︸ ︷︷ ︸
≥
∑m
i=1

Zifi
1−Zm+1

fm+1 + f2
m+1.

≤
m∑
i=1

Zi
1− Zm+1

(fi − fm+1)2 .

We obtain in combination with (2.19) the following estimate

Entν(f̃) ≤ Zm+1

Λ(Zm+1, 1− Zm+1)

m∑
i=1

Zi (fi − fm+1)2 .

To conclude the assertion, we first note that 1−Zm+1 =
∑m

j=1 Zj ≥ Zj for j = 1, . . . ,m.
Further, Λ(a, ·) is monotone increasing for a > 0, i.e. ∂bΛ(a, b) > 0 (cf. Appendix A).
Both properties imply that Λ(Zm+1, 1 − Zm+1) ≥ Λ(Zm+1, Zj) for j = 1, . . . ,m, which
finally shows (2.18).
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Remark 2.14 (Relation between Lemma 2.11 and Lemma 2.13). Let us give a example,
which shows that neither the estimate (2.16) is a consequence of the estimate (2.18) nor
vice versa. Therefore, let us consider a tree point measure µ3 = Z1δ1 +Z2δ2 +Z3δ3 with
distribution

Z1 = 1− e−z2 − e−z3 , Z2 = e−z2 and Z3 = e−z3

for some 0 = z1 � z2 � z3 to be fixed later. Then, it follows Z∗ = Z3 and therefore

1

Λ(Z∗, 1− Z∗)
=

log(1− e−z3) + z3

1− 2e−z3
≤ z3 − e−z3

1− 2e−z3
= z3 +O(z3e

−z3).

By similar reasons, we deduce

for i < j:
1

Λ(Zi, Zj)
= (zj − zi)ezi +O((zj − zi)e−(zj−zi)).

Now, let us compare the estimate (2.16) and (2.18) by first considering a test function
f : {1, 2, 3} → R only supported on {1, 2}

(2.16) Entµ3(f2) ≤ (z3 +O(e−z3))Z1Z2 (f1 − f2)2

(2.18) Entµ3(f2) ≤ (z2 +O(e−z2))Z1Z2 (f1 − f2)2 ,

whereas, if f is only supported on {2, 3}, then we arrive at

(2.16) Entµ3(f2) ≤ (z3 +O(e−z3))Z2Z3 (f2 − f3)2

(2.18) Entµ3(f2) ≤ ((z3 − z2)ez2 +O(e−(z3−z2)))Z2Z3 (f2 − f3)2 .

In the first case, we see that (2.18) gives a better bound. In the second case, if we
choose z2 large enough, we find that (2.16) yields the better estimate.

An immediate consequence of Lemma 2.11 and Lemma 2.13 is the following combined
bound.

Corollary 2.15. Let for m ∈ N be µm =
∑m

i=1 Ziδi a discrete probability measure and assume
that Z∗ = mini Zi > 0. Then for a function f : {1, . . . ,m} → R holds the estimate

Entµm(f2) ≤
∑
i

∑
j>i

ZiZj
max {Λ(Z∗, 1− Z∗),Λ(Zi, Zj)}

(f(i)− f(j))2 .

Open question: What is the optimal family of constants {Ci,j}mi,j=1 not depending on f
in the inequality

Entµm(f2) ≤
m∑
i=1

∑
j>i

Ci,j (f(i)− f(j))2 ? (2.20)
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Remark 2.16. The question (2.20) is related to the recent works of Maas [Maa11], Erbar
and Mass [EM11] and Mielke [Mie11]. [Mie11] proved that every finite Markov chain is
geodesic λ-convex w.r.t. to an entropic gradient structure. Independently, at the same
time [Maa11] also found the gradient structure for finite Markov chains. Based on this
work, [EM11] defined a Ricci curvature, which allows to prove modified logarithmic
Sobolev inequalities similar to (2.16) in the positive curved case. In all three works the
logarithmic mean plays a crucial role for defining the gradient structure as well as for
obtaining bounds for the involved quantities (λ-convexity or curvature).

We are now able to estimate the coarse-grained entropy Entµ̄(f2) occuring in the split-
ting of the entropy (2.10) with the help of Lemma 2.13. This generalizes the approach
of [CM10, Section 4.1.] to the case of finite mixtures with more than two components.

Lemma 2.17 (Estimate of the coarse-grained entropy). The coarse-grained entropy in (2.11)
can be estimated by

Entµ̄

(
f2
)
≤

M∑
i=1

∑
j 6=i

ZiZj
Λ(Zi, Zj)

varµi(f) +
∑
j>i

ZiZj
Λ(Zi, Zj)

(
Eµi(f)− Eµj (f)

)2
where f2 : {1, . . . ,M} → R is given by f2

i := Eµi(f
2) and Λ(Zi, Zj) =

Zi−Zj
logZi−logZj

is the
logarithmic mean between Zi and Zj .

Proof. Since µ̄ = Z1δ1 + · · ·+ZMδM is finite discrete probability measure, we can apply
Lemma 2.13 to Entµ̄(f2)

Entµ̄(f2)) ≤
m∑
i=1

∑
j>i

ZiZj
Λ(Zi, Zj)

(√
f2
i −

√
f2
j

)2

. (2.21)

The square-root-mean-difference on the right-hand side of (2.21) can be estimated in
several ways. [CM10] multiplies the square out and use the Jensen inequality

Eµi(f)Eµj (f) ≤
√
Eµi(f

2)Eµj (f
2).

This strategy leads to the same result as [JSTV04] obtains by using the fact that the
function (x, y) 7→ (

√
x−√y)2 is convex. For this trick they reference [KOV89]. Indeed,

for two random variables X,Y such that X ∼ µi and Y ∼ µj by an application of
Jensen’s inequality holds the estimate(√

Eµi(f
2)−

√
Eµj (f

2)

)2

=
(√

Eµi×µj (f(X)2)−
√
Eµi×µj (f(Y )2)

)2

≤ Eµi×µj
(
(f(X)− f(Y ))2

)
≤ Eµi(f2)− 2Eµi(f)Eµj (f) + Eµj (f

2)

= varµi(f) + varµj (f) +
(
Eµi(f)− Eµj (f)

)2
.

(2.22)
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2. Outline and main results

Now, we can combine (2.21) and (2.22) to arrive at

Entµ̄(f2) ≤
m∑
i=1

∑
j>i

ZiZj
Λ(Zi, Zj)

(
varµi(f) + varµj (f) +

(
Eµi(f)− Eµj (f)

)2)
=

m∑
i=1

∑
j 6=i

ZiZj
Λ(Zi, Zj)

varµi(f) +

m∑
i=1

∑
j>i

ZiZj
Λ(Zi, Zj)

(
Eµi(f)− Eµj (f)

)2
.

The combination of the splitting Lemma 2.9 with the above Lemma 2.17 results in an es-
timate of the entropy in terms of local variances, local entropies and mean-differences.

Corollary 2.18. The entropy of f with respect to µ on a partition {Ωi}Mi=1 with restricted
probability measures µi on Ωi can be estimated by

Entµ(f2) ≤
M∑
i=1

Zi Entµi(f
2) +

M∑
i=1

∑
j 6=i

ZiZj
Λ(Zi, Zj)

varµi(f)

+

M∑
i=1

∑
j>i

ZiZj
Λ(Zi, Zj)

(
Eµi(f)− Eµj (f)

)2 (2.23)

where Λ(Zi, Zj) =
Zi−Zj

logZi−logZj
is the logarithmic mean between Zi and Zj .

2.4. Main results

The main results of this work are good estimates of the single terms on the right-hand
side of (2.9) and (2.23). In detail, we need local Poincaré and local logarithmic Sobolev
inequalities provided by Theorem 2.19 and Theorem 2.21. Furthermore, we need good
control of the mean-differences, which will be the content of Theorem 2.23. Finally, the
Eyring-Kramers formulas in Corollary 2.26 and Corollary 2.28 are simple consequences
of all these representations and estimates.

2.4.1. Local Poincaré and logarithmic Sobolev inequalities

Let us now turn to the estimation of the local variances and entropies. From the heuris-
tic understanding of the process ξt given by (1.3), we expect a good behavior of the local
Poincaré and logarithmic Sobolev constant for the local Gibbs measures µi as it resem-
bles the fast convergence of ξt to a neighborhood of the next local minimum. Therefore,
the local variances and entropies should not contribute to the leading order expansion
of the total Poincaré and logarithmic Sobolev constant of µ. This idea is quantified in
the next both theorems.
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2.4. Main results

Theorem 2.19 (Local Poincaré inequality). The local measures {µi}Mi=1, obtained by restrict-
ing µ to the basin of attraction Ωi of the local minimum mi (cf. (2.7)), satisfy PI(%i) with

%−1
i = O(ε).

Remark 2.20. Using the variational characterization of the spectral gap (cf. Lemma 1.5)
one can easily see the following consequence of Theorem 2.19: The spectral gap of the
diffusion ξt given by (1.3) reflected at the boundary of a basin of attraction Ωi is at least
of order 1. This reflects the heuristic idea of a scale separation of the diffusion ξt into a
fast and a slow scale.

Theorem 2.21 (Local logarithmic Sobolev inequality). The local measures {µi}Mi=1, ob-
tained by restricting µ to the basin of attraction Ωi of the local minimum mi (cf. (2.7)), satisfy
LSI(αi) with

α−1
i = O(1).

Even if there are simple heuristics for the validity of Theorem 2.19 and Theorem 2.21,
we need the elaborated machinery of Lyapunov functions for the proof. The reason is that
our situation goes beyond the scope of the standard tools for Poincaré and logarithmic
Sobolev inequalities. We outline the argument for Theorem 2.19 and Theorem 2.21
in Chapter 3. Moreover, in Chapter 5 we give an alternative proof of Theorem 2.19
completely avoiding the use of Lyapunov conditions.

Remark 2.22 (Optimality of Theorem 2.19 and 2.21). We will indicate in Section 3.3,
that the results of Theorem 2.19 and Theorem 2.21 for a Gibbs measure obtained from
restricting its Hamiltonian H to the basin of attraction Ω of a local minimum is the best
behavior, which one can expect in general. Especially, H is not convex and can even
have further critical points on the boundary of the basins of attraction. The indication
is given through the one-dimensional case, where the Muckenhoupt functional [Muc72]
and Bobkov-Götze functional [BG99] are available for showing upper and lower bounds
for % and α.

2.4.2. Mean-difference estimate

Let us now turn to the estimation of the mean-difference
(
Eµi(f)− Eµj (f)

)2. From
the heuristics and the splittings (2.9) and (2.23), we expect to see in the estimation of
(Eµi(f)− Eµj (f))2 the exponential long waiting times of the jumps of the diffusion ξt
given by (1.3) between the basins of attraction Ωi. We have to estimate the mean-
differences on the right-hand side of (2.9) in terms of the Dirichlet energy

∫
|∇f |2 dµ.

Namely, we have to find a good upper bound for the constant C in the inequality(
Eµi(f)− Eµj (f)

)2 ≤ C ∫ |∇f |2 dµ.

Therefore, we introduce in Section 4.1 a weighted transport distance between probability
measures which yields a variational bound on the constant C. By an approximation
argument (cf. Section 4.2), we give an explicit construction of a transport interpolation
(cf. Section 4.3), which allows for asymptotically sharp estimates of the constant C.
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2. Outline and main results

Theorem 2.23 (Mean-difference estimate). The mean-differences between the measures µi
and µj for i = 1, . . .M − 1 and j = i+ 1, . . . ,M satisfy

(
Eµi(f)− Eµj (f)

)2
.

Zµ

(2πε)
n
2

2πε
√
|det∇2H(si,j)|
|λ−(si,j)|

e
H(si,j)

ε

∫
|∇f |2 dµ, (2.24)

where λ−(si,j) denotes the negative eigenvalue of the Hessian ∇2H(si,j) at the 1-saddle si,j .
The symbol . means ≤ up to a multiplicative error term of the form

1 +O(
√
ε |log ε|

3
2 ).

The proof of Theorem 2.23 is carried out in full detail in Chapter 4.

Remark 2.24 (Multiple minimal saddles). In Assumption 1.12, we demand that there
is exactly one minimal saddle between the local minima mi and mj . The technique
we will develop in Chapter 4 is flexible enough to handle also cases, in which there
exists more than one minimal saddle between local minima. We outline the according
adaptions and the resulting Theorem 4.18 in Section 4.5.

Remark 2.25 (Relation to capacity). The quantity on the right-hand side of (2.24) is the in-
verse of the capacity of a small neighborhood around mi w.r.t. to a small neighborhood
around mj . The capacity is the crucial ingredient of the works [BEGK04] and [BGK05].
Therefore, we will exploit in Section 4.6 how the weighted transport distance (cf. Sec-
tion 4.1), which is the crucial ingredient to proof (2.24), could lead to a general varia-
tional principle for obtaining lower bounds for capacities.

2.4.3. Eyring-Kramers formulas

Now, let us turn to the Eyring-Kramers formulas. Starting from the splitting obtained in
Lemma 2.9 and Corollary 2.18, we will see how a combination of Theorem 2.19, Theo-
rem 2.21 and Theorem 2.23 immediately leads to the multidimensional Eyring-Kramers
formulas for the Poincaré inequality (cf. [BGK05, Theorem 1.2]) and logarithmic Sobo-
lev inequality.

Corollary 2.26 (Eyring-Kramers formula for Poincaré inequality). The measure µ satisfies
PI(%) with

1

%
. Z1Z2

Zµ

(2πε)
n
2

2πε
√
|det∇2(H(s1,2))|
|λ−(s1,2)|

e
H(s1,2)

ε , (2.25)

where λ−(s1,2) denotes the negative eigenvalue of the Hessian ∇2H(s1,2) at the 1-saddle s1,2.
Further, the order is given such that H(m1) ≤ H(mi) and H(s1,2) − H(m2) is the energy
barrier of the system in the sense of Assumption 1.12.

Proof. We start from the decomposition of the variance into local variances and mean-
differences given by Lemma 2.9. Then, an application of Theorem 2.19 and Theo-
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2.4. Main results

rem 2.23 yields the estimate

varµ(f) ≤
∑
i

Zi varµi(f) +
∑
i

∑
j<i

ZiZj
(
Eµi(f)− Eµj (f)

)2
. O(ε)

∫
|∇f |2 dµ+

∑
i

∑
j>i

ZiZjZµ

(2πε)
n
2

2πε
√
|det∇2H(si,j)|
|λ−(si,j)|

e
H(si,j)

ε

∫
|∇f |2 dµ.

(2.26)

The final step is to observe, that by Assumption 1.12, the exponential dominating term
in (2.26) is given for i = 1 and j = 2.

In [BGK05, Theorem 1.2]) it is also shown that the upper bound of (2.25) is optimal by
an approximation of the harmonic function. Therefore, in the following we can assume
that (2.25) holds with ≈ instead of ..

Remark 2.27 (Higher exponential small eigenvalues). The statement of [BGK05, Theo-
rem 1.2] does not only characterize the second eigenvalue of L (i.e. the spectral gap)
but also the higher exponentially small eigenvalues. In principle, these characteriza-
tions can be also obtained in the present approach: The dominating exponential modes
in (2.26), i.e. those obtained by setting i = 1, correspond to the inverse eigenvalues of L
for j = 2, . . . ,M . By using the variational characterization of the eigenvalues of the op-
erator L (cf. Lemma 1.5), the other exponentially small eigenvalues may be obtained by
restricting the class of test functions f to the orthogonal complement of the eigenspaces
of smaller eigenvalues.

Corollary 2.28 (Eyring-Kramers formula for logarithmic Sobolev inequalities). The mea-
sure µ satisfies LSI(α) with

2

α
.

Z1Z2

Λ(Z1, Z2)

Zµ

(2πε)
n
2

2πε
√
|det∇2(H(s1,2))|
|λ−(s1,2)|

e
H(s1,2)

ε ≈ 1

Λ(Z1, Z2)

1

%
, (2.27)

where λ−(s1,2) denotes the negative eigenvalue of the Hessian ∇2H(s1,2) at the 1-saddle s1,2.
Further, where we assume that the ordering is given such that H(m1) ≤ H(mi) and H(s1,2)−
H(m2) is the energy barrier of the system in the sense of Assumption 1.12.

Proof. The starting point is the estimate in Corollary 2.18 from which we are left to
bound the local entropies and variances as well as the mean-differences. The according
bounds are the statements of Theorem 2.19, Theorem 2.21 and Theorem 2.23 and lead
to

Entµ(f2) ≤ O(1)
M∑
i=1

Zi

∫
|∇f |2 dµi +O(ε)

M∑
i=1

∑
j 6=i

ZiZj
Λ(Zi, Zj)

∫
|∇f |2 dµi

+
M∑
i=1

∑
j>i

ZiZj
Λ(Zi, Zj)

Zµ

(2πε)
n
2

2πε
√
|det∇2H(si,j)|
|λ−(si,j)|

e
H(si,j)

ε

∫
|∇f |2 dµ.

(2.28)
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2. Outline and main results

The first term on the right-hand side of (2.28) is just O(1)
∫
|∇f |2 dµ. For estimating the

second term, we have to take care of the expression and use the one-homogeneity of
Λ(·, ·) (cf. Appendix A)

ZiZj
Λ(Zi, Zj)

= Zi
log Zi

Zj
Zi
Zj
− 1

= ZiP
(
Zi
Zj

)
, where P (x) :=

log x

x− 1
. (2.29)

The function P (x) is decreasing and has a logarithmic singularity in 0. Therefore, we
have to check when Zi

Zj
becomes small. Let us therefore do an asymptotic evaluation

of Zi
Zj

, which can be deduced from

ZiZµ =

∫
Ωi

e−
H
ε dx =

(
(2πε)

n
2√

det∇2H(mi)
+O(ε

n+1
2 )

)
e−

H(mi)

ε . (2.30)

This formula immediately leads to the identity

Zi
Zj
≈
√
∇2H(mj)√
∇2H(mi)

e−
H(mi)−H(mj)

ε , (2.31)

which becomes exponentially small provided thatH(mi) > H(mj). In particular, using
the expression (2.30) in (2.29) results in

ZiZj
Λ(Zi, Zj)

= ZiO(ε−1). (2.32)

Hence, also the second term in (2.28) can be estimated by O(1)
∫
|∇f |2 dµ. This shows

that the third term dominates the first two on an exponential scale. This leads to the
estimate

Entµ(f2) .
M∑
i=1

∑
j>i

ZiZj
Λ(Zi, Zj)

Zµ

(2πε)
n
2

2πε
√
|det∇2H(si,j)|
|λ−(si,j)|

e
H(si,j)

ε

∫
|∇f |2 dµ.

From Assumption 1.12 together with (2.30) and (2.32) follows that the exponential lead-
ing order term is given for i = 1 and j = 2.

Corollary 2.29 (Comparison of % and α in special cases). Let us state two specific cases
of (2.25) and (2.27). Firstly, if H(m1) < H(m2), it holds

1

%
≈ 1√

det∇2H(m2)

2πε
√
|det∇2(H(s1,2))|
|λ−(s1,2)|

e
H(s1,2)−H(m2)

ε , (2.33)

2

α
.

(
H(m2)−H(m1)

ε
+

1

2
log

(
det∇2H(m1)

det∇2H(m2)

))
1

%
. (2.34)

A special case occurs when H(m1) = H(m2) and the constants take the form

1

%
≈ 1√

det∇2H(m1) +
√

det∇2H(m2)

2πε
√
|det∇2(H(s1,2))|
|λ−(s1,2)|

e
H(s1,2)−H(m2)

ε ,(2.35)

2

α
.

1

Λ
(√

det∇2H(m1),
√

det∇2H(m2)
) 2πε

√
|det∇2(H(s1,2))|
|λ−(s1,2)|

e
H(s1,2)−H(m2)

ε .(2.36)
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Proof. If H(m1) < H(m2), then holds by (2.30) Z1 = 1 +O
(
e−

H(m2)−H(m1)
ε

)
. Therefore,

the factor Z1Z2
Zµ

(2πε)
n
2

evaluates with (2.30) to

Z1Z2
Zµ

(2πε)
n
2

≈ 1√
det∇2H(m2)

e−
H(m2)
ε ,

which leads to (2.33). For the logarithmic Sobolev inequality, we additionally have to
evaluate the factor 1

Λ(Zi,Zj)
which can be done with the help of (2.31)

1

Λ(Zi, Zj)
= log

Zi
Zj

(
1 +O

(
e−

H(m2)−H(m1)
ε

)) (2.31)
≈ log

(√
∇2H(mj)√
∇2H(mi)

e−
H(mi)−H(mj)

ε

)
.

That is already the estimate (2.34).
Let us turn now to the case H(m1) = H(m2). Let us introduce the shorthand notation
κi =

√
det∇2H(mi). Then, we can evaluate Zµ like in (2.30) and obtain by assuming

H(m1) = H(m2) = 0

Zµ =

(
(2πε)

n
2

κ1
+

(2πε)
n
2

κ2
+O(ε

n+1
2 )

)
.

Therewith, the factor Z1Z2
Zµ

(2πε)
n
2

results with (2.30) in

Z1Z2
Zµ

(2πε)
n
2

=
(2πε)

n
2

Zµ

Z1Zµ

(2πε)
n
2

Z2Zµ

(2πε)
n
2

=
1

1
κ1

+ 1
κ2

1

κ1

1

κ2
=

1

κ1 + κ2
,

which precisely leads to the expression (2.35). By using the homogeneity of Λ(·, ·)
(cf. Appendix A) and (2.30) follows for the logarithmic Sobolev inequality

Z1Z2

Λ(Z1, Z2)

Zµ

(2πε)
n
2

=
1

Λ

(
(2πε)

n
2

Z2Zµ
, (2πε)

n
2

Z1Zµ

) ≈ 1

Λ(κ2, κ1)
.

Finally, the result (2.36) is a consequence of the symmetry of Λ(·, ·).

Remark 2.30 (Higher degree of symmetry). In Assumption 1.12 (ii), we only allow for
two global non-degenerate minima. Equations (2.35) and (2.36) are consequences of this
assumption. If there is even more symmetry in the system, then it is also possible to
obtain formulas for % and α. In the present generality of the assumptions, the resulting
expressions will become cumbersome. Here one needs to rely on specific models and
investigate the according symmetries of the model.

Remark 2.31 (Identification of α and %). Remark 1.3 shows that always α ≤ %. Let us
introduce the shorthand notation κi =

√
det∇2H(mi). We want to compare the case

when H(m1) = H(m2) where we observe by comparing (2.35) and (2.36)

1 ≤ %

α
.

κ1+κ2
2

Λ(κ1, κ2)
. (2.37)

23



2. Outline and main results

The quotient in (2.37) consists of the arithmetic and logarithmic mean. The lower bound
of 1 can also be observed by applying the logarithmic-arithmetic mean inequality from
Lemma A.1. Moreover equality only holds for κ1 = κ2. Hence, only in the symmetric
case with κ1 = κ2 holds % ≈ α.
Remark 2.32 (Relation to mixtures). If H(m1) < H(m2), then (2.34) gives

%

α
.

1

2
log

(
κ2

κ1
e
H(m2)−H(m1)

ε

)
≈ 1

2
|logZ2| , where Z2 = µ(Ω2). (2.38)

which shows a inverse scaling in ε. Different scaling behavior between Poincaré and
logarithmic Sobolev constants was also observed by Chafaï and Malrieu [CM10] in a
different context. They consider mixtures of probability measures ν0 and ν1 satisfying
PI(%i) and LSI(αi), i.e. for p ∈ [0, 1] the measure νp given by

νp = pν0 + (1− p)ν1.

Then, they deduce conditions under which also νp satisfies PI(%p) and LSI(αp) and give
bounds on the constants. They show in the one-dimensional case examples where the
Poincaré constant stays bounded, whereas the logarithmic Sobolev constant blows up
logarithmically, when the mixture parameter p goes to 0 or 1. The common feature of
the examples they deal with is ν1 � ν2 or ν2 � ν1. This case can be generalized to the
multidimensional case, where also a different scaling of the Poincaré and logarithmic
Sobolev constants is observed. The details can be found in Chapter 6.
In the present case the Gibbs measure µ has also a mixture representation given in (2.8).
In the two-component case it looks like

µ = Z1µ1 + Z2µ2.

Let us emphasize, that µ1 ⊥ µ2. (2.38) shows also a logarithmic blow-up in the mixture
parameter Z2 for the ratio of the Poincaré and the logarithmic Sobolev constant.

2.5. Optimality of the logarithmic Sobolev constant in one
dimension

In this section, we want to give a strong indication, that the result of Corollary 2.28 is
optimal. Therefore, we will explicitly construct a function attaining equality in (2.27)
for the one dimensional case. This is the same strategy, which was used by [BGK05]
to proof the optimality of Corollary 2.26. The proceeding of this section is similar to
the one of Felix Otto given in a lecture1 proving the Eyring-Kramers formula for the
Poincaré inequality in one dimension.

Let µ be a probability measure on R having as Hamiltonian H a generic double-well
(cp. Figure 2.1). Namely, H has two minima m1 and m2 with H(m1) ≤ H(m2) and a
saddle s in-between. Then, Theorem 2.28 shows

inf
g:
∫
g2dµ=1

∫
(g′)2dµ∫

g2 log g2dµ
&

Λ(Z1, Z2)

Z1Z2

√
2πε

Zµ

√
|H ′′(s)|
2πε

e
H(s)−H(m2)

ε . (2.39)

1one of the Ringvorlesungen at the MPI in November 2011
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2.5. Optimality of the logarithmic Sobolev constant in one dimension

m1

m2

s

0

H(m2)

H(s)

energy barrier

Figure 2.1.: Double-well potential H on R (labeled).

We have to construct a function g attaining the lower bound given in (2.39) satisfying
H(m1) ≤ H(m2). We make the following ansatz for the function g and firstly define it
on some small δ-neighborhoods around the minima m1,m2 and the saddle s:

g(x) :=


g(m1) , x ∈ Bδ(m1)

g(m1) + g(m2)−g(m1)√
2πεσ

∫ x
m1
e−

(y−s)2
2σε dy , x ∈ Bδ(s)

g(m2) , x ∈ Bδ(m2).

The ansatz contains the parameters g(m1), g(m2) and σ. Furthermore, we assume that
in-between the δ-neighborhoods g is extended to a smooth function in a monotone
fashion.

The measure µ is given by

µ(dx) =
1

Zµ
e−

H(x)
ε , where Zµ =

∫
e−

H(x)
ε dx.

We fix Zµ by assuming that H(m1) = 0. We can represent µ as the mixture

µ = Z1µ1 + Z2µ2, where µ1 = µxΩ1 and µ2 = µxΩ2,

hereby, Ω1 = (−∞, s) and Ω2 = (s,∞) and Zi = µ(Ωi) for i = 1, 2, which implies
Z1 + Z2 = 1. Then, for the ansatz g, we find via an asymptotic evaluation of

∫
g2dµ∫

g2dµ ≈ Z1g
2(m1) + Z2g

2(m2)
!

= 1. (2.40)

This motivates the choice

g2(m1) =
τ

Z1
and g2(m2) =

1− τ
Z2

=
1− τ

1− Z1
, for some τ ∈ [0, 1] (2.41)
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The choice (2.41) is picked to fulfill the constraint (2.40). Let us now calculate the de-
nominator of (2.39) ∫

g2 log g2dµ = τ log
τ

Z1
+ (1− τ) log

1− τ
Z2

. (2.42)

The final step is to evaluate the Dirichlet energy
∫

(g′)2dµ. Therefore, we do a Taylor
expansion of H around s. Furthermore, since s is a saddle, it holds H ′′(s) < 0∫

(g′)2dµ ≈ (g(m2)− g(m1))2

Zµ 2πεσ

∫
Bδ(s)

e−
(x−s)2
σε
−H(x)

ε dx

≈ (g(m2)− g(m1))2

Zµ 2πεσ

∫
Bδ(s)

e
− 1
ε

(
(x−s)2
σ

+H(s)+H′′(s) (x−s)2
2

)
dx

≈ (g(m2)− g(m1))2

Zµ 2πεσ
e−

H(s)
ε

∫
Bδ(s)

e−
(x−s)2

2ε ( 2
σ

+H′′(s))dx

≈
(√

τ

Z1
−
√

1− τ
Z2

)2 √
2πε

Zµ
e−

H(s)
ε

1

2πε

1

σ
√

2
σ +H ′′(s)

,

(2.43)

where we assume that σ is small enough such that 2
σ + H ′′(s) > 0. The last step is to

minimize the right-hand side of (2.43) in σ, which means to maximize the expression
2σ + σ2H ′′(s) in σ. Elementary calculus results in σ = − 1

H′′(s) = 1
|H′′(s)| > 0 and

therefore ∫
(g′)2dµ ≈

(√
τ

Z1
−
√

1− τ
Z2

)2 √
2πε

Zµ

√
|H ′′(s)|
2πε

e−
H(s)
ε . (2.44)

Hence, we have constructed by combining (2.42) and (2.44) an upper bound for the
optimization problem (2.39) given by a one-dimensional optimization in the still free
parameter τ ∈ (0, 1)

inf
g:
∫
g2dµ=1

∫
(g′)2dµ∫

g2 log g2dµ
. min

τ∈(0,1)

(√
τ
Z1
−
√

1−τ
Z2

)2

τ log τ
Z1

+ (1− τ) log 1−τ
Z2

√
2πε

Zµ

√
|H ′′(s)|
2πε

e−
H(s)
ε .

The minimum in τ is attained according to Lemma A.3 for τ = Z2 resulting in

min
τ∈(0,1)

(√
τ
Z1
−
√

1−τ
Z2

)2

τ log τ
Z1

+ (1− τ) log 1−τ
Z2

=
Λ(Z1, Z2)

Z1Z2
.
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Chapter3
Local Poincaré and logarithmic
Sobolev inequalities

In this chapter, we want to proof the local Poincaré inequality of Theorem 2.19 and the
local logarithmic Sobolev inequality of Theorem 2.21. Therefore, we consider only one
of the basins of attraction Ωi for fixed i and we can omit the index i. We will write Ω
and µ instead of Ωi and µi respectively. Further, we assume w.l.o.g. that 0 ∈ Ω is the
unique minimum of H in Ω.

Let us begin with stating the two classical conditions for Poincaré and logarithmic So-
bolev inequalities. The first one is the Bakry-Émery criterion which states the convexity of
the Hamiltonian and positive curvature of the underlying space exhibits good mixing
for the associate Gibbs measure. Since we are working in the flat space, we formulate it
only in terms of the Hessian of the Hamiltonian.

Theorem 3.1 (Bakry-Émery criterion [BE85, Proposition 3, Corollaire 2]). Let H be a
Hamiltonian with Gibbs measure µ(dx) = Z−1

µ e−ε
−1H(x)dx and assume that∇2H(x) ≥ λ >

0 for all x ∈ Rn. Then µ satisfies PI(%) and LSI(α) with

% ≥ λ

ε
and α ≥ λ

ε
.

The second condition is the Holley-Stroock perturbation principle, which allows to show
Poincaré and logarithmic Sobolev inequalities for a very large class of measures. How-
ever, in general the constant obtained from this principle will be not optimal in terms
of scaling with the temperature ε.

Theorem 3.2 (Holley-Stroock perturbation principle [HS87, p. 1184]). Let H be a Hamil-
tonian with Gibbs measure µ(dx) = Z−1

µ e−ε
−1H(x)dx. Further, let ψ be a bounded function

and denote by µ̃ the Gibbs measure with Hamiltonian H + ψ, i.e.

µ(dx) =
1

Zµ
e−

H(x)
ε dx and µ̃(dx) =

1

Zµ̃
e−

H(x)+ψ(x)
ε dx.
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3. Local Poincaré and logarithmic Sobolev inequalities

Then, if µ satisfies PI(%) or LSI(α) then also µ̃ satisfy PI(%̃) or respectively LSI(α̃). Hereby
the constants satisfy the relations

%̃ ≥ e−
oscψ
ε % and α̃ ≥ e−

oscψ
ε α, (3.1)

where oscψ := supψ − inf ψ.

For the proofs relying on semigroup theory of Theorem 3.1 and Theorem 3.2 we refer
to the exposition by Ledoux [Led99b, Corollary 1.4, Corollary 1.6 and Lemma 1.2]. The
only difference is, that we always explicitly express the temperature ε and consider H
being ε-independent.

Let us summarize the reasons, why we cannot directly apply the above standard criteria
for the Poincaré and logarithmic Sobolev inequalities to a Hamiltonian restricted to the
basin of attraction of a local minimum.

• The criterion of Bakry-Émery [BE85] does not cover the present situation, because
in general H is not convex on the basin of attraction Ω.

• The perturbation principle of Holley-Stroock [HS87] cannot be applied naively
because it would yield an exponentially bad dependence of the Poincaré con-
stant % on ε.

Nevertheless, we will use both of them in the proof. The perturbation principle of
Holley-Stroock will be used very carefully. In particular, we will compare the mea-
sure µwith a measure µ̃, which is obtained from the construction of a perturbed Hamil-
tonian H̃ε such that ‖H − H̃ε‖∞ = O(ε) in Ω. The condition of slight perturbation al-
lows to compare the Poincaré and logarithmic Sobolev constants of µ and µ̃ upto an
ε-independent factor. The second step consists of a Lyapunov argument developed
by Bakry, Barthe, Cattiaux, Guillin, Wang and Wu (cf. [BBCG08], [BCG08], [CG10],
[CGW09] and [CGWW09]). The Lyapunov conditions shows similarities to the charac-
terization of the spectral gap by Donsker and Varadhan [DV76]. We will state a Lya-
punov function for µ̃, which will allow to compare the scaling behavior for the Poincaré
and logarithmic Sobolev constants with the truncated Gibbs measure µ̂a (cf. Defini-
tion 3.5 and Lemma 3.6).

The following definition is motivated by the Holley-Stroock perturbation principle and
becomes eminent from the subsequent Lemma 3.4.

Definition 3.3 (ε-modification H̃ε of H). We say that H̃ε is a ε-modification of H , if for
all ε small enough H̃ε is of classC2(Ω) ∩ C0(Ω) and satisfies the condition: H̃ε is ε-close
to H , i.e. there exists an ε-independent constant CH̃ > 0 such that

∀x ∈ Ω : |H̃ε(x)−H(x)| ≤ CH̃ε. (H̃ε)

The associated modified Gibbs measure µ̃ obtained from the ε-modified Hamiltonian
H̃ε of H is given by

µ̃(dx) =
1

Zµ̃
e−

H̃ε
ε dx.
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3.1. Lyapunov conditions . . .

Lemma 3.4 (Perturbation by an ε-modification). If the ε-modified Gibbs measure µ̃ satisfy
PI(%̃) and LSI(α̃) then the associated measure µ also satisfies PI(%) and LSI(α), where the
constants fulfill the estimate

% ≥ e−2CH̃ %̃ and α ≥ e−2CH̃ α̃. (3.2)

Proof. We just can apply Theorem 3.2 with H replaced by H̃ and ψ = H − H̃ . Finally,
observe that by (H̃ε) holds

oscψ = sup(H − H̃)− inf(H − H̃) ≤ 2|H − H̃| ≤ 2CH̃ε.

Therewith, the bound (3.1) becomes (3.2).

Definition 3.5 (Truncated Gibbs measure). To the Gibbs measure µ we associate by µ̂a
the truncated measure obtained from µ by restricting it to a ball of radius a

√
ε around

0 for some a > 0

µ̂a(dx) =
1

Zµ̂a
1Ba√ε(x) e−

H(x)
ε dx.

Lemma 3.6 (PI and LSI for truncated Gibbs measure). The measure µ̂a satisfies PI(%̂) and
LSI(α̂) for ε small enough, where

1

%̂
= O(ε) and

1

α̂
= O(ε). (3.3)

Proof. In the local minimum 0 of Ω the Hessian of H is non-degenerated by Assump-
tion 1.9 or 1.10. Therefore, for ε small enough, H is strictly convex in Ba√ε and satisfies
by the Bakry-Émery criterion (cf. Theorem 3.1) PI(%̂) and LSI(α̂) with %̂ and α̂ obeying
the relation (3.3).

3.1. Lyapunov conditions . . .

3.1.1. . . . for Poincaré inequality

In this subsection, we will show that there exists an ε-modified Hamiltonian H̃ε which
ensures that the Poincaré constant of µ̃ is of the same order as the Poincaré constant
of the truncated measure µ̂a from Definition 3.5. Therefore, we will state a Lyapunov
function for the measure µ̃. Firstly, let us introduce the notion of a Lyapunov condition.

Definition 3.7 (Lyapunov condition for Poincaré inequality). Let H : Ω → R be a
Hamiltonian and let

µ(dx) =
1Ω(x)

Zµ
e−

H(x)
ε dx
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3. Local Poincaré and logarithmic Sobolev inequalities

denote the associated Gibbs measure µ at temperature ε. Then, W : Ω → [1,∞) is a
Lyapunov function for H provided there exist constants R > 0, b > 0 and λ > 0 such
that

1

ε
LW ≤ −λW + b 1ΩR . (3.4)

[BBCG08] is recommended for further information on the use of Lyapunov conditions
for deducing Poincaré inequalities. The main ingredient of this technique is the follow-
ing statement:

Theorem 3.8 (Lyapunov condition for PI [BBCG08, Theorem 1.4.]). Suppose that H ful-
fills the Lyapunov condition (3.4) and that the restricted measure µR given by

µR(dx) = µ(dx)xΩR=
1ΩR(x)

µ(ΩR)
µ(dx), where ΩR = Ω ∩BR

satisfies PI(%R). Then, µ also satisfies PI(%) with constant

% ≥ λ

b+ %R
%R.

Proof. Having the Lyapunov condition (3.4) the proof of Theorem 3.8 becomes simple
and only relies on the symmetry of L in L2(µ). Let us just outline the argument for
which more the details can be found in [BBCG08]. Let us rewrite the Lyapunov condi-
tion (3.4) and observe

1 ≤ − LW

ελW
+
b

λ
1ΩR . (3.5)

The next observation to use the symmetry of 1
εL in L2(dµ), i.e.∫

f(−1

ε
Lg)dµ =

∫
〈∇f,∇g〉dµ

for deducing the estimate∫
f2 (−LW )

εW
dµ =

∫ 〈
∇
(
f2

W

)
,∇W

〉
dµ

= 2

∫
f

W
〈∇f,∇W 〉dµ−

∫
f2 |∇W |2

W 2
dµ

=

∫
|∇f |2 dµ−

∫ ∣∣∣∣∇f − f

W
∇W

∣∣∣∣2 dµ

≤
∫
|∇f |2 dµ.

(3.6)

Therefore, we can estimate the variance by first using varµ(f) ≤
∫

(f −m)2 dµ for any
m ∈ Rwith equality if and only ifm =

∫
fdµ and then estimating with the help of (3.5)

and (3.6) as well as the local Poincaré inequality for µR

varµ(f) ≤
∫

(f −m)2 dµ ≤
∫

(f −m)2 −LW
ελW

+
b

λ

∫
ΩR

(f −m)2 dµ

≤ 1

λ

∫
|∇f |2 dµ+

b

λ

∫
ΩR

(f −m)2 dµ.
(3.7)
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3.1. Lyapunov conditions . . .

The last step consists of setting m =
∫
fdµR and observing that the last integral in the

right-hand side of (3.7) becomes varµR(f), which can be estimated since µR satisfies
PI(%R) by assumption.

We want to apply Theorem 3.8 to our situation. Hence, we do not only have to verify the
Lyapunov condition (3.4) but also have to investigate the dependence of the constants
R, b and λ on the parameter ε.

We will use the Lyapunov approach given in Definition 3.7 and will explicitly construct
an ε−modification H̃ε of H in the sense of Definition 3.3. More precisely, we deduce
the following statement:

Lemma 3.9 (Lyapunov function for PI). Without loss of generality we may assume that
0 ∈ Ω is the unique minimum of H in Ω. Then, there exits an ε−modification H̃ε of H in the
sense of Definition 3.3 such that for some constant a > 0 large enough holds with λ0 > 0

1

2ε
∆H̃ε(x)− 1

4ε2
|∇H̃ε(x)|2 ≤ −λ0

ε
for all |x| ≥ a

√
ε. (3.8)

In particular, H̃ε satisfies the Lyapunov condition (3.4) with Lyapunov function

W (x) = exp

(
1

2ε
H̃ε(x)

)
and constants R = a

√
ε, b ≤ b0

ε
, and λ ≥ λ0

ε
. (3.9)

If the above lemma holds true the content of the local Poincaré inequality of Theo-
rem 2.19 is just a simple consequence of a combination of Theorem 3.8 and Lemma 3.4.
We will outline the proof in Section 3.2

Likewise, the statement of Lemma 3.9 directly follows from the following two observa-
tions.

Lemma 3.10. Assume that the Hamiltonian H satisfies the Assumption (A2PI). Then, there is
a constant 0 ≤ CH <∞ and 0 ≤ R̃ <∞ such that

∆H(x)

2ε
− |∇H(x)|2

4ε2
≤ −CH

ε
for all |x| ≥ R̃. (3.10)

Moreover, let us assume that H is a Morse function in the sense of Definition 1.8. Additionally,
let S denote the set of all critical points of H in Ω; that is

S = {y ∈ Ω | ∇H(y) = 0} .

Then, there exists a constant 0 < cH depending only on H such for a > 0 and ε small enough
holds

|∇H(x)| ≥ cHa
√
ε for all x /∈

⋃
y∈S

Ba
√
ε(y). (3.11)

In particular, this implies that there is a constant CH > 0 such that

∆H(x)

2ε
− |∇H(x)|2

4ε2
≤ −CH

ε
for all x ∈ BR̃(0)\

⋃
y∈S

Ba
√
ε(y). (3.12)
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3. Local Poincaré and logarithmic Sobolev inequalities

Proof. The proof basically consists only of elementary calculations based on the non-
degeneracy assumption on H . For showing (3.10) we use the assumptions (A1PI) and
(A2PI). Therefore, we define R̃ such that

∀ |x| ≥ R̃ : |∇H| ≥ CH
2

and |∇H| −∆H(x) ≥ −2KH .

Therewith, it is easy to show, that for |x| ≥ R̃ holds

∆H(x)

2ε
− |∇H(x)|2

4ε2
≤ 1

ε

(
KH −

1

2

(
1

2ε
− 1

)
C2
H

4

)
≤ −

C2
H

32ε
for ε ≤ 1

4

C2
H

C2
H + 8KH

,

which proves the statement (3.10). The condition (3.11) is first checked for a δ-neigh-
borhood around the critical points y ∈ S . There, by the Morse assumption on H (cp.
Assumption 1.9 and Definition 1.8), we can do a Taylor expansion of H around the
critical point y and find for x ∈ Bδ(y)\Ba√ε(y)

|∇H(x)| ≥
∣∣λmin(∇2H(y))

∣∣ a√ε+O(δ2). (3.13)

This shows, that (3.11) holds for x ∈ Bδ(y)\Ba√ε(y). To conclude, we assume that (3.11)
does not hold for some critical point y, i.e. for every ε > 0 and cH > 0 and a > 0 we
find x /∈ Ba

√
ε(y) such that |∇H(x)| ≤ cHa

√
ε, which by (3.13) contradicts the Morse

assumption (1.8) for ε small enough. Finally, (3.12) is a conclusion of a combination
of (3.10) and (3.11).

The second observation needed for the verification of Lemma 3.9 is given by the fol-
lowing statement, which is the main ingredient for the proof of the local Poincaré in-
equalities.

Lemma 3.11. On a basin of attraction Ω there exists an ε−modification H̃ε of H in the sense
of Definition 3.3 satisfying

(i) The modification H̃ε equals H except for small neighborhoods around the critical points
except the local minimum of H , i.e.

H̃ε(x) = H(x), for all x /∈
⋃

y∈S\{0}

Ba
√
ε(y).

(ii) There are constants 0 < CH and a > 1 such that for all small ε it holds

∆H̃ε(x)

2ε
− |∇H̃ε(x)|2

4ε2
≤ −CH

ε
for all x ∈

⋃
y∈S\{0}

Ba
√
ε(y). (3.14)

Proof of Lemma 3.11. By the property (i) of Lemma 3.11, it is sufficient to construct the ε-
modification H̃ε on a small neighborhood of any critical point y, which is not the global
minimum of H in Ω. By translation, we may assume w.l.o.g. that y = 0.
Because the Hamiltonian H is a Morse function in the sense of Definition 1.8, we may
assume that ui, i ∈ {1, . . . , n} are orthonormal eigenvectors w.r.t. the Hessian ∇2H(0).
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3.1. Lyapunov conditions . . .

The corresponding eigenvalues are denoted by λi, i ∈ {1, . . . , n}. Additionally, we may
assume w.l.o.g. that λ1, . . . , λ` < 0 and λ`+1, . . . , λn > 0 for some ` ∈ {1, . . . , n}. If all
λi < 0, we set H̃ε(x) = H(x) onBa√ε(0) and directly observe the desired statement (ii).
For the construction of H̃ε, we need a smooth auxiliary function ξ : [0,∞) → R that
satisfies

ξ′(z) = −1 for |z| ≤ a

2

√
ε and − 1 ≤ ξ′(z) ≤ 0 for z ∈ [0,∞) (3.15)

as well as for some Cξ > 0 and any |z| ≤ a
√
ε∣∣ξ′′(z)∣∣ ≤ Cξ√

ε
and ξ(z) = ξ′(z) = ξ′′(z) = 0 for |z| ≥ a

√
ε. (3.16)

Let us choose a constant δ > 0 small enough such that

−δ̃ := (n− 2`)δ +
∑̀
i=1

λi < 0 and δ ≤ 1

2
min {λi : i = `+ 1, . . . , n} . (3.17)

Because u1, . . . , un is an orthonormal basis of Rn, we introduce a norm | · |δ on Rn by

|x|2δ :=
∑̀
i=1

1

2
δ |〈ui, x〉|2 +

n∑
i=`+1

1

2
(λi − δ) |〈ui, x〉|2

The norm |·|δ is equivalent to the standard euclidean norm |·| and satisfies the estimate

δ

2
|x|2 ≤ |x|2δ ≤

λ+
max − δ

2
|x|2 ≤, (3.18)

where λ+
max = max {λi : i = `+ 1, . . . , n}. With the help of the function

Hb(x) := ξ
(
|x|2δ
)
, (3.19)

we define the ε-modification H̃ε of H on a small neighborhood of the critical point 0 as

H̃ε(x) = H(x) +Hb(x).

Note that by definition of Hb holds H̃ε(x) = H(x) for all |x|δ ≥ a
√
ε. Therefore, the

property (i) of Lemma 3.10 is satisfied by the equivalence of norms on finite dimen-
sional vectorspaces (3.18).
For the verification of the statement (ii) of Lemma 3.10, it is sufficient to deduce the
following two facts: The first one is the estimate

∆H̃(x) ≤ − δ̃
2

for all |x|δ ≤
a

2

√
ε. (3.20)

The second one is that there is a constant 0 < CH such that for a large a > 1 and small
enough ε holds

∆H̃ε(x)

2
− |∇H̃ε(x)|2

4ε
≤ −CH for all

a

2

√
ε ≤ |x|δ ≤ a

√
ε. (3.21)
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3. Local Poincaré and logarithmic Sobolev inequalities

Let us have a look at (3.20). Because the function ξ has derivative −1 for |x|δ ≤ a
2

√
ε,

straightforward calculation yields

∇2H̃(x) = ∇2H(x)−
∑̀
i=1

δ ui ⊗ ui −
n∑

i=`+1

(λi − δ) ui ⊗ ui.

Taking the trace in the above identity results in

∆H̃(x) = ∆H(x)−
n∑

i=`+1

λi + (n− 2`)δ.

By the Taylor formula there is a constant 0 ≤ C <∞ such that

|∆H(x)−∆H(0)| ≤ C|x|.

Therefore, we get for |x|δ ≤ a
2

√
ε

∆H̃(x) = ∆H(0)−
n∑

i=`+1

λi + (n− 2`)δ + ∆H(x)−∆H(0)

≤
∑̀
i=1

λi + (n− 2`)δ + C
a

2

√
ε

(3.17)
≤ −δ̃ + Ca

√
ε ≤ − δ̃

2
, for

√
ε ≤ 2δ̃

Ca
,

which yields the desired statement (3.20).
Let us turn to the verification of (3.21). On the one hand, straightforward calculation
reveals that there exists a constant 0 < C∆ <∞ such that

∆H̃(x) ≤ C∆ for all
a

2

√
ε < |x|δ < a

√
ε. (3.22)

Indeed, we observe

∆H̃ε(x) = ∆H(x) + ξ′′(|x|2δ)
∣∣∣∇|x|2δ∣∣∣2 + ξ′(|x|2δ)︸ ︷︷ ︸

≤0

∆|x|2δ︸ ︷︷ ︸
≥0

(3.16)
≤ ∆H(x) +

Cξ√
ε

∣∣∣∣∣∑̀
i=1

δ 〈ui, x〉ui +
n∑

i=`+1

(λi − δ) 〈ui, x〉ui

∣∣∣∣∣
2

≤ ∆H(x) +
Cξ√
ε
λ+

max |x|
2 ≤ CH +

Cξ√
ε
a2ε ≤ CH + Cξa

2√ε ≤ C∆,

for some C∆ and ε small enough, which yields (3.22).

On the other hand, we will deduce that there is a constant 0 < c∇ <∞ such that

|∇H̃ε(x)|2 ≥ c∇ a2 ε for all
a

2

√
ε < |x|δ < a

√
ε. (3.23)

We want to note that the observations (3.22) and (3.23) already yield the desired state-
ment (3.21). Indeed, we get for a2 ≥ 4C∆

c∇

∆H̃ε(x)

2ε
− |∇H̃ε(x)|2

4ε2
≤ C∆

2ε
− c∇a

2

4ε
≤ −C∆

2ε
for all

a

2

√
ε < |x|δ < a

√
ε,

34



3.1. Lyapunov conditions . . .

which is the desired statement (3.21). Therefore, it is only left to deduce the esti-
mate (3.23). By the definition of H̃ε from above, we can write

|∇H̃ε(x)|2 = |∇H(x)|2 + |∇Hb(x)|2 + 2 〈∇H(x),∇Hb(x)〉 . (3.24)

Let us have a closer look at each term on the right-hand side of the last identity and let
us start with the first term. By Taylor’s formula we obtain

|∇H(x)−∇2H(0)x| ≤ C∇|x|2δ (3.25)

where 0 < C∇ <∞ denotes a generic constant. Therefore, we can estimate

|∇H(x)|2 ≥ |∇2H(0)x|2 − C∇a4ε2 for |x|δ ≤ a
√
ε. (3.26)

By the definition of λ1, . . . λn, we also know

|∇2H(0)x|2 =
n∑
i=1

λ2
i |〈ui, x〉|

2 . (3.27)

Let us have a closer look at the second term in (3.24), namely |∇Hb(x)|2. From the
definition (3.19) of |∇Hb(x)|2 follows

|∇Hb(x)|2 = |ξ′(|x|2δ)|2
(∑̀
i=1

δ2 |〈ui, x〉|2 +

n∑
i=`+1

(λi − δ)2 |〈ui, x〉|2
)

≤ 2λ+
max |x|

2
δ .

(3.28)

Now, we turn the the analysis of the last term, namely 2 〈∇H(x),∇Hb(x)〉. By using the
estimates (3.25) and (3.28), we get for |x|δ ≤ a

√
ε.

〈∇H(x),∇Hb(x)〉 =
〈
∇2H(0)x,∇Hb(x)

〉
+
〈
∇H(x)−∇2H(0)x,∇Hb(x)

〉
(3.25)
≥
〈
∇2H(0)x,∇Hb(x)

〉
− 2C∇λmax|x|3δ (3.29)

≥ −
∑̀
i=1

λiδ
∣∣ξ′ (|x|2δ)∣∣ |〈ui, x〉|2 − n∑

i=`+1

λi(λi − δ)
∣∣ξ′ (|x|2δ)∣∣ |〈ui, x〉|2 − 2C∇λmaxa

3ε
3
2 .

Combining now the estimates and identities (3.24), (3.26), (3.27), (3.28) and (3.29), we
arrive for |x|δ ≤ a

√
ε at

|∇H̃ε(x)|2 ≥
∑̀
i=1

(
λi − δ

∣∣ξ′ (|x|2δ)∣∣)2
|〈ui, x〉|2

+
n∑

i=`+1

(
λi − (λi − δ)

∣∣ξ′ (|x|2δ)∣∣)2
|〈ui, x〉|2 − 4C∇λ

+
maxa

3ε
3
2 .

By (3.15) holds |ξ′(|x|2δ)| ≤ 1, which applied to the last inequality yields

|∇H̃ε(x)|2 ≥ δ2
n∑
i=1

|〈ui, x〉|2 − 4C∇λ
+
maxa

3ε
3
2 .
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3. Local Poincaré and logarithmic Sobolev inequalities

Because u1, . . . un is an orthonormal basis ofRn, the desired statement (3.23) follows for
a
√
ε

2 ≤ |x|δ ≤ a
√
ε from

|∇H̃ε(x)|2 ≥ = δ2|x|2 − 4C∇λ
+
maxa

3ε
3
2

(3.18)
≥ 2δ2

λ+
max
|x|2δ − 4C∇λ

+
maxa

3ε
3
2

≥ δ2

2λ+
max

a2ε− 4C∇λ
+
maxa

3ε
3
2 ≥ c∇a2ε

for some c∇ < δ2

2λ+
max

and ε small enough.

We have collected all auxiliary results needed in the proof of Lemma 3.9.

Proof of Lemma 3.9. The condition (3.8) is a consequence of (3.10) from Lemma 3.10 and
of (3.14) from Lemma 3.11. Now, we verify the Lyapunov condition (3.4) and calculate
with W = exp

(
1
2εH̃ε

)
1

ε

LW

W
=

1

2ε
∆H̃ε +

1

4ε2
|∇H̃ε|2 −

1

2ε2
|∇H̃ε|2 =

1

2ε
∆H̃ε −

1

4ε2
|∇H̃ε|2.

Choosing |x| ≥ a
√
ε := R one obtains from (3.8) the estimate λ ≥ λ0

ε . If |x| ≤ a
√
ε, we

note that H̃ε = H in Ba
√
ε(0). Furthermore, H is quadratic around 0 and therefore is

bounded by H(x) ≤ CHa
2ε for |x| ≤ a

√
ε. Using, this in the definition of W , we arrive

at the bound for |x| ≤ a
√
ε

W (x) = e
1
2ε
H(x) ≤ e

CHa
2

2 .

This yields the desired estimate on the constant b, namely for |x| ≤ a
√
ε

1

ε
LW (x) ≤ 1

2ε
∆H(x)W (x) ≤ CHe

CHa
2

2

ε
=:

b0
ε
,

which finishes the proof.

3.1.2. . . . for logarithmic Sobolev inequality

The Lyapunov condition for proving a logarithmic Sobolev inequality is stronger than
the one for Poincaré inequality. Nevertheless, the construction of the ε-modified Hamil-
tonian H̃ε from the previous section carries over and we can mainly use the same
Lyapunov function as for the Poincaré inequality. The Lyapunov condition for log-
arithmic Sobolev inequalities goes back to the work of Cattiaux, Guillin, Wand and
Wu [CGWW09]. We will apply the results in the form of the work [CGW09]. We will
restate the proofs of the main results in [CGW09] for two reasons: Firstly, to adopt the
notation to the low temperature regime and more importantly, to work out the explicit
dependence between the constants of the Lyapunov condition, the logarithmic Sobolev
constant and especially their ε-dependence.
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3.1. Lyapunov conditions . . .

Theorem 3.12 (Lyapunov condition for LSI [CGW09, Theorem 1.2]). Suppose that there
exists a C2-function W : Ω→ [1,∞) and constants λ, b > 0 such that for L = ε∆−∇H · ∇
holds

∀x ∈ Ω :
1

ε

LW

W
≤ −λ |x|2 + b. (3.30)

Further assume, that ∇2H ≥ −KH for some KH > 0 and µ satisfies PI(%), then µ satisfies
LSI(α) with

1

α
≤ 2

√√√√ 1

λ

(
1

2
+
b+ λµ(|x|2)

%

)
+
KH

2ελ
+
KH(b+ λµ(|x|2)) + 2ελ

%ελ
. (3.31)

where µ(|x|2) denotes the second moment of µ.

Lemma 3.13 ([CGW09, Lemma 3.4]). Assume that U is a non-negative locally Lipschitz
function such that for some lower bounded function φ

LeU

eU
= LU + ε |∇U |2 ≤ −εφ (3.32)

in the distributional sense. Then for any g holds∫
φg2dµ ≤

∫
|∇g|2 dµ.

Proof. We can assume w.l.o.g. that g is smooth with bounded support and φ is bounded.
For the verification of the desired statement, we need the symmetry of L in L2(µ):∫

(−Lf)gdµ =

∫
f(−L)gdµ = ε

∫
∇f · ∇gdµ, (3.33)

and the simple estimate

2g∇U · ∇g ≤ |∇U |2 g2 + |∇g|2 . (3.34)

An application of the assumption (3.32) yields

ε

∫
φg2dµ

(3.32)
≤
∫ (
−LU − ε |∇U |2

)
g2dµ

(3.33)
= ε

∫ (
2g∇U · ∇g − |∇U |2 g2

)
dµ

(3.34)
≤ ε

∫
|∇g|2 dµ,

which is the desired estimate.

The proof of Theorem 3.12 relies on an interplay of some other functional inequalities,
which will not occur anywhere else. Therefore, in Appendix D a condensed summary
may be found.
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3. Local Poincaré and logarithmic Sobolev inequalities

Proof of Theorem 3.12. The argument of [CGW09] is a combination of the Lyapunov con-
dition (3.30) leading to a defective WI inequality and the use of the HWI inequality
of Otto and Villani [OV00]. In the following, we will use the measure ν given by
ν(dx) = h(x)µ(dx), where we can assume w.l.o.g. that ν is a probability measure,
i.e.
∫
h dµ = 1. The first step is to estimate the Wasserstein distance in terms of the total

variation (cf. Theorem D.2 and [Vil09, Theorem 6.15])

W 2
2 (ν, µ) ≤ 2‖|·|2 (ν − µ)‖TV . (3.35)

For every function g with |g| ≤ φ(x) := λ |x|2, where λ is from the Lyapunov condi-
tion (3.30) we get∫

g d(ν − µ) ≤
∫
φ dν +

∫
φ dµ =

∫
(λ |x|2 − b)h(x) µ(dx) +

∫
b dν + µ(φ), (3.36)

We can apply to
∫

(λ |x|2 − b)h dµ Lemma 3.13, where the assumption is exactly the
Lyapunov condition (3.30) by choosing U = logW and arrive at∫

(λ |x|2 − b)h dµ ≤
∫ ∣∣∣∇√h∣∣∣2 dµ =

∫
|∇h|2

4h
dµ =

1

2
I(ν|µ), (3.37)

by the definition of the Fisher information. Taking the supremum over g in (3.36) and
combining the estimate with (3.35) and (3.37) we arrive at the defective WI inequality

λ

2
W 2

2 (ν, µ) ≤ λ‖|·|2 (ν − µ)‖TV ≤
1

2
I(ν|µ) + b+ µ(φ). (3.38)

The next step is to use the HWI inequality (cf. Theorem D.6 and [OV00, Theorem 3]),
which holds by the assumption∇2H ≥ −KH

Entµ(h) ≤W2(ν, µ)
√

2I(ν|µ) +
KH

2ε
W 2

2 (ν, µ).

Substituting the defective WI inequality into the HWI inequality and using the Young
inequality ab ≤ τ

2a
2 + 1

2τ b
2 for τ > 0 results in

Entµ(h) ≤ τI(ν|µ) +

(
1

2τ
+
KH

2ε

)
W 2

2 (ν, µ)

(3.38)
≤
(
τ +

1

2λ

(
1

τ
+
KH

ε

))
I(ν|µ) +

1

λ

(
1

τ
+
KH

ε

)
(b+ µ(φ)).

(3.39)

The last inequality is of the type Entµ(h) ≤ 1
αd
I(ν|µ) + B

∫
hdµ and is often called

defective logarithmic Sobolev inequality dLSI(αd, B). It is well-known, that a defective
logarithmic Sobolev inequality can be tightened by a Poincaré inequality PI(%) to a
logarithmic Sobolev inequality with constant (cf. Proposition D.9)

1

α
=

1

αd
+
B + 2

%
. (3.40)
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3.1. Lyapunov conditions . . .

A combination of (3.39) and (3.40) reveals

1

α
= τ +

1

2λ

(
1

τ
+
KH

ε

)
+

1

%

(
1

λ

(
1

τ
+
KH

ε

)
(b+ µ(φ)) + 2

)
= τ +

1

τ

1

λ

(
1

2
+
b+ µ(φ)

%

)
+
KH

2ελ
+
KH(b+ µ(φ)) + 2ελ

%ελ
= τ +

c1

τ
+ c2.

The last step is to optimize in τ , which leads to τ =
√
c1 and therefore 1

α = 2
√
c1 + c2.

The final result (3.31) follows by recalling the definition of φ(x) = λ |x|2.

For proofing the Lyapunov condition (3.30) we can use the construction of an ε-modifi-
cation done in Lemma 3.11.

Lemma 3.14 (Lyapunov function for LSI). There exists an ε-modification H̃ε ofH satisfying
the Lyapunov condition (3.30) with Lyapunov function

W (x) = exp

(
1

2ε
H̃ε(x)

)
and constants b =

b0
ε
, and λ ≥ λ0

ε
for some b0, λ0 > 0

and Hessian∇2H̃(x) ≥ −KH̃ for some KH̃ ≥ 0.

The proof consists of three steps, which correspond to three regions of interests. First,
we will consider a neighborhood of∞, i.e. we will fix some R̃ > 0 and only consider
|x| ≥ R̃. This will be the analog estimate to formula (3.10) of Lemma 3.10. Then, we
will look at an intermediate regime for a

√
ε ≤ |x| ≤ R̃, where we will have to take

special care for the neighborhoods around critical points and use the construction of
Lemma 3.11. The last regime is for |x| ≤ a

√
ε, which will be the simplest case.

Therefore, besides the construction done in the proof of Lemma 3.11, we need an anal-
ogous formulation of Lemma 3.10 under the stronger assumption (A1LSI).

Lemma 3.15. Assume that the Hamiltonian H satisfies Assumption (A1LSI). Then, there is a
constant 0 ≤ CH <∞ and 0 ≤ R̃ <∞ such that for ε small enough

∆H(x)

2ε
− |∇H(x)|2

4ε2
≤ −CH

ε
|x|2 for all |x| ≥ R̃. (3.41)

We skip the proof of the Lemma 3.15, because it would work in the same way as for
Lemma 3.10 and only consists of elementary calculations based on the non-degeneracy
assumption on H . The only difference, is that we now demand the stronger state-
ment (3.41), which is a consequence of the stronger assumption (A1LSI) in comparison
to assumption (A2PI).

Now, we have collected the auxiliary statements and can proof Lemma 3.14.

Proof of Lemma 3.14. First, let us check the lower bound on the Hessian of H̃ . We will
use the same construction as of the Poincaré inequality in Lemma 3.11. Therefore, the
support of H̃ − H is compact and H̃ is composed only of smooth functions, which
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3. Local Poincaré and logarithmic Sobolev inequalities

already implies the lower bound on the Hessian for compact domains. Outside a suffi-
cient large domain, the lower bound is just the Assumption (A2LSI). Now we can turn
to verify the Lyapunov condition (3.30) and calculate with W = exp( 1

2εH̃ε)

1

ε

LW

W
=

1

2ε
∆H̃ε +

1

4ε2
|∇H̃ε|2 −

1

2ε2
|∇H̃ε|2 =

1

2ε
∆H̃ε −

1

4ε2
|∇H̃ε|2.

If |x| ≥ R̃ with R̃ given in Lemma 3.15, we apply (3.41) and have the Lyapunov condi-
tion fulfilled with constant λ = CH

ε . This allows us to only consider x ∈ BR̃ ∩ Ω, which
is of course bounded. In this case, Lemma 3.9 yields for a

√
ε ≤ |x| ≤ R̃ the estimate

1

ε

LW

W
≤ −λ0

ε
≤ − λ0

R̃2ε
|x|2 . (3.42)

For |x| ≤ a
√
ε holds by the representation (3.42) since H is smooth and strictly convex

in Ba√ε the bound
1

ε

LW

W
≤ 1

2ε
∆H(x) ≤ b0

ε
. (3.43)

A combination of (3.42) and (3.43) is the desired estimate (3.30).

3.2. Proof of the local inequalities

In the previous Section 3.1, we were able to construct Lyapunov functions for the
Hamiltonian restricted to the basin of attraction for each minimum. This is sufficient to
finally prove the local Poincaré and logarithmic Sobolev inequalities of Theorem 2.19
and Theorem 2.21, which consist of mainly checking, whether the constants in the Lya-
punov conditions show the right scaling behavior in ε. Let us start by restating the local
Poincaré inequality.

Theorem 2.19 (Local Poincaré inequality). The local measures {µi}Mi=1, obtained by restrict-
ing µ to the basin of attraction Ωi of the local minimum mi (cf. (2.7)), satisfy PI(%i) with

%−1
i = O(ε).

Proof. We prove the theorem for each µi individually and omit the index i. The first step
is the application of the Holley-Stroock perturbation principle in Lemma 3.4, which
ensures that whenever H̃ε is an ε-modification of H , i.e. supx∈Ω|H̃ε(x)−H(x)| ≤ CH̃ε,
the Poincaré constants are of the same order in terms of scaling in ε, i.e.

% ≥ e−2CH̃ %̃. (3.44)

In the next step, we construct an explicit ε-modification H̃ satisfying the Lyapunov
condition Definition 3.7. Therefore, we can apply Theorem (3.8) with constant λ and b
satisfying the bounds (3.9) from Lemma 3.9. This leads to a lower bound for %̃ by

%̃ ≥ λ%R
b+ %R

≥ λ0%R
b0 + ε%R

. (3.45)

40



3.2. Proof of the local inequalities

The final step is to observe that, since R = a
√
ε, we can assume that the measure µ̃R =

µ̃xBa√ε is just the measure µ̂a. Therefore, it holds %−1
R = O(ε) by Lemma 3.6, which

leads by combining the estimates (3.44) and (3.45) to the conclusion %−1 = O(ε).

Before continuing with the proof of the local logarithmic Sobolev inequality Theo-
rem 2.21, we want to remark, that the Lyapunov condition for the Poincaré inequality
and in particular for the logarithmic Sobolev inequality imply an estimate of the second
moment of µ.

Lemma 3.16 (Second moment estimate). If H fulfills the Lyapunov condition (3.4), then µ
has finite second moment and it holds∫

|x|2 µ(dx) ≤ 1 + bR2

λ
(3.46)

Proof. We use the equation (3.7) from the proof of Theorem 3.8, where have deduced
that for a nice function f and any m ∈ R holds∫

(f −m)2 dµ ≤ 1

λ

∫
|∇f |2 dµ+

b

λ

∫
ΩR

(f −m)2 dµ.

We set f(x) = |x| and m = 0 to observe the estimate (3.46).

The construction done in Section 3.1.1 leads to the immediate results.

Corollary 3.17. If H fulfills the assumptions (A1PI) and (A2PI), then µ has finite second
moment and it holds ∫

|x|2 µ(dx) = O(ε).

Proof. We cannot apply the previous Lemma 3.16, but first have to do a change of mea-
sure to a measure µ̃, where µ̃ comes from an ε-modified Hamiltonian H̃ε of H∫

|x|2 dµ ≤ e2CH̃

∫
|x|2 dµ̃.

Moreover, Lemma 3.9 ensures that H̃ε satisfies the Lyapunov condition (3.4) with con-
stants λ ≥ λ0

ε , b ≤ b0
ε and R = a

√
ε. Now, we can apply the previous Lemma 3.16 and

immediately observe the result.

Theorem 2.21 (Local logarithmic Sobolev inequality). The local measures {µi}Mi=1, ob-
tained by restricting µ to the basin of attraction Ωi of the local minimum mi (cf. (2.7)), satisfy
LSI(αi) with

α−1
i = O(1).
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3. Local Poincaré and logarithmic Sobolev inequalities

Proof. For the same reason as in the proof of Theorem 2.19, we omit the index i. The
first step is also the same as in the proof of Theorem 2.19. By Lemma 3.4 we obtain that,
whenever H̃ε is an ε-modification of µ in the sense of Definition 3.3, the logarithmic
Sobolev constants α and α̃ of µ and µ̃ satisfy α ≥ exp(−2CH̃)α̃.
The next step is to construct an explicit ε-modification H̃ satisfying the Lyapunov con-
dition (3.30) of Theorem 3.12, which is provided by Lemma 3.14.
Additionally, the logarithmic Sobolev constant α̃ depends on the second moment of µ̃.
Since H̃ε satisfies by Lemma 3.9 in particular the Lyapunov condition for the Poincaré
inequality (3.4) with constants λ ≥ λ0

ε , b ≤ b0
ε and R = a

√
ε, we can apply Lemma 3.16

and arrive at ∫
|x|2 dµ̃ ≤ 1 +R2b

λ
≤ 1 + b0a

2

λ0
ε = O(ε).

Now, we have control on all constants occurring in (3.31) and can determine the loga-
rithmic Sobolev constant α̃ of µ̃. Let us estimate term by term of (3.31) and use the fact
from Theorem (2.19), that µ̃ satisfies PI(%̃) with %̃−1 = O(ε)

2

√√√√ 1

λ

(
1

2
+
b+ λµ̃(|x|2)

%

)
≤ 2

√
ε

λ0

(
1

2
+O(1)

)
= O(

√
ε).

The second term evaluates to KH
2ελ = O(1) and finally the last one

KH(b+ λµ̃(|x|2)) + 2ελ

%ελ
= O(ε)

(
KH

(
b0
ε

+O(ε)

)
+O(1)

)
= O(1).

A combination of all the results leads to the conclusion α̃−1 = O(1) and since H̃ε is only
an ε-modification of H also α−1 = O(1).

3.3. Optimality in one dimension

We want to close this chapter with a remark regarding the optimality of Theorem (2.19)
and Theorem (2.21). We claim that the results are optimal in terms of scaling w.r.t. ε
for measures obtained by restricting a Gibbs measure to the basin of attraction of a lo-
cal minimum of its Hamiltonian. We will indicate the optimal behavior by estimating
the Poincaré and logarithmic Sobolev constant for a characteristic energy landscape in
one dimension. There exist two functionals, namely the Muckenhoupt and Bobkov-Götze
functional, which allow to determine the Poincaré and logarithmic Sobolev constants
for a given one dimensional measure up to a universal multiplicative factor. This is
enough to show the optimal scaling behavior in ε. Let us now introduce the Mucken-
houpt and Bobkov-Götze functional and after that apply them to a specific one dimen-
sional example.
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3.3. Optimality in one dimension

3.3.1. Muckenhoupt and Bobkov-Götze functional

Theorem 3.18 (Muckenhoupt functional). Let µ be a probability measure onR with density
e−H(x) with respect to the Lebesgue measure on its support. Then, the constants B−m and B+

m

defined by

B−m = sup
x≤m

(∫ m

x
eH(y)dy

∫ x

−∞
e−H(y)dy

)
B+
m = sup

x≥m

(∫ x

m
eH(y)dy

∫ ∞
x

eH(y)dy
) (3.47)

are finite for µ-a.e. m if and only if they are finite for one common m.

Further, µ satisfies a Poincaré inequality PI(%) if and only if B−m and B+
m are finite. In this

case % obeys the estimate

max
{

(1− Fµ(m))B−m, Fµ(m)B+
m

}
≤ %−1 ≤ 4 max

{
B−m, B

+
m

}
,

where Fµ(m) = µ((−∞,m]). Especially, by setting m = m∗ with m∗ the median of µ, i.e.
Fµ(m∗) = 1

2 , then it holds

1

2
max

{
B−m∗ , B

+
m∗
}
≤ %−1 ≤ 4 max

{
B−m∗ , B

+
m∗
}
,

In the original work [Muc72], the main interest was to show the existence and to find
estimate on the optimal constant in weighted Hardy type inequalities. For the proof
and the detailed references how Theorem 3.18 evolved from [Muc72], we refer to Sec-
tion 5.3.

After bringing the Muckenhoupt functional [Muc72] in the context of Poincaré inequal-
ities, the question arose, whether there exists an analogous functional for the logarith-
mic Sobolev inequality. It was discovered by Bobkov and Götze [BG99] and we will
refer to it as the Bobkov-Götze functional.

Theorem 3.19 (Bobkov-Götze functional [BG99, Theorem 1.1]). Let µ be a probability
measure on R with density e−H(x) w.r.t. to the Lebesgue measure on its support. Then, the
measure µ satisfies LSI(α) for some constant α if and only if D− + D+ < ∞. In this case, α
satisfies

K0(D− +D+) ≤ 1

α
≤ K1(D− +D+),

where K0 and K1 are certain positive constants and D− and D+ are given by

D− = sup
x<m

(∫ x

−∞
e−H(y)dy log

(∫∞
−∞ e

−H(y)dy∫ x
−∞ e

−H(y)dy

)∫ m

x
eH(y)dy

)

D+ = sup
x>m

(∫ ∞
x

e−H(y)dy log

(∫∞
−∞ e

−H(y)dy∫∞
x e−H(y)dy

)∫ x

m
eH(y)dy

) (3.48)

and m is the median of the probability measure µ.
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3. Local Poincaré and logarithmic Sobolev inequalities

3.3.2. Application to characteristic energy landscape

In this section, we want to estimate the Poincaré and logarithmic Sobolev constant in
the regime of low temperature ε � 1 for some a Hamiltonian being itself the basin of
attraction. The Hamiltonian function is given by

x ∈ [−1, 1] : H(x) = 1− (1− x2)2 and x 6∈ [−1, 1] : H(x) =∞. (3.49)

The according Gibbs measure at temperature ε has the form

µ(dx) =
1

Zµ
e−

H(x)
ε dx and Zµ =

∫ 1

−1
e−

H(x)
ε dx. (3.50)

1

∞

−1 0 1

Figure 3.1.: Cartoon of a basin of attraction in one dimension

Lemma 3.20. The Gibbs measure µ given by (3.50) with Hamiltonian (3.49) satisfies for ε ≤ 1

ε

CB
≤ B+ = B− ≤ CBε (3.51)

1

CD
≤ D+ = D− ≤ CD. (3.52)

In particular, the measure µ satisfies PI(%) and LSI(α) with

ε

C̃B
≤ 1

%
≤ C̃Bε and

1

C̃D
≤ 1

α
≤ C̃D.

Proof. The median m of µ is equal to 0, due to µ is symmetric. Another consequence
of the symmetry is that by definition (3.47) holds B+

m = B−m and also definition (3.48)
implies D+

m = D−m. Therefore, we can concentrate on the evaluation of B+
m and D+

m and
consider the functions for x ∈ (0, 1)

B+(x) =

∫ x

0
eH(y)dy

∫ 1

x
eH(y)dy

and D+(x) =

∫ x

m
eH(y)dy

∫ 1

x
e−H(y)dy log

(
Zµ∫ 1

x e
−H(y)dy

)
.

44



3.3. Optimality in one dimension

The upper bound for B+(x) follows from the observations

∀y ∈ [0, x] : H(y) ≤ H(x)− (y−x)2 and ∀y ∈ [x, 1] : H(y) ≥ H(x)+(y−x)2. (3.53)

Therewith, we can estimate B+(x)

B+(x)
(3.53)
≤
∫ x

0
e
H(x)
ε
− (y−x)2

ε dy
∫ 1

x
e−

H(x)
ε
− (y−x)2

ε dy =

∫ x

0
e−

y2

ε dy
∫ 1−x

0
e−

y2

ε dy ≤ π

4
ε,

where in the last step we extended the domain of integration onto [0,∞) for both inte-
grals and evaluated the Gaussian integrals. For the lower bound, it is enough to give a
lower bound for B+(x) for one single specific x. We will use the choice x =

√
ε

2 . For the
estimate we use the rough bound 0 ≤ H(x) ≤ 2x2 on [−1, 1] and calculate

B+(
√
ε

2 ) ≥
∫ √ε

2

0
e
H(y)
ε dy

∫ 1

√
ε

2

e−
2y2

ε dy ≥
√
ε

2

√
ε

2

∫ 2√
ε

1
e−

y2

2 dy

≥ ε

4

∫ 2

1
e−

y2

2 dy =:
cH
4
ε,

where we assumed in the last estimate ε ≤ 1. Hence, we finished the proof of (3.51)
with constant CB = max

{
π
4 ,

4
c

}
.

For the function D+(r), we first have to asymptotically evaluate Zµ

Zµ =

√
π

2

√
ε+O(ε).

Since, we are not interested in the asymptotic sharp estimate, it is enough to use the
bounds obtain by comparing with Gaussian integrals by using x2 ≤ H(x) ≤ 2x2

on [−1, 1] √
π

2

√
ε ≤ Zµ ≤

√
πε. (3.54)

Furthermore, we need an improved bound for the integral
∫ 1
x e
−H(y)

ε dy, which is again
obtained by the upper bound H(x) ≤ 2x2 on [−1, 1] by comparing

∫ 1

x
e−

H(y)
ε dy ≥

∫ 1

x
e−

2y2

ε dy =

√
ε

2
e−

2x2

2

∫ 2√
ε
(1−x)

0
e−

y2

2 dy. (3.55)

For bounding the remaining Gaussian integral, we can simply use the rough estimate
where the concrete constants are chosen for convenience

1√
2

min
{√

π
2 ,

1√
2
r
}
≤
∫ r

0
e−

y2

2 dy ≤ min
{√

π
2 , r
}
. (3.56)

Hence, for the estimate of D+(x) we can use the same strategy like in the estimate
of B+(x), especially employing the property (3.53), but now with an improved upper
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3. Local Poincaré and logarithmic Sobolev inequalities

bound for
∫ 1
x e
−H(y)

ε dy to compensate the logarithmic term

D+(x)
(3.53)
≤
∫ x

0
e
H(x)
ε
− (y−x)2

ε dy
∫ 1

x
e−

H(x)
ε
− (y−x)2

ε dy log

( √
πε∫ 1

x e
−H(y)dy

)
(3.55)
≤
∫ x

0
e−

y2

ε dy︸ ︷︷ ︸
≤
√
π
2
√
ε

∫ 1−x

0
e−

y2

ε dy︸ ︷︷ ︸
y 7→
√

ε
2
y

log

 √
πε

√
ε

2 e−
2x2

2

∫ 2√
ε
(1−x)

0 e−
y2

2 dy



(3.56)
≤
√

π
2

√
ε
√

ε
2 min

{√
π
2 ,
√

2
ε (1− x)

}
log

 2
√
πe

2x2

ε

1√
2

min
{√

π
2 ,
√

2
ε (1− x)

}


≤ π√
2

+ π
2
√

2
ε log(2

√
π)−

√
π
2 ε ψ

(
1√
2

min

{√
π
2 ,
√

2
ε (1− x)

})
,

where ψ(x) := x log x, which is bounded from below by −1
e . Hence, we obtain the first

part of (3.52), i.e. the bound D+(x) ≤ π
2 + O(ε) for x ∈ [0, 1]. The lower bound can

be obtained in the dual way. Observe that H also satisfies the bound 1 − 4(x − 1)2 ≤
H(x) ≤ 1 − (x − 1)2 ≤ 1, which leads to the following estimate of the single factors of
D+(x), where we choose x = 1−

√
ε

2 and assume again ε ≤ 1

∫ 1−
√
ε

2

0
e
H(y)
ε dy ≥ e

1
ε

∫ 1

√
ε

2

e−
4y2

ε dy = e
1
ε
√
ε

∫ 1

1
2

e−4y2
dy =: e

1
ε
√
ε c1. (3.57)

For the second term, we simply obtain the lower bound∫ 1

1−
√
ε

2

e−
H(y)
ε dy ≥ e−

1
ε

√
ε

2 . (3.58)

Additionally, we need an upper bound for the same term, where we use H(x) ≤ 1 −
(x− 1)2

∫ 1

1−
√
ε

2

e−
H(y)
ε dy ≤ e−

1
ε

∫ √ε
2

0
e−

y2

ε = e−
1
ε
√
ε

∫ 1
2

0
e−y

2
dy =: e−

1
ε
√
ε c2. (3.59)

A combination of the estimates (3.54), (3.57), (3.58), (3.59) results in the lower bound

D+(1−
√
ε

2 ) ≥ ε c1

2
log

 √
π
2 ε

e−
1
ε
√
εc2

 =
c1

2
+O(ε).

Finally, this shows (3.52) and finishes the proof.
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Chapter4
Mean-difference estimates
– weighted transport distance

This chapter is devoted to the proof of Theorem 2.23. We want to estimate the mean-
difference

(
Eµif − Eµjf

)2 for i and j fixed. The proof consists of four steps:

In the first step, we introduce the weighted transport distance in Section 4.1. This distance
depends on the transport speed similarly to the Wasserstein distance, but in addition
weights the speed of a transported particle w.r.t. the reference measure µ. The weighted
transport distance allows in general for a variational characterization of the constant C
in the inequality (

Eµi(f)− Eµj (f)
)2 ≤ C ∫ |∇f |2 dµ.

The problem of finding good estimates of the constant C is then reduced to the prob-
lem of finding a good transport between the measures µi and µj w.r.t. to the weighted
transport distance.

For measures as general as µi and µj , the construction of an explicit transport interpo-
lation is not feasible. Therefore, the second step consists of an approximation, which
is done in Section 4.2. There, the restricted measures µi and µj are replaced by sim-
pler measures νi and νj , namely truncated Gaussians. We show in Lemma 4.7 that this
approximation only leads to higher order error terms.

The most import step, the third one, consists of the estimation of the mean-difference
w.r.t. the approximations νi and νj . Because the structure of νi and νj is very simple, we
can explicitly construct a transport interpolation between νi and νj (see Lemma 4.12 in
Section 4.3).

The last step consists of combining the results of Lemma 4.7 and Lemma 4.12 (cf. Sec-
tion 4.4). To demonstrate the flexibility of the weighted transport distance, we will
deduce a mean-difference estimate, where the non-degeneracy Assumption 1.12 is not
completely fulfilled in Section 4.5.
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4. Mean-difference estimates – weighted transport distance

4.1. Mean-difference estimates by transport

At the moment let us consider two arbitrary measures ν0 � µ and ν1 � µ. The overall
aim is to estimate the mean-difference

(Eν0(f)− Eν1(f))2 .

The starting point of the estimation is a representation of the mean-difference as a trans-
port interpolation. This idea goes back to Chafaï and Malrieu [CM10]. However, they
used a similar but non-optimal estimate for our purpose. Hence, let us consider a trans-
port map U between ν0 and ν1, i.e. the push forward of ν0 under the map U is given
by U]ν0 = ν1. Further, let (Φs)s∈[0,1] be a smooth interpolation between the identity and
the transport map U , i.e.

Φ0 = Id, Φ1 = U, and (Φs)]ν0 = νs.

The representation of the mean-difference as a transport interpolation is attained by
using the fundamental theorem of calculus, i.e.

(Eν0(f)− Eν1(f))2 =

(∫ ∫ 1

0

df(Φs)

ds
ds dν0

)2

=

(∫ 1

0

∫
〈∇f(Φs), Φ̇s〉 dν0 ds

)2

.

At this point it is tempting to apply the Cauchy-Schwarz inequality inL2(dν0×ds) lead-
ing to the estimate of Chafaï and Malrieu [CM10]. However, this strategy would not
yield the pre-exponential factors in the Eyring-Kramers formula (2.25) (cf. Remark 4.2).
On Stephan Luckhaus’ advice the author realized the fact that it really matters on which
integral you apply the Cauchy-Schwarz inequality. This insight lead to the following
proceeding

(Eν0(f)− Eν1(f))2 =

(∫ 1

0

∫
〈∇f(Φs), Φ̇s〉 dν0 ds

)2

=

(∫ 1

0

∫
〈∇f, Φ̇s ◦ Φ−1

s 〉 dνs ds
)2

≤
(∫
|∇f |

∫ 1

0
|Φ̇s ◦ Φ−1

s |
dνs
dµ

ds dµ
)2

≤
∫ (∫ 1

0
|Φ̇s ◦ Φ−1

s |
dνs
dµ

ds
)2

dµ
∫
|∇f |2 dµ. (4.1)

Note that in the last step we have applied the Cauchy-Schwarz inequality only in
L2(dµ) and that the desired Dirichlet integral

∫
|∇f |2 dµ is already recovered.

The prefactor in front of the the Dirichlet energy on the right-hand side of (4.1) only
depends on the transport interpolation (Φs)s∈[0,1]. Hence, we can infimize over all pos-
sible admissible transport interpolations and arrive at the following definition.
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4.1. Mean-difference estimates by transport

Definition 4.1 (Weighted transport distance Tµ). Let µ be an absolutely continuous
probability measure on Rn with connected support. Additionally, let ν0 and ν1 be two
probability measures such that ν0 � µ and ν1 � µ, then define the weighted transport
distance by

T 2
µ (ν0, ν1) = inf

Φs

∫ (∫ 1

0
|Φ̇s ◦ Φ−1

s |
dνs
dµ

ds
)2

dµ. (4.2)

The family (Φs)s∈[0,1] is chosen absolutely continuous in the parameter s such that Φ0 =
Id on supp ν0 and (Φ1)]ν0 = ν1. For a fixed family and (Φs)s∈[0,1] and a point x ∈ suppµ
the cost density is defined by

A(x) :=

∫ 1

0
|Φ̇s ◦ Φ−1

s (x)| νs(x) ds. (4.3)

Remark 4.2 (Relation of Tµ to [CM10]). In general, the transport cost Tµ(ν0, ν1) is always
smaller than the constant obtained by Chafaï and Malrieu [CM10, Section 4.6]. Indeed,
applying the Cauchy-Schwarz inequality on L2(ds) in (4.2) yields

T 2
µ (ν0, ν1) ≤ inf

Φs

∫ ∫ 1

0
|Φ̇s ◦ Φ−1

s |2
dνs
dµ

ds
∫ 1

0

dνs
dµ

ds dµ

≤ inf
Φs

(
sup
x

(∫ 1

0

dνs
dµ

(x) ds
)∫ ∫ 1

0
|Φ̇s|2 ds dν0

)
,

where we used the assumption that νs � µ for all s ∈ [0, 1] in the last L1-L∞ estimate.

Remark 4.3 (Relation of Tµ to the L2−Wasserstein distance W2 ). If the support of µ is
convex, we can set the transport interpolation (Φs)s∈[0,1] to the linear interpolation map
Φs(x) = (1−s)x+sU(x). Assuming that U is the optimalW2-transport map between ν0

and ν1, the estimate in Remark 4.2 becomes

T 2
µ (ν0, ν1) ≤

(
sup
x

∫ 1

0

dνs
dµ

(x) ds
)
W 2

2 (ν0, ν1). (4.4)

Remark 4.4 (Invariance under time rescaling). The cost density A given by (4.3) is inde-
pendent of rescaling the transport interpolation in the parameter s. Indeed, we observe
that

A(x) =

∫ 1

0
|Φ̇s ◦ Φ−1

s (x)| νs(x) ds =

∫ T

0
|Φ̇T
t ◦ (ΦT

t )−1(x)| νTt (x) dt,

where ΦT
t = Φt/T and νTt = νt/T .

In this paragraph, we show that Tµ(·, ·) actually is a distance justifying the term weighted
transport distance. It turns out that the distance Tµ(·, ·) is a metric on a subspace of the
space of probability measures on Rn with finite second moment. The main restriction
is that the weighted transport distance is very sensitive to support constraints, which
are difficult to check for interpolations between general measures.
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4. Mean-difference estimates – weighted transport distance

Proposition 4.5 (Tµ as a distance). Assume that µ is absolutely continuous w.r.t. the Lebesgue
measure. Additionally, assume that µ has convex support and finite second moment. Then
Tµ(·, ·) is a distance on the space

Pµ := {ν ∈ P(Rn) : ν � µ, supp ν compact} .

Proof of Proposition 4.5. The symmetry follows from the observation that if s 7→ Φs is
an optimal interpolation between ν0 and ν1, then s 7→ Φ1−s is an optimal interpolation
between ν1 and ν0.
Let us consider the definiteness. Therefore, we assume that Tµ(ν0, ν1) = 0, then∫ 1

0
|Φ̇s ◦ Φ−1

s |
dνs
dµ

ds = 0, µ-a.e.

Hence, by integrating w.r.t. µ and interchanging the order of integration we obtain

0 =

∫ 1

0

∫
|Φ̇s ◦ Φ−1

s |
dνs
dµ

dµ ds =

∫ 1

0

∫
|Φ̇s ◦ Φ−1

s | dνs ds =

∫ 1

0

∫
|Φ̇s| dν0 ds.

This shows that Φ̇s = 0 on supp ν0. Therefore, it holds Φs = Id |supp ν0 resulting in
νs = ν0 for all s ∈ [0, 1].
Let us consider the triangle inequality. We have to show that for arbitrary measures
ν0, ν1/2, ν1 � µ holds

Tµ(ν0, ν1) ≤ Tµ(ν0, ν 1
2
) + Tµ(ν 1

2
, ν1). (4.5)

Let (Φs)s∈[0,1] be an interpolation between ν0 and ν1 such that [0, 1] 3 s 7→ Φs/2 is an
interpolation between ν0 and ν1/2 and [0, 1] 3 s 7→ Φs/2+1/2 is an interpolation between
ν1/2 and ν1. An application of the triangle inequality in L2(dµ) yields the estimate

Tµ(ν0, ν1) ≤

(∫ (∫ 1

0
|Φ̇s ◦ Φ−1

s |
dνs
dµ

ds
)2

dµ

) 1
2

=

∫ (∫ 1
2

0
|Φ̇s ◦ Φ−1

s |
dνs
dµ

ds+

∫ 1

1
2

|Φ̇s ◦ Φ−1
s |

dνs
dµ

ds

)2

dµ

 1
2

≤

∫ (∫ 1
2

0
|Φ̇s ◦ Φ−1

s |
dνs
dµ

ds

)2

dµ

 1
2

+

∫ (∫ 1

1
2

|Φ̇s ◦ Φ−1
s |

dνs
dµ

ds

)2

dµ

 1
2

.

Because of the invariance of the cost density under rescaling of time (cf. Remark 4.4)
and the arbitrariness of the transport (Φs)s∈[0,1], the last inequality already implies the
desired triangle inequality (4.5).
In the last step we show that Tµ(ν0, ν1) <∞ for ν0, ν1 ∈ Pµ. For that purpose, we apply
the bound in terms of the Wasserstein distance (4.4). Then, it is sufficient to show that
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4.2. Approximation of the local measures µi

ν ∈ Pµ has finite second moment provided that µ has finite second moment. This fact
follows from the change of measure∫

|x|2 dν =

∫
|x|2 dν

dµ
dµ ≤

∥∥∥∥dν
dµ

∥∥∥∥
L∞

∫
|x|2 dµ <∞.

In the last inequality we used the observation
∥∥∥dν

dµ

∥∥∥
L∞

< ∞, which holds due to the
compactness of the support of ν.

Remark 4.6 (p-weighted transport distance Tp,µ). It is also possible to define a p-weighted
transport distance for p ∈ [1,∞) by

Tp,µ(ν0, ν1) :=

(
inf

(Φs)s∈[0,1]

∫ (∫ 1

0
|Φ̇s ◦ Φ−1

s |
dνs
dµ

ds
)p

dµ

) 1
p

.

4.2. Approximation of the local measures µi

In this subsection we show that it is sufficient to consider only the mean-difference
w.r.t. some auxiliary measures νi approximating µi. More precisely, the next lemma
shows that there are nice measures νi which are close to the measures µi in the sense of
the mean-difference.

Lemma 4.7 (Mean-difference of approximation). Let νi be a truncated Gaussian centered
around the local minimum mi with covariance matrix Σi = (∇2H(mi))

−1, more precisely

νi(dx) =
1

Zνi
e−

Σ−1
i

[x−mi]
2ε 1Ei(x) dx, where Zνi =

∫
Ei

e−
Σ−1
i

[x−mi]
2ε dx. (4.6)

Here and further on, we use the convention that for a matrix M and a vector x we write

M [x] := 〈x,Mx〉 .

The restriction Ei is given by an ellipsoid

Ei = {x ∈ Rn : |Σ−
1
2

i (x−mi)| ≤
√

2ε ω(ε)}. (4.7)

Additionally, assume that µi satisfies PI(%i) with %−1
i = O(ε).

Then the following estimate holds

(Eνi(f)− Eµi(f))2 ≤ O(ε
3
2ω3(ε))

∫
|∇f |2 dµ, (4.8)

where the function ω(ε) : R+ → R+ in (4.7) and (4.8) is smooth and monotone satisfying

ω(ε) ≥ |log ε|
1
2 for ε < 1.
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4. Mean-difference estimates – weighted transport distance

The first step towards the proof of Lemma 4.7 is the following Lemma.

Lemma 4.8. Let νi be a probability measure satisfying νi � µi. Moreover, if µi satisfies PI(%i)
for some %i > 0, then the following estimate holds

(Eνi(f)− Eµi(f))2 ≤ 1

%i
varµi

(
dνi
dµi

)∫
|∇f |2 dµi. (4.9)

Proof of Lemma 4.8. The result is a consequence from the representation of the mean-
difference as a covariance. Therefore, we note that dνi = dνi

dµi
dµi since νi � µi and use

the Cauchy-Schwarz inequality for the covariance

(Eνi(f)− Eµi(f))2 =

∫
fdνi −

∫
fdµi =

∫
f

dνi
dµi

dµi −
∫
fdµi

∫
dνi
dµi

dµi︸ ︷︷ ︸
=1

= cov2
µi

(
dνi
dµi

, f

)
≤ varµi

(
dνi
dµi

)
varµi(f).

Using the fact that µi satisfies a Poincaré inequality results in (4.9).

The above lemma tells us that we only need to construct νi, which approximates µi in
variance. The following lemma provides exactly this.

Lemma 4.9 (Approximation in variance). Let the measures νi be given by Lemma 4.7. Then
the partition sum Zνi satisfies for ε small enough

Zνi = (2πε)
n
2

√
det Σi (1 +O(

√
ε)). (4.10)

Additionally, νi is a good approximation in variance of µi, i.e.

varµi

(
dνi
dµi

)
= O(

√
ε ω3(ε)). (4.11)

Proof of Lemma 4.9. The proof of (4.10) reduces to an estimate of a Gaussian integral on
the complementary domain Rn\Ei. By recalling, that (2πε)

n
2
√

det Σi is the normaliza-
tion for a Gaussian with covariance matrix Σi, we arrive at

Zνi =

∫
Ei

e−
Σ−1
i

[x−mi]
2ε dx = (2πε)

n
2

√
det Σi

(
1− 1

(2πε)
n
2
√

det Σi

∫
Rn\Ei

e−
Σ−1
i

[x−mi]
2ε dx

)
.

The integral on the complementary domainRn\Ei evaluates by the change of variables
x 7→ y = (2εΣi)

− 1
2 (x−mi) to

1

(2πε)
n
2
√

det Σi

∫
Rn\Ei

e−
Σ−1
i

[x−mi]
2ε dx =

1

π
n
2

∫
Rn\Bω(ε)

e−y
2
dy =

n

Γ(n2 + 1)

∫ ∞
ω(ε)

rn−1e−r
2
dr

=
1

Γ(n2 )

∫ ∞
ω2(ε)

r
n
2
−1e−rdr =

Γ(n2 , ω
2(ε))

Γ(n2 )
,
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4.3. Affine transport interpolation

where Γ(n2 , ω
2(ε)) is the complementary incomplete Gamma function. It has the asymp-

totic expansion [Olv97, p. 109-112] given by

Γ
(n

2
, ω2(ε)

)
= O(e−ω

2(ε)ωn−2(ε)), for ω(ε) ≥
√
n.

We obtain (4.10) by the choice of ω(ε) ≥ |log ε|
1
2 , since the error becomes

O(e−ω
2(ε)ωn−2(ε)) = O(ε |log ε|

n
2
−1) = O(

√
ε), for ε ≤ e−n.

For the proof of (4.11), we compare the asymptotic expression for Zµi = ZiZµe
ε−1mi

from (2.30) and Zνi and obtain

Zµi = Zνi +O(
√
ε). (4.12)

The relative density of νi w.r.t. µi can be estimated by Taylor expanding H around mi.
By the definition of νi given in (4.6), we obtain that Σ−1

i [y−mi]−Hi(y) = O(|y −mi|3).
This observation together with (4.12) leads to

dνi
dµi

(y) =
Zµi
Zνi

e−
1
2ε

Σ−1
i [y−mi]+ 1

2ε
Hi(y)1Ei(y) =

Zµi
Zνi

e
O(|y−mi|3)

ε 1Ei(y) = 1 +O(
√
ε ω3(ε)).

Now, the conclusion directly follows from the definition of the variance

varµi

(
dνi
dµi

)
=

∫
Ei

(
dνi
dµi

)2

dµi −
(∫

dνi
dµi

dµi

)2

=

∫
Ei

1 +O(
√
ε ω3(ε)) dµi −

(∫
Ei

dνi

)2

= 1 +O(
√
ε ω3(ε))− 1.

Proof of Lemma 4.7. A combination of Lemma 4.8 and Lemma 4.9 together with the as-
sumption %−1

i = O(ε) immediately reveals

(Eνi(f)− Eµi(f))2
(4.9),(4.11)
≤ O(ε

3
2ω3(ε))

∫
|∇f |2 dµi.

4.3. Affine transport interpolation

The aim of this section is to estimate
(
Eνi(f)− Eνj (f)

)2 with the help of the weighted
transport distance Tµ(νi, νj) introduced in Section 4.1. The main result of this section
estimates the weighted transport distance Tµ(νi, νj) and is formulated in Lemma 4.12.
For the proof of Lemma 4.12, we construct an explicit transport interpolation between νi
and νj w.r.t. the measure µ. We start with a class of possible transport interpolations
and optimize the weighted transport cost in this class.
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4. Mean-difference estimates – weighted transport distance

Now, we state the main idea of this optimization procedure. Recall that the measures νi
and νj are truncated Gaussians by the approximation we have done in the previous Sec-
tion 4.2. Hence, the measures νi and νj are characterized by their mean and covariance
matrix. We will choose the transport interpolation (cf. Section 4.3.1) such that the push
forward measures νs := (Φs)]ν0 are again truncated Gaussians. Hence, it is sufficient
to optimize among all paths γ connecting the minima mi and mj and all covariance
matrices interpolating between Σi and Σj .

4.3.1. Definition of regular affine transport interpolations

Let us state in this section the class of transport interpolation among we want to opti-
mize the weighted transport cost.

Definition 4.10 (Affine transport interpolations). Assume that the measures νi and νj
are given by Lemma 4.7. In detail, νi = N (mi, ε

−1Σi)xEi and νj = N (mj , ε
−1Σj)xEj

are truncated Gaussians centered in mi and mj with covariance matrices ε−1Σi and
ε−1Σj . The restriction Ei and Ej are given for l = 1, 2 by the ellipsoids

El = {x ∈ Rn : |Σ−
1
2

l (x−ml)| ≤
√

2ε ω(ε)}, where ω(ε) ≥ |log ε|
1
2 .

A transport interpolation Φs between νi and νj is called affine transport interpolation if
there exists

• an interpolation path (γs)s∈[0,T ] between mi = γ0 and mj = γT satisfying

γ = (γs)s∈[0,T ] ∈ C2([0, T ],Rn) and ∀s ∈ [0, T ] : γ̇s ∈ Sn−1, (4.13)

• an interpolation path (Σs)s∈[0,T ] of covariance matrices between Σi and Σj satis-
fying

Σ = (Σs)s∈[0,T ] ∈ C2([0, T ],Rn×nsym,+), Σ0 = Σi and ΣT = Σj ,

such that the transport interpolation (Φs)s∈[0,T ] is given by

Φs(x) = Σ
1
2
s Σ
− 1

2
0 (x−m0) + γs. (4.14)

Since the cost density A given by (4.3) is invariant under rescaling of time (cf. Re-
mark 4.4), one can always assume that the interpolation path γs is parameterized by
arc-length. Hence, the condition γ̇s ∈ Sn−1 (cf. (4.13)) is not restricting.

We want to emphasize that for an affine transport interpolation (Φs)s∈[0,T ] the push
forward measure (Φs)]ν0 = νs is again a truncated Gaussian N (γs, ε

−1Σs)xEs, where
Es is the support of νs being again an ellipsoid in Rn given by

Es = {x ∈ Rn : |Σ−
1
2

s (x− γs)| ≤
√

2ε ω(ε)}. (4.15)
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4.3. Affine transport interpolation

Therewith, the partition sum of νs is given by (cf. (4.10))

Zνs = (2πε)
n
2

√
det Σs(1 +O(

√
ε)). (4.16)

By denoting σs = Σ
1
2
s and using the definition (4.14) of the affine transport interpola-

tion (Φs)s∈[0,T ], we arrive at the relations

Φ̇s(x) = σ̇sσ
−1
0 (x−m0) + γ̇s,

Φ−1
s (y) = σ0σ

−1
s (y − γs) +m0,

Φ̇s ◦ Φ−1
s (y) = σ̇sσ

−1
s (y − γs) + γ̇s.

Among all possible affine transport interpolations we are considering only those satis-
fying the following regularity assumption.

Assumption 4.11 (Regular affine transport interpolations). The affine transport interpola-
tion (γs,Σs)s∈[0,T ] belongs to the class of regular affine transport interpolations if the length
T < T ∗ is bounded by some uniform T ∗ > 0 large enough. Further, for a uniform constant
cγ > 0 holds

inf {r(x, y, z) : x, y, z ∈ γ, x 6= y 6= z 6= x} ≥ cγ , (4.17)

where r(x, y, z) denotes the radius of the unique circle through the three distinct points x, y and
z. Furthermore, there exists a uniform constant CΣ ≥ 1 for which

C−1
Σ Id ≤ Σs ≤ CΣ Id and ‖Σ̇s‖ ≤ CΣ. (4.18)

(i)

(ii)

(iii)

γ0

γT

Figure 4.1.:
Global radius
of curvature

The infimum in condition (4.17) is called global radius of curvature
(cf. [GMSvdM02]). It ensures that a small neighborhood of size cγ

2
around γ is not self-intersecting, since the infimum can only be at-
tained for the following three cases:

(i) All three points in a minimizing sequence of (4.17) coalesce to
a point at which the radius of curvature is minimal.

(ii) Two points coalesce to a single point and the third converges
to another point, such that the both points are a pair of closest
approach.

(iii) Two points coalesce to a single point and the third converges
to the starting or ending point of γ.

In the following calculations, there often occurs a multiplicative error of the form 1 +
O(
√
ε ω3(ε)). Therefore, let us introduce for convenience the notation “≈” meaning

“=” up to the multiplicative error 1 +O(
√
ε ω3(ε)). The symbols “.” and “&” have the

analogous meaning.

Now, we can formulate the key ingredient for the proof of Theorem 2.23, namely the
estimation of the weighted transport distance Tµ(νi, νj).
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4. Mean-difference estimates – weighted transport distance

Lemma 4.12. Assume that νi and νj are given by Lemma 4.7. Then the weighted transport
distance Tµ(νi, νj) can be estimated as

T 2
µ (νi, νj) = inf

Φs

∫ (∫ 1

0
|Φ̇s ◦ Φ−1

s |
dνs
dµ

ds
)2

dµ

≤ inf
Ψs

∫ (∫ 1

0
|Ψ̇s ◦Ψ−1

s |
dνs
dµ

ds
)2

dµ

.
Zµ

(2πε)
n
2

2πε

(√
|det(∇2H(si,j)|
|λ−(si,j)|

+
T (CΣ)

n−1
2

√
2πε

e−ω
2(ε)

)
e
H(si,j)

ε ,

(4.19)

where the infimum over Ψs only considers regular affine transport interpolations Ψs in the sense
of Assumption 4.11.
In particular, if we choose ω(ε) ≥ | log ε|

1
2 , which is enforced by Lemma 4.7, we get the estimate

T 2
µ (νi, νj) ≤

Zµ

(2πε)
n
2

2πε
√
|det(∇2H(si,j)|
|λ−(si,j)|

e
H(si,j)

ε
(
1 +O(

√
ε ω3(ε))

)
. (4.20)

The proof of Lemma 4.12 presents the core of the proof of the Eyring-Kramers formulas
and consists of three steps carried out in the following sections:

• In Section 4.3.2, we carry out some preparatory work: We introduce tube coordi-
nates on the support of the transport cost A given by (4.3) (cf. Lemma 4.13), we
deduce a pointwise estimate on the transport cost A and we give a rough a priori
estimate on the transport cost A.

• In Section 4.3.3, we split the transport cost into a transport cost around the sad-
dle and the complement. We also estimate the transport cost of the complement
yielding the second summand in the desired estimate (4.19).

• In Section 4.3.4, we finally deduce a sharp estimate of the transport cost around
the saddle yielding the first summand in the desired estimate (4.19).

4.3.2. Preparations and auxiliary estimates

The main reason for making the regularity Assumption 4.11 on affine transport inter-
polations is that we can introduce tube coordinates around the path γ. In these coordi-
nates, the calculation of the cost density A given by (4.3) becomes a lot handier.

We start with defining the caps E−0 and E+
T as

E−0 := {x ∈ E0 : 〈x− γ0, γ̇0〉 < 0} and E+
T := {x ∈ ET : 〈x− γT , γ̇T 〉 > 0},

The capsE−0 andE+
T have no contribution to the total cost but unfortunately need some

special treatment. Further, we define the slices Vs with s ∈ [0, T ]

Vs = {x ∈ span {γ̇s}⊥ : |Σ−
1
2

s x| ≤
√

2ε ω(ε)}
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4.3. Affine transport interpolation

In spanVs we can choose a basis e2
s, . . . , e

n
s smoothly depending on the parameter s.

Especially there exists a family of rotational matrices (Qs)s∈[0,T ] ∈ C2([0, T ], SO(n))
satisfying the same regularity assumption as the family (Στ )τ∈[0,T ] such that

Qse
1 = γ̇s, Qse

i = eis, for i = 2, . . . , n, (4.21)

where (e1, . . . , en) is the canonical basis of Rn.

Let use now define the tube E as

E =
⋃

s∈[0,T ]

(γs + Vs) .

The support of the cost density A given by (4.3) is now given by

suppA =
⋃

s∈[0,T ]

Es = E−0 ∪ E ∪ E
+
T . (4.22)

By the definition (4.15) of Es and the uniform bound (4.18) on Σs holds

diamVs ≤ 2
√

2εCΣ ω(ε). (4.23)

Therewith, we find

suppA ⊂ B2
√

2εCΣ ω(ε)((γτ )τ∈[0,T ]) :=
{
x ∈ Rn : |x− γτ | ≤ 2

√
2εCΣ ω(ε)

}
.

The assumption (4.15) ensures that B2
√

2εCΣ ω(ε)((γτ )τ∈[0,T ]) is not self-intersecting for
any ε small enough. The next lemma just states that by changing to tube coordinates in
E one can asymptotically neglect the Jacobian determinant det J .

Lemma 4.13 (Change of coordinates). For the change of coordinates (τ, z) 7→ x = γτ + zτ
with zτ ∈ Vτ holds for any function ξ on E that∫

E
ξ(x) dx ≈

∫ T

0

∫
Vτ

ξ(γτ + zτ ) dzτ dτ.

Proof of Lemma 4.13. We use the representation of the tube coordinates via (4.21). There-
with, it holds that x = γτ + Qτz, where z ∈ {0} × Rn−1. Then, the Jacobian J of the
coordinate change x 7→ (τ,Qτz) is given by

J = (γ̇τ + Q̇τz, (Qτ )2, . . . , (Qτ )n) ∈ Rn×n,

where (Qτ )i denotes the i-th column of Qτ . By the definition (4.21) of Qτ follows γ̇τ =
(Qτ )1. Hence, we have the representation J = Qτ + Q̇τz ⊗ e1. The determinant of J is
then given by

det J = det
(
Qτ + Q̇τz ⊗ e1

)
= det(Qτ )︸ ︷︷ ︸

=1

det
(

Id +(Q>τ Q̇τz)⊗ e1

)
= 1 +

(
Q>τ Q̇τz

)
1
.

By Assumption 4.11 holds ‖Q̇τ‖ ≤ CΣ, from which we conclude (Q>τ Q̇τz)1,1 = O(z).
Since Qτz ∈ Vτ , we get O(z) = O(

√
ε ω(ε)) by (4.23). Hence we get

det J = 1 +O(
√
ε ω(ε)),

which concludes the proof.
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4. Mean-difference estimates – weighted transport distance

E−0

E+
T

γ0

γT
γτ

zτ

E

Vτ

z0

Figure 4.2.: The support of A in tube coordinates.

An important tool is the following auxiliary estimate.

Lemma 4.14 (Pointwise estimate of the cost-density A). For x ∈ suppA we define

τ = arg min
s∈[0,T ]

|x− γs| and zτ := x− γτ . (4.24)

Then the following estimate holds

A(x) . (2πε)−
n−1

2

√
det1,1(Q>τ Σ̃−1

τ Qτ ) e−
Σ̃−1
τ [zτ ]

2ε =: Pτ e
− Σ̃−1

τ [zτ ]
2ε , (4.25)

where Qτ is defined in (4.21) and Σ̃−1
τ is given by

Σ̃−1
τ = Σ−1

τ −
1

Σ−1
τ [γ̇τ ]

Σ−1
τ γ̇τ ⊗ Σ−1

τ γ̇τ . (4.26)

Further, det1,1A is the determinant of the matrix obtained from A removing the first row and
column.

Remark 4.15. With a little bit of additionally work, one could show that (4.25) holds
with “≈” instead of “.”. It follows from (4.26) that the matrix Σ̃−1

τ is positive definite.
Hence, A is an Rn−1-dimensional Gaussian on the slice γτ + Vτ up to approximation
errors.

Proof of Lemma 4.24. We start the proof with some preliminary remarks and results. By
the regularity Assumption 4.11 on the transport interpolation, we find that for all x ∈
suppA holds uniformly

IT (x) := {s : Es 3 x} satisfies H1(IT (x)) = O( sup
s∈[0,T ]

diam(Es)) = O(
√
ε ω(ε)).

This allows to linearize the transport interpolation around τ given in (4.24). It holds for
s such that x ∈ Es

Σ−1
s [x− γs] = Σ−1

τ [γτ + zτ − γs] +O(ε
3
2ω3(ε))

= Σ−1
τ [(τ − s)γ̇τ + zτ ] +O(ε

3
2ω3(ε)).

(4.27)
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4.3. Affine transport interpolation

For similar reasons, we can linearize the determinant det Σs and have det Σs = det Στ +
O(
√
ε ω(ε)). Finally, we have the following bound on the transport speed

|Φ̇s ◦ Φ−1
s (x)|1Es(x) =

∣∣σ̇sσ−1
s (x− γs) + γ̇s

∣∣1Es(x)

≤
(∣∣σ̇sσ−1

s (x− γs)
∣∣+ |γ̇s|

)
1Es(x)

≤ (CΣ |x− γs|+ 1)1Es(x) =
(
1 +O(

√
ε ω(ε))

)
1Es(x).

(4.28)

Let us first consider the case x ∈ E. We use (4.16), (4.27) and (4.28) to arrive with
x = γτ + zτ where zτ ∈ Vτ at

A(x) =

∫
IT (x)
|Φ̇s ◦ Φ−1

s (x)| 1

Zνs
exp

(
− 1

2ε
Σ−1
s [x− γs]

)
1Es(x) ds

≤ 1

(2πε)
n
2

∫
IT (x)

1 +O(
√
ε ω(ε))√

det Σs
exp

(
− 1

2ε
Σ−1
s [x− γs]

)
ds

≤ 1

(2πε)
n
2
√

det Στ

∫
R

exp

(
− 1

2ε
Σ−1
τ [(τ − s)γ̇τ + zτ ]

)
ds
(
1 +O(

√
ε ω3(ε))

)
=

√
det Σ−1

τ

(2πε)
n
2

√
2πε√

Σ−1
τ [γ̇τ ]

exp

(
− 1

2ε
Σ̃−1
τ [zτ ]

)(
1 +O(

√
ε ω3(ε)

)
,

where the last step follows by an application of a partial Gaussian integration (cf.
Lemma B.1). Finally, by using the relation (B.2), we get that

Σ−1
τ

Σ−1
τ [γ̇τ ]

= det1,1(Q>τ Σ̃−1
τ Qτ ),

and conclude the hypothesis for this case.
Let us now consider the case x ∈ E−0 ∪ E

+
T . For convenience, we only consider the

case x ∈ E−0 . By the definition of E−0 holds τ = 0. The integration domain IT (x) is now
given by

IT (x) = [0, s∗) with s∗ = O(
√
ε ω(ε)). (4.29)

Therewith, we can estimate A(x) in the same way as for x ∈ E and conclude the proof.

We only need one more ingredient for the proof of Lemma 4.12. It is an a priori estimate
on the cost density A.

Lemma 4.16 (A priori estimates for the cost density A). For A it holds:∫
A(x) dx . T, and (4.30)

A(x) .

(
CΣ

2πε

)n−1
2

for x ∈ suppA. (4.31)
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4. Mean-difference estimates – weighted transport distance

Proof of Lemma 4.16. Let us first consider the estimate (4.30). It follows from the charac-
terization (4.22) of the support of A that∫

A(x) dx =

∫
E
A(x) dx+

∫
E−0 ∪E

+
T

A(x) dx. (4.32)

Now, we estimate the first term on the right-hand side of the last identity. Using the
change to tube coordinates of Lemma 4.13 and noting that the upper bound (4.25) is a
(n− 1)-dimensional Gaussian density on Vτ for τ ∈ [0, T ], we can easily infer that∫

E
A(x) dx . |γ| ≤ T

Let us turn to the second term on the right-hand side of (4.32). For convenience, we
only consider the integral w.r.t. the cap E−0 . It follows from (4.28) and (4.29) that∫

E−0

A(x) dx .
∫
E−0

∫ 1

0
νs(x) ds dx =

∫ s∗

0

∫
E−0

νs(x) dx ds

.
∫ s∗

0

∫
νs(x) dx ds = s∗ = O(

√
ε ω(ε)),

which yields the desired statement (4.30).
Let us now consider the estimate 4.31. Note by Remark 4.15 the matrix Σ̃−1

τ given
by (4.26) is positive definite and the matrix we subtract is also positive definite. There-
fore, it holds in the sense of quadratic forms

0 < Σ̃−1
τ = Σ−1

τ −
1

Σ−1
τ [γ̇τ ]

Σ−1
τ ⊗ Σ−1

τ ≤ Σ−1
τ .

Now, the uniform bound (4.18) yields√
det1,1(Q>τ Σ̃−1

τ Qτ ) ≤ C
n−1

2
Σ .

Then, the desired statement (4.31) follows directly from the estimate (4.25).

4.3.3. Reduction to neighborhood around the saddle

Firstly, observe that from (4.31) follows the a priori estimate

A2(x)

µ(x)
.

(
CΣ

2πε

)n−1

Zµ e
1
ε
H(x). (4.33)

Hence, on an exponential scale, the leading order contribution to the cost comes from
neighborhoods of points where H(x) is large. Therefore, we want to make the set,
where H is comparable to its value at the optimal connecting saddle si,j , as small as
possible. For this purpose, let us define the following set

Ξγ,Σ :=
{
x ∈ suppA : H(x) ≥ H(si,j)− εω2(ε)

}
. (4.34)
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4.3. Affine transport interpolation

Therewith, we obtain by denoting the complement Ξcγ,Σ := suppA\Ξγ,Σ the splitting

T 2
µ (νi, νj) ≤

∫
Ξγ,Σ

A2(x)

µ(x)
dx+

∫
Ξcγ,Σ

A2(x)

µ(x)
dx.

The integral on Ξcγ,Σ can be estimated with the a priori estimate (4.33) and Lemma 4.16
as follows ∫

Ξcγ,Σ

A2(x)

µ(x)
dx

(4.34)
≤ Zµe

H(si,j)
ε −ω2(ε)

∫
Ξcγ,Σ

A2(x) dx

(4.31)
. Zµe

H(si,j)
ε −ω2(ε)

(
CΣ

2πε

)n−1
2
∫
A(x) dx

(4.30)
. Zµe

H(si,j)
ε −ω2(ε)

(
CΣ

2πε

)n−1
2

T.

(4.35)

We observe that estimate (4.35) is the second summand in the desired bound (4.19).

4.3.4. Cost estimate around the saddle

The aim of this subsection is to deduce the estimate∫
Ξγ,Σ

A2(x)

µ(x)
dx .

Zµ

(2πε)
n
2

e
H(si,j)

ε
2πε
√
|det(∇2H(si,j)|
|λ−(si,j)|

. (4.36)

Note that this estimate would yield the missing ingredient for the verification of the
desired estimate (4.19).

By the non-degeneracy Assumption 1.12, we can assume that ε is small enough such
that E−0 ∪ E

+
T ⊂ Ξcγ,Σ. It follows that Ξγ,Σ ⊂ E. We claim that the transport interpola-

tion Φs can be chosen such that there exists a connected interval IT ⊂ [0, T ] satisfying

Ξγ,Σ ⊂
⋃
s∈IT

(Vs + γs) and H1(IT ) = O(
√
ε ω(ε)). (4.37)

Mi Mj

si,j

O(
√
εω(ε))

Figure 4.3.: Neighborhood
around saddle

Indeed, the level set
{
x ∈ Rn : H(x) ≤ H(si,j)− εω2(ε)

}
consists of at least two connected components Mi and
Mj such that mi ∈Mi and mj ∈Mj . Further, it holds

dist(Mi,Mj) = inf
x∈Mi,y∈Mj

|x− y| = O(
√
ε ω(ε)),

which follows from expanding H around si,j in direc-
tion of the eigenvector corresponding to the negative
eigenvalue of ∇2H(si,j). We can choose the path γ in
direction of this eigenvector in a neighborhood of size
O(
√
ε ω(ε)) around si,j , which shows (4.37).
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4. Mean-difference estimates – weighted transport distance

Combining the covering (4.37) and Lemma 4.13 yields
the estimate ∫

Ξγ,Σ

A2(x)

µ(x)
dx ≤

∫
IT

∫
Vs

A2(γs + zs)

µ(γs + zs)
dzs ds. (4.38)

Recalling the definition (4.21) of the family of rotations (Qτ )τ∈[0,T ], it holds that zτ =
Qτz with z ∈ {0} ×Rn−1. Hence, the following relation holds∫

IT

∫
Vτ

A2(γτ + zτ )

µ(γτ + zτ )
dzτ dτ =

∫
{0}×Rn−1

∫
IT

1Vτ (Qτz)
A2(γτ +Qτz)

µ(γτ +Qτz)
dτ dz. (4.39)

The next step is to rewriteH(γτ +Qτz). By the reason that |zτ | = O(
√
ε ω(ε)) for zτ ∈ Vτ

and the global non-degeneracy assumption (1.8), we can Taylor expand H(γτ + zτ )
around si,j = γτ∗ for τ ∈ IT and zτ = Qτz ∈ Vτ . More precisely, we get

H(γτ +Qτz)−H(si,j) =
1

2
∇2H(si,j)[γτ +Qτz − si,j ] +O(|γτ +Qτz − si,j |3)

=
1

2
∇2H(si,j)[γτ − γτ∗ ] +

1

2
∇2H(si,j)[Qτz]

+
〈
Qτz,∇2H(si,j)(γτ − γτ∗)

〉
+O(|γτ +Qτz − γτ∗ |3)

Now, further expanding γτ and Qτ in τ leads to

γτ = γτ∗ + γ̇τ∗(τ − τ∗) +O(|τ − τ∗|), and Qτz = Qτ∗z +O(|τ − τ∗| |z|).

For the expansion of H , we arrive at the identity

H(γτ +Qτz)−H(si,j) =

1

2
∇2H(si,j)[γ̇τ∗(τ − τ∗) +O(|τ − τ∗|2)] +

1

2
∇2H(si,j)[Qτ∗z +O(|τ − τ∗| |z|)]

+
〈
Qτ∗z +O(|τ − τ∗| |z|),∇2H(si,j)

(
γ̇τ∗(τ − τ∗) +O(|τ − τ∗|2)

)〉
+O(|γτ +Qτz − γτ∗ |3)

=
1

2
∇2H(si,j)[γ̇τ∗ ] (τ − τ∗)2 +

1

2
∇2H(si,j)[Qτ∗z] +

〈
Qτ∗z,∇2H(si,j)γ̇τ∗

〉
(τ − τ∗)

+O(|τ − τ∗|3 , |z| |τ − τ∗|2 , |z|2 |τ − τ∗| , |z|3).

Using |τ − τ∗| = O(
√
ε ω(ε)) and |z| = O(

√
ε ω(ε)) we obtain for the error the esti-

mate
O(|τ − τ∗|3 , |z| |τ − τ∗|2 , |z|2 |τ − τ∗| , |z|3) = O(ε

3
2 ω3(ε)).

The term
〈
Qτ∗z,∇2H(si,j)γ̇τ∗

〉
(τ − τ∗) in the expansion of H has no sign and has to

vanish. This is only the case, if we choose γ̇τ∗ as an eigenvector of ∇2H(si,j) to the
negative eigenvalue λ−(si,j), because then〈

Qτ∗z,∇2H(si,j)γ̇τ∗
〉

(τ − τ∗) = λ−(si,j) 〈Qτ∗z, γ̇τ∗〉 = 0.

Additionally, by this choice of γ̇τ∗ the quadratic form∇2H(si,j)[γ̇τ∗ ] evaluates to

∇2H(si,j)[γ̇τ∗ ] = λ−(si,j)|γ̇τ∗ |2 = λ−(si,j).
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4.3. Affine transport interpolation

Therefore, we deduced the desired rewriting of H(γτ +Qτz) as

H(γτ +Qτz) = H(si,j)− |λ−(si,j)|(τ − τ∗)2 +
1

2
∇2H(si,j)[Qτ∗z] +O(ε

3
2 ω3(ε)). (4.40)

From the regularity assumptions on the transport interpolation we can deduce that

Σ̃−1
τ [Qτz] = Σ̃−1

τ∗ [Qτz] +O(|τ − τ∗| |z|2)

= Σ̃−1
τ∗ [Qτ∗z +O(|τ − τ∗| |z|)] +O(|τ − τ∗| |z|2)

= Σ̃−1
τ∗ [Qτ∗z] +O(ε

3
2ω3(ε)).

Then, it follows easily from the definition (4.25) of Pτ that

Pτ ≈ Pτ∗ . (4.41)

Applying the cost estimate (4.25) of Lemma 4.14, the rewriting (4.40) of H(γτ + Qτz)
and the identity (4.41) yields the estimate

A2(γτ +Qτz)

µ(γτ +Qτz)
. Zµe

H(si,j)

ε P 2
τ∗e
−

(2Σ̃−1
τ∗ −∇

2H(si,j))[Qτ∗z]
2ε

−
|λ−(si,j)|(τ−τ∗)2

2ε . (4.42)

The exponentials are densities of two Gaussian, if we put an additional constraint on
the transport interpolation. Namely, we postulate

2Σ̃−1
τ∗ −∇

2H(si,j) > 0 on spanVτ∗

in the sense of quadratic forms. Note that spanVτ∗ = Qτ∗({0} × Rn−1) = span {γ̇τ∗}⊥
is the tangent space of the stable manifold in the 1-saddle si,j . With this preliminary
considerations we finally are able to estimate the right-hand side of (4.39) as follows∫

{0}×Rn−1

∫
IT

1Vτ (Qτz)
A2(γτ +Qτz)

µ(γτ +Qτz)
dτ dz

(4.42)
. Zµ e

H(si,j)

ε

∫
{0}×Rn−1

∫
IT

P 2
τ∗ e

−
(2Σ̃−1

τ∗ −∇
2H(si,j))[Qτ∗z]

2ε
− |λ

−(si,j)|(τ−τ∗)2
2ε dτ dz

≤ Zµ e
H(si,j)

ε

√
2πε√

|λ−(si,j)|

∫
{0}×Rn−1

P 2
τ∗ e

−
(2Σ̃−1

τ∗ −∇
2H(si,j))[Qτ∗z]

2ε dz

= Zµ e
H(si,j)

ε

√
2πε√

|λ−(si,j)|
P 2
τ∗

(2πε)
n−1

2√
det1,1

(
Q>τ∗(2Σ̃−1

τ∗ −∇2H(si,j))Qτ∗
)

=
Zµ

(2πε)
n
2

e
H(si,j)

ε
2πε√
|λ−(si,j)|

det1,1(Q>τ∗Σ̃
−1
τ∗ Qτ∗)√

det1,1

(
Q>τ∗(2Σ̃−1

τ∗ −∇2H(si,j))Qτ∗
)

︸ ︷︷ ︸
to optimize!

.

(4.43)

The final step consists of optimizing the choice of Σ̃τ∗ . Let us use the notation
A = Q>τ∗Σ̃

−1
τ∗ Qτ∗ and B = Q>τ∗H(si,j)Qτ∗ . Then the minimization problem has the
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4. Mean-difference estimates – weighted transport distance

structure

inf
A∈Rn×nsym,+

{
det1,1A√

det1,1 (2A−B)
: 2A−B > 0 on {0} ×Rn−1

}
. (4.44)

In the appendix, we show in Lemma B.2 that the optimal value of (4.44) is attained at
Σ̃−1
τ∗ = ∇2H(si,j) restricted Vτ∗ . The optimal value is given by

det1,1A√
det1,1 (2A−B)

=
√

det1,1(Q>τ∗∇2H(si,j)Qτ∗).

Because Vτ∗ is the tangent space of the stable manifold of the saddle si,j , it holds

det1,1(Q>τ∗∇2H(si,j)Q
>
τ∗) =

det(∇2H(si,j))

λ−(si,j)
=
| det(∇2H(si,j))|
|λ−(si,j)|

. (4.45)

The final step is a combination of (4.38), (4.39), (4.43) and (4.45) to obtain the desired
estimate (4.36).

For the verification of Lemma 4.12, it is only left to deduce the estimate (4.20). For that
purpose we analyze the error terms in the estimate (4.19) i.e.

T 2
µ (νi, νj) .

Zµ

(2πε)
n
2

e
H(si,j)

ε 2πε

(√
|det(∇2H(si,j)|
|λ−(si,j)|︸ ︷︷ ︸

=O(1)

+
T (CΣ)

n−1
2

√
2πε

e−ω
2(ε)︸ ︷︷ ︸

=O(ε−
1
2 e−ω2(ε))

)
.

By the choice of ω(ε) ≥ |log ε|
1
2 , enforced by Lemma 4.7, we see that

O(ε−
1
2 e−ω

2(ε)) = O(
√
ε).

Recalling, that “.” means “≤” up to a multiplicative error of order 1 +O(
√
ε ω3(ε)) we

get

T 2
µ (νi, νj) ≤

Zµ

(2πε)
n
2

e
H(si,j)

ε 2πε

√
|det(∇2H(si,j)|
|λ−(si,j)|

(
1 +O(

√
ε ω3(ε))

) (
1 +O(

√
ε)
)
.

The last inequality already yields the desired estimate (4.20) by using the observation(
1 +O(

√
ε ω3(ε))

) (
1 +O(

√
ε)
)

=
(
1 +O(

√
ε ω3(ε))

)
.

Remark 4.17. Let us summarize the additional constraints on the transport interpolation
besides the Assumption 4.11 of a regular affine transport interpolation to obtain the
desired estimate (4.19):

• γ passes the saddle point si,j at the passage time τ∗ in direction of the eigenvector
to the negative eigenvalue λ−(si,j) of∇2H(si,j)

• γ stays in the sublevel set
{
H(x) ≤ H(si,j)− εω2(ε)

}
up to a small time interval

of order
√
ε ω(ε) around the passage time τ∗

• It holds Σ−1
τ∗ = ∇2H(si,j) on the stable manifold of si,j .
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4.4. Conclusion of the mean-difference estimate

4.4. Conclusion of the mean-difference estimate

With the help of Lemma 4.7 and Lemma 4.12 the proof of Theorem 2.23 is straightfor-
ward. We can estimate the mean-differences w.r.t. to the measure µi by introducing the
means w.r.t. the approximations νi and νj .(
Eµi(f)− Eµj (f)

)2
=
(
Eµi(f)− Eνi(f) + Eνi(f)− Eνj (f) + Eνj (f)− Eµj (f)

)2
We apply the Young inequality with a weight that is motivated by the final total multi-
plicative error term R(ε) in Theorem 2.23. More precisely,(
Eµi(f)− Eµj (f)

)2 ≤ (1 + ε
1
2ω3(ε))

(
Eνi(f)− Eνj (f)

)2
+ 2(1 + ε−

1
2ω−3(ε))

(
(Eµi(f)− Eνi(f))2 +

(
Eµj (f)− Eνj (f)

)2)
.

Then, the estimate (4.8) of Lemma 4.7 yields(
Eµi(f)− Eµj (f)

)2 ≤ (1 +
√
ε ω3(ε))

(
Eνi(f)− Eνj (f)

)2
+O(ε)

∫
|∇f |2 dµ, (4.46)

which justifies the statement, that the approximation only leads to higher-order error
terms in ε. An application of (4.1) to the estimate (4.46) transfers the mean-difference to
the Dirichlet form with the help of the weighted transport distance(

Eµi(f)− Eµj (f)
)2 ≤ ((1 +

√
ε ω3(ε)

)
T 2
µ (νi, νj) +O(ε)

) ∫
|∇f |2 dµ,

The weighted transport distance Tµ(νi, νj) is dominating the above estimate. Finally,
we arrive at the estimate(

Eµi(f)− Eµj (f)
)2

. T 2
µ (νi, νj)

∫
|∇f |2 dµ.

Now, the Theorem 2.23 follows directly from an application of the estimate (4.20) of
Lemma 4.12 and setting ω(ε) = |log ε|

1
2 .

4.5. Transport across several saddles

In this section, we want to demonstrate that the transport technique introduces in Sec-
tion 4.1 is flexible enough to handle degenerate cases, in which we are not enforcing
Assumption 1.12.

4.5.1. Splitting of the transport

The transport cost Tµ(ν0, ν1) from Definition 4.1 works with transport maps, or more
precisely, with interpolations between transport maps. It would be desirable to trans-
late the setting, like for the Wasserstein distance, to transport plans which admit more
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4. Mean-difference estimates – weighted transport distance

flexibility. However, from the structure of the definition of the weighted transport dis-
tance, it is not obvious how to achieve such a reformulation. A first step in this direction
is the following idea. Let us represent the measures ν0, ν1 � µ as a possible infinite con-
vex combination of measures

{
νk0
}
k∈N and

{
νi1
}
k∈N, i.e.

ν0 =
∞∑
k=1

pkν
k
0 and ν1 =

∞∑
k=1

pkν
k
1 with

∞∑
k=1

pk = 1.

Then the mean-difference (Eν0(f)− Eν1(f))2 can be decomposed into

(Eν0(f)− Eν1(f))2 =

( ∞∑
k=1

pk

(
Eνk0

(f)− Eνk1 (f)
))2

.

Therewith, we can again do the estimate (4.1) and arrive at a slightly more general
definition of the weighted transport distance

T 2
µ (ν0, ν1) = inf∑

pk=1
inf

Φ1
s,...,Φ

l
s,...

∫ ( ∞∑
k=1

pk

∫ 1

0
|Φ̇k
s ◦ (Φk

s)
−1| dνks

dµ
ds

)2

dµ, (4.47)

in which the first infimum denotes all possible convex representations of ν0 and ν1

such that the elements νk0 and νk1 are absolutely continuous w.r.t. to µ. The cost density
is defined analogous to (4.3) by

Ak(x) :=

∫ 1

0
|Φ̇k
s ◦ (Φk

s)
−1(x)| νks (x) ds.

4.5.2. Mean-difference estimate with several saddles

The preliminary consideration of Section 4.5.1 allows us to drop Assumption 1.12 (i).
Therefore, let mi and mj be two local minima of H with domain of attraction Ωi and
Ωj . Then let µi and µj be the measures obtained from µ by restricting to Ωi and Ωj . We
want to recall the notion of the saddle height between mi and mj , which is given by

Ĥ(mi,mj) = inf

{
max
s∈[0,1]

H(γ(s)) : γ ∈ C([0, 1],Rn), γ(0) = mi, γ(1) = mj

}
Then, between mi and mj exists Ni,j ≥ 1 distinct saddles {ski,j}

Ni,j
k=1 satisfying

Ĥ(mi,mj) = H(s1
i,j) = · · · = H(s

Ni,j
i,j ).

Therewith, we can reformulate Theorem 2.23 in the following way.

Theorem 4.18 (Mean-difference estimate in the degenerate case). The mean-differences
between the measures µi and µj satisfy(

Eµi(f)− Eµj (f)
)2

.
Zµ

(2πε)
n
2

2πε∑Ni,j
k=1 κ

−1
k

e
1
ε
Ĥ(mi,mj)

∫
|∇f |2 dµ,
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4.5. Transport across several saddles

where λ−(si,j) denotes the negative eigenvalue of the Hessian ∇2H(si,j) at the 1-saddle si,j
and {κk}

Ni,j
k=1 is given by

κk =

√
|det∇2H(ski,j)|

|λ−k |
.

Proof. The proof consists of the same steps as presented in Sections 4.2 to . Since we
have all the preliminary work done and all necessary Lemmata by hand, we can present
the proof in a very condensed form. Let us recall that the measures µi and µj (cf. (2.7))
are obtained from a Gibbs measure µ of a Hamiltonian H by restriction to the basin
of attraction Ωi (cf. (2.6)) of the minima mi and mj w.r.t. to the deterministic gradient
flow. Since the proof relies on an explicit construction of a transport interpolation map,
we have to use approximated measures νi and νj of µi and µj obtained by Gaussians
with covariance matrices given by the Hessian ∇2H evaluated in the minima mi and
mj restricted to small neighborhoods. In Lemma 4.7, where also the precise definition
of νi and νj is given, we obtained the approximation in mean-difference by the estimate

(Eνi(f)− Eµi(f))2 ≤ O(ε
3
2ω3(ε))

∫
|∇f |2 dµ. (4.48)

Therewith, we can argue, like in the derivation of (4.46), that it is sufficient to estimate
the mean-difference of the approximated measure

(
Eνi(f)− Eνj (f)

)2. Therefore, we
can now choose the modified transport given in (4.47). We can choose the convex com-
bination νi =

∑Ni,j
k=1 pkνi with

∑Ni,j
k=1 pk = 1. The strategy of the evaluation of the trans-

port cost is the same as already presented in Section 4.3, but now we have to construct
Ni,j transport interpolations.

Every transport interpolation (Φk
s)s∈[0,Tk for k = 1, . . . , Ni,j is parameterized by a path

(γks )s∈[0,Tk] and a path of covariance matrices (Σk
s)s∈[0,Tk] satisfying for each k the As-

sumption 4.17. In other words, (Φk
s)s∈[0,Tk] is for each k a regular affine transport interpo-

lation. Then, we can introduce tube coordinates on every Ak separately as described in
Section 4.3.2. Therewith, the cost densities Ak satisfies for k = 1, . . . , Ni,j the bounds
obtained in Lemma 4.14 and Lemma 4.16.

Let us now use the splitting described in Section 4.3.3, where we introduced the set

Ξγ,Σ :=
{
x ∈ suppA : H(x) ≥ Ĥ(mi,mj)− εω2(ε)

}
and its complement Ξcγ,Σ := suppA\Ξγ,Σ. We can choose the transport paths (γs)s∈[0,Tk],
such that γks passes nearby the saddle ski,j for some s. Then it holds that

Ξγ,Σ ⊂
Ni,j⋃
k=1

BC
√
εω(ε)(s

k
i,j), for C > 0 large enough.
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4. Mean-difference estimates – weighted transport distance

Hence, for ε small enough, Ξγ,Σ consists ofNi,j connected components denoted by Ξkγ,Σ
for k = 1, . . . , Ni,j and therefore the following decomposition for Ξγ,Σ holds

Ξγ,Σ =

Ni,j⋃
k=1

Ξkγ,Σ.

The estimate on Ξcγ,Σ works in the same ways as already done in (4.35). With the split-

ting of Ξγ,Σ into
{

Ξkγ,Σ

}Ni,j
k=1

we are in the same setting like for only one optimal com-

municating saddle by considering every ΞkγΣ
separately. Therefore, we can apply the

estimate (4.43) and arrive after the matrix optimization procedure at

Tµ(νi, νj) . inf∑
pk=k

Zµ

(2πε)
n
2

e
Ĥ(mi,mj)

ε 2πε

Ni,j∑
k=1

p2
i

√
|det∇2H(ski,j)|

|λ−k |
,

where λ−k is the negative eigenvalue of ∇2H(ski,j). With the definition of κk, we end up
with the optimization problem

Tµ(νi, νj) . inf∑
pk=1

Ni,j∑
k=1

p2
kκk. (4.49)

The solution to (4.49) is given by

pk =
κ−1
k∑Ni,j

k=1 κ
−1
k

.

In this case the transport cost evaluates to

Tµ(νi, νj) .
Zµ

(2πε)
n
2

e
Ĥ(mi,mj)

ε
2πε∑Ni,j
k=1 κ

−1
k

, where κk =

√
|det∇2H(ski,j)|

|λ−k |
.

The last step is to use (4.48) to obtain the estimate for the mean-difference between µi
and µj as described in Section 4.4.

4.6. Relation to capacities

The approach to obtain the Eyring-Kramers formula for the Poincaré inequality in
the works [BEGK04] and [BGK05] consists of two steps, in both of them capacities
play a crucial role. Sharp estimates at low temperature for the capacities are deduced
in [BEGK04]. In the second part [BGK05], the capacity of certain neighborhoods of local
minima of H is sharply identified with the spectrum of the generator L. Let us take a
look at how these capacities are defined and how one can derive estimates for them.
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Definition 4.19 (Equilibrium potential and capacity). For two regular subsets A,B ⊂
Rn define the equilibrium potential hA,B as the solution of the Dirichlet problem

LhA,B(x) = 0, x ∈ (A ∪B)c

hA,B(x) = 1, x ∈ A
hA,B(x) = 0, x ∈ B.

Therewith, the capacity cap(A,B) is defined as

cap(A,B) = ε

∫
(A∪B)c

|∇hA,B|2 dµ = E(hA,B),

where E is the Dirichlet form (1.2) for the operator L (1.1).

Upper bounds for the capacity can be easily obtained by the variational characterization
from the Dirichlet principle which states

cap(A,B) = inf
{
E(A∪B)c(h) : h ∈ H1((A ∪B)c), h|A ≡ 1, h|B ≡ 0

}
.

Therefore, we only need to have a good guess of the equilibrium potential hA,B . How-
ever, a variational principle for obtaining lower bounds is not available at this time for
the continuous case. Therefore, the work [BEGK04] rely on certain monotonicity prop-
erties of the capacity and good approximations for the equilibrium potential hA,B .

In a recent work, concerning the discrete case, Bianchi, Bovier und Ioffe [BBI09] re-
discovered a powerful dual variational representation to the Dirichlet principle going
back to ideas of Berman and Konsowa [BK90]. It is used in [BBI09] and [BdHS10] to
obtain sharp lower bounds for the capacities describing metastable behavior in Ising
type models. It is therefore called discrete Berman-Konsowa principle. The next proposi-
tion indicates, that the weighted transport distance Tµ from Definition 4.1 could be the
continuous counterpart, which is not available at the moment.

Proposition 4.20 (Lower bound of the capacity in terms of Tµ). Let A,B ⊂ Rn be regular
and disjoint. Further define by µxA and µxB the restriction of µ to A and B, respectively.
Then, the following estimate holds

ε

T 2
µ (µxA,µxB)

≤ cap(A,B). (4.50)

Proof. From the Definition 4.1 and the derivation (4.1) of the weighted transport dis-
tance follows

(EµxA(f)− EµxB(f))2 ≤ T 2
µ (µxA,µxB)

∫
|∇f |2 dµ = T 2

µ (µxA,µxB)ε−1E(f),

where E is the Dirichlet form (1.2). We are free to choose the test function f , as long as
the Dirichlet form is finite. Therefore, we take f = hA,B from Definition 4.19 and arrive
at

1 ≤ T 2
µ (µxA,µxB)ε−1 cap(A,B),

which finishes the proof.
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4. Mean-difference estimates – weighted transport distance

We want to close this section with some remarks on whether equality in (4.50) can be
attained or not.

Remark 4.21 (Optimality of Proposition 4.20). The first observation is obvious. We
can just compare the result of Theorem 2.23 with the sharp estimation of the capacity
in [BEGK04, Theorem 3.1]. We observe that the bound (4.50) becomes sharp for ε→ 0.

Remark 4.22 (Modified weighted transport distance). It may be important for the non-
low temperature regime, to use a slightly modified definition of the weighted transport
distance. Instead of applying the Cauchy-Schwarz inequality to 〈∇f, Φ̇s ◦ Φ−1

s 〉 in (4.1)
it might be better to use this estimate∣∣∣〈∇f, Φ̇s ◦ Φ−1

s

〉∣∣∣ ≤ |∇f | ∣∣∣∣〈 ∇f|∇f | , Φ̇s ◦ Φ−1
s

〉∣∣∣∣ ≤ |∇f | sup
ξ∈Sn−1

∣∣∣〈ξ, Φ̇s ◦ Φ−1
s

〉∣∣∣ . (4.51)

Combining (4.51) with (4.1) leads to the improved estimate

(Eν0(f)− Eν1(f))2 =

(∫ 1

0

∫
〈∇f, Φ̇s ◦ Φ−1

s 〉 dνs ds
)2

≤

(∫
|∇f | sup

ξ∈Sn−1

∫ 1

0

〈
ξ, Φ̇s ◦ Φ−1

s

〉 dνs
dµ

ds dµ

)2

≤
∫ (

sup
ξ∈Sn−1

∫ 1

0

〈
ξ, Φ̇s ◦ Φ−1

s

〉 dνs
dµ

ds

)2

dµ
∫
|∇f |2 dµ. (4.52)

Furthermore, the factor in front of the Dirichlet form in (4.52) can be simplified to

sup
ξ∈Sn−1

∫ 1

0

〈
ξ, Φ̇s ◦ Φ−1

s

〉 dνs
dµ

ds = sup
ξ∈Sn−1

〈
ξ,

∫ 1

0
Φ̇s ◦ Φ−1

s

dνs
dµ

ds
〉

=

∣∣∣∣∫ 1

0
Φ̇s ◦ Φ−1

s

dνs
dµ

ds
∣∣∣∣ .

This leads to the definition of the modified weighted transport distance

T̃µ(ν0, ν1) := inf
(Φs)s∈[0,1]

∫ ∣∣∣∣∫ 1

0
Φ̇s ◦ Φ−1

s

dνs
dµ

ds
∣∣∣∣2dµ, (4.53)

where (Φs)s∈[0,1] is a transport interpolation from ν0 to ν1 absolutely continuous in s.
In the low temperature regime, i.e. ε small, the integral in ds of (4.53) concentrates
around some s∗ and only the value Φs∗ ◦ Φ−1

s∗ contributes to the integral. Therefore,
in this case the modified weighted transport distance coincides with Definition 4.1
of the weighted transport distance. However, in general it always holds the relation
T̃µ(ν0, ν1) ≤ Tµ(ν0, ν1), which is obvious from the estimate (4.51). This relation im-
proves the bound (4.50) to

ε

T 2
µ (µxA,µxB)

≤ ε

T̃µ
2
(µxA,µxB)

≤ cap(A,B).
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Remark 4.23 (Benamou-Brenier formula). In this dissertation, the weighted transport
distance is a tool to get quantitative mean-difference estimates. However, more theo-
retical insights, like the question which spaces it metrizises and convexity properties
would be worthwhile. Therefore, under suitable regularity assumptions on the class
of transport interpolations {Φs}s∈[0,1], for details it shall be referred to Chapter 8 of the
book from Ambrosio, Gigli and Savaré [AGS05], a Benamou-Brenier type formula for the
modified weighted transport distance T̃µ(·, ·) from Remark 4.22 could be obtained as
follows

T̃ 2
µ (ν0, ν1) := inf

v∈V(ν0,ν1)

∫ ∣∣∣∣∫ 1

0
vs

dνs
dµ

ds
∣∣∣∣2 dµ,

where V(ν0, ν1) is the set of admissible vector fields

V(ν0, ν1) :=
{
vs ∈ L1(νs) : such that ∂sνs +∇ · (vsνs) = 0

}
. (4.54)

The continuity equation in (4.54) is understood in the sense of distributions, i.e.∫ 1

0

∫
(∂sϕ(s, x) + 〈vs(x),∇ϕ(s, x)〉) νs(dx) ds = 0, ∀ϕ ∈ C∞0 ([0, 1]×Rn).
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Chapter5
The local Poincaré inequality
revisited

In this chapter, we are considering only one of the basins of attraction Ωi and therefore
we omit the index i. We will write Ω and µ instead of Ωi and µi, respectively. Further,
we assume w.l.o.g. that 0 ∈ Ω is the unique minimum in Ω.

We start with some heuristics for the validity of Theorem 2.19, the local Poincaré in-
equality. We consider the Gibbs measure µ restricted to a basin of attraction Ω given
by

µ(dx) =
1Ω(x)

Zµ
exp

(
−H(x)

ε

)
dx.

We have to show that this restricted Gibbs measure µ satisfies PI(%) with constant %−1 =
O(ε). We argue as follows: On a basin of attraction Ω can only be one local minimum
of H , which is located w.l.o.g. at 0. Therefore, on Ω cannot exist another metastable
state of the diffusion ξt given by (1.3). This means that for small noise ε the diffusion
ξt slides down on the energy landscape without any obstacle until it reaches a small
region around the local minimum of H at 0. This heuristically implies that only the
small region around 0 is important for the Poincaré constant ofµ. Therefore, the Gibbs
measure µ restricted to the basin of attraction Ω and the Gibbs measure µ restricted to
a small neighborhood of 0 should have the same Poincaré constant in terms of scaling
in ε. However, around the local minimum 0 the Hamiltonian H is strictly convex due
to non-degeneracy assumption (1.8). Now, an application of the criterion of Bakry-
Émery [BE85] – it connects convexity of H

ε to the Poincaré constant of µ – yields that
the Gibbs measure µ restricted to a small region around 0 should satisfy the PI(%) with
constant %−1 = O(ε).

Let us turn to the main idea of the proof of Theorem 2.19. In chapter 3 we succeeded
to prove Theorem 2.19 by using the Lyapunov condition. There, we constructed an
explicit Lyapunov function (cf. Section 3.1.1) with subtle properties (cf. Lemma 3.11),
especially around critical points x, i.e.∇H(x) = 0.
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5. The local Poincaré inequality revisited

Here, we want to pursue a different idea, which completely avoids the use of a Lya-
punov argument and is self-containing. Moreover, the following method will allow a
more precise quantitative control on the Poincaré constant. This could be particular
interesting of the energy landscape consists just of one degenerate minimum, then the
method shall be able to show that the Poincaré constant is dominated by the diffusion
on the minimum manifold for low temperature.

The proof is motivated by the one-dimensional case, i.e. H : R → R. In this situation,
Theorem 2.19 can be deduced by using the Muckenhoupt functional (cf. Section 5.3
and [Muc72]), which determines the Poincaré constant in one dimension up to a univer-
sal factor. Because of the non-existence of a multidimensional version of the Mucken-
houpt functional, we have to reduce the multidimensional case to the one-dimensional
case.

For this purpose, we introduce on Ω polar like coordinates ψη(r) ∈ Ω for η ∈ Sn−1 and
r ≥ 0 (cf. Section 5.1). The coordinates ψη(r) are going to be a small perturbation of the
coordinates resulting from the deterministic gradient-flow

d
dt
ξt = −∇H(ξt),

parameterized by arc-length i.e. |ψ̇η(r)| = 1. In these coordinates, the restricted Gibbs
measures becomes

µ(dr,dη) =
1Ω(ψη(r))

Zµ
jη(t) exp

(
−1

ε
H(ψη(r))

)
dr dη, (5.1)

where jη(r) is the Jacobian determinant of the coordinate transformation.

Now, we carry out a two-scale argument similar to the one used for the proof of the
Eyring-Kramers formula. So, the restricted Gibbs measure µ(dr,dη) is decomposed
into

µ(dr,dη) = µ(dr|η) µ̂(dη), (5.2)

where the conditional measures µ(dr|η) and the marginal µ̂(dη) are given according to
Definition 2.4 by

µ(dr|η) =
1

Zµµ̂(η)
e−

1
ε
H(ψη(r))jη(r) dr (5.3)

µ̂(dη) =
1

Zµ

∫
e−

1
ε
H(ψη(r))jη(r) dr dη. (5.4)

Therewith, we get by an application of Corollary 2.7

varµ(dx)(f(x)) = varµ(dr,dη)(f(ψη(r)))

= Eµ̂(dη)

(
varµ(dr|η)(f(ψη(r)))

)
+ varµ̂(dη)

(
Eµ(dr|η)(f(ψη(r)))

)
. (5.5)

Let us consider the first term on the right-hand side of the last equation. Note that
the conditional measures µ(dr|η) are one-dimensional. Hence, we are able to deduce
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Poincaré inequalities for the conditional measures µ(dr|η) for η fixed using the Muck-
enhoupt functional. Of course, this step is very sensitive to the choice of the coordi-
nates {ψη}η∈Sn−1 . However, a careful and non-trivial construction of the coordinates
yields the desired scaling of the Poincaré constant. The next statement contains the
existence of good coordinates {ψη}η∈Sn−1 . At this point we have to enforce slightly
changed properties of H at infinity in comparison to Assumption 1.9 to obtain certain
monotonicity properties of the Hamiltonian evaluated along ψη(·) for fixed η. Namely,
for this chapter we assume instead of (A1PI) and (A2PI) the following assumptions:

Assumption 5.1. We assume that H ∈ C3(Rn,R) is a Morse function. Further for some
constants CH > 0 and KH ≥ 0 holds

lim inf
|x|→∞

|∇H| ≥ CH . (A1PI)

lim inf
|x|→∞

|∇H| − ∇ ·
(
∇H
|∇H|

)
≥ −KH (A2’PI)

Proposition 5.2 (Existence of mixing coordinates). Assume that H satisfies the Assump-
tion 5.1. Then, there exist coordinates {ψη}η∈Sn−1 on Ω such that the conditional measures
µ(dr|η) are radial-mixing measures in the sense of Definition 5.14.

The definition of radial-mixing measures is technically and for the moment means that
the one-dimensional measures µ(dr|η) have a good Poincaré constant (cf. Proposi-
tion 5.3). This is achieved, because the Hamiltonian evaluated along coordinates lines
H(ψη(r)) fulfills certain monotonicity assumptions and the Jacobian determinant jη(r)
of the coordinate transform shows a controlled blowup behavior, not causing any meta-
stabilites.

Proposition 5.3 (PI for radial-mixing measures). Let µ(·|η) be a radial-mixing measure in
the sense of Definition 5.14. Then the measure µ(·|η) satisfies PI(%(η)) with constant

1

%(η)
= O(ε) for ε→ 0, uniformly in η ∈ Sn−1.

The proof of Proposition 5.3 is carried out in the Section 5.3. It is based on some prop-
erties of radial-mixing measures that are outlined in Section 5.1.

Remark 5.4 (Special case one dimension). The splitting (5.2) is not necessary in one di-
mension, since there we can directly apply the radial Poincaré inequality of Proposi-
tion 5.3 to the restricted measure µ itself. In particular, note that the measure µ̂ would
live on S0 = {−1, 1} being disconnected and not satisfy any mixing properties.

Now, let us consider the second term on the right-hand side of (5.5), which is given
by

varµ̂(dη)(f̂(η)) =

∫ (
f̂(η)−

∫
f̂(θ) µ̂(dθ)

)2

µ̂(dη) (5.6)

by using the notation
f̂(η) = Eµ(dr|η)(f(ψη(r))).
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5. The local Poincaré inequality revisited

Unfortunately, an application of the same strategy as in [GOVW09] would not yield the
desired estimate. The reason is that, following [GOVW09], one would apply a Poincaré
inequality for the marginal measure µ̂(dη) and then estimate the coarse-grained gradi-
ent by the full gradient via a covariance estimate. However, the Poincaré constant for
the marginal measure µ̂ already is at least of order 1, since µ̂ lives on the sphere Sn−1.
Therefore, this strategy could not yield the desired Poincaré inequality PI(%̂) with con-
stant of order %̂−1 = O(ε).

For that reason we use a different strategy. Following the proof of Corollary 2.26, we
represent the polar variance given by (5.6) as mean-difference. More precisely, the polar
variance takes the form

varµ̂(dη)(f̂(η)) =
1

2

∫ ∫ (
f̂(η)− f̂(θ)

)2
µ̂(dη) µ̂(dθ). (5.7)

From this starting point, the procedure is somehow similar to the proof of the mean-
difference estimate of Theorem 2.23. However, the procedure needs some more evolved
ingredients due to the fact that the marginal measure µ̂ lives on the continuous state
space Sn−1 and the conditional measures µ(dr|η) have one-dimensional support. The
argument is outlined in detail in Section 5.4, in which the following statement is de-
duced.

Proposition 5.5 (Polar mean-difference estimate). It holds the estimate∫ ∫ (
f̂(η)− f̂(θ)

)2
µ̂(dη) µ̂(dθ) ≤ O(ε)

∫
|∇f |2 dµ.

Now, we have provided all the ingredients that are needed for the proof of Theo-
rem 2.19.

Proof of Theorem 2.19. The starting point of the proof is formula (5.5). Proposition 5.2
allows us to apply the local Poincaré inequality of Proposition 5.3, which leads to the
estimate

varµ(dx)(f(x)) ≤ O(ε)

∫ ∫
|∂rf(ψη(r))|2 µ(dr|η) µ̂(dη) + varµ̂(dη)(f̂(η))

= O(ε)

∫ ∫
|∇f(ψη(r))|2 |ψ̇η(r)|2︸ ︷︷ ︸

=1

µ(dr,dη) + varµ̂(dη)(f̂(η)).

We now need to consider the second term on the right-hand side of the last inequality.
The polar variance varµ̂(dη)(f̂(η)) is expressed by (5.7) as a mean-difference. Hence, an
application of the estimate of Proposition 5.5 yields the desired statement.

It is only left to verify the ingredient used in the proof of Theorem 2.19. In Section 5.1,
we introduce the notion of radial-mixing measures and state some important properties
of them. In Section 5.2, we carry out the proof of Proposition 5.2. In Section 5.3, we will
prove Proposition 5.3. Finally, in Section 5.4, we state the proof of Proposition 5.5.
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5.1. Local coordinates and radial-mixing measures

In this subsection we discuss the right choice of local coordinates (ψη)η∈Sn−1 in order to
apply the two-scale proof of Theorem 2.19. Moreover, we introduce the notion of radial-
mixing measures (cf. Definition 5.14) and state some properties, which are needed in
the proof of Proposition 5.3 in Section 5.3.

An obvious question is: Why are we not using the coordinates ψη(r) resulting from the
deterministic gradient-flow

d
dt
ξt = −∇H(ξt),

reparameterized by arc-length i.e. |ψ̇η(r)| = 1? The Poincaré inequality of µ is strongly
connected to ergodic properties of the diffusion ξt given by (1.3). Intuitively, these coor-
dinates should describe the diffusion ξt very well as we are only interested in the regime
of vanishing noise ε. For this reason, deterministic gradient-flow coordinates ψη(r)
should be a natural choice of coordinates.

However, we are not using these deterministic gradient-flow coordinates because the
conditional measures

µ(dr|η) =
1

Zµµ̂(η)
e−

1
ε
H(ψη(r))jη(r) dr

given by (5.3) will not show the right scaling of the Poincaré constant. A detailed analy-
sis reveals that problems only arise in neighborhoods of critical points x, i.e.∇H(x) = 0.
Therefore, we will only change the coordinates in neighborhoods around critical points
(cf. (H̃1) of Assumption 5.6). Heuristically, this observation seems to be plausible as,
at critical points, the gradient of H becomes comparable to the noise. Hence, at least
there, stochastic effects have to be taken into account. The main stochastic effect to be
considered is that the noise does not have a preferred direction. Thus, it is better to
smoothly transform the deterministic gradient-flow coordinates around local extremes
to polar coordinates (cf. (H̃2) of Assumption 5.6).

However, a more serious problem arises if one considers directions η ∈ Sn−1 such that
the coordinate lines ψη(r) almost hit a saddle point of H . For such directions η, the
Hamiltonian

Hη(r) :=
1

ε
H(ψη(r))− log jη(r) (5.8)

of the measure µ(dr|η) has a metastability for the deterministic gradient-flow coordi-
nates ψη(r), since jη(r) becomes unbounded to +∞. Here, the following stochastic
effect has to be taken into account: If one follows a trajectory of the diffusion ξt given
by (1.3) starting anywhere above the saddle, one will almost never get too close to the
saddle point. The reason is that the process ξt will be pushed away from the saddle as
soon as the noise becomes comparable to |∇H(ξt)|. This stands in contrast to determin-
istic gradient-flow coordinates, where you can get as close to the saddle as you want.
Heuristically, this shows that deterministic gradient-flow coordinates are not appropri-
ate at the saddle for the stochastic dynamics.
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5. The local Poincaré inequality revisited

Figure 5.1.: Deterministic gradient-flow
coordinates obtained from H̃

As you can see by Figure 5.1, the determin-
istic gradient-flow coordinates are adjusted
around the saddles in such a way that a
particle will never get close to the sad-
dle by following a flow-line starting from
above the saddle. Technically, these ideas
are manifested in the properties (H̃3), (H̃4)
and (H̃5). Later, these properties guarantee
in the proof of Proposition 5.3 that in the
Hamiltonian Hη(r) there are no metasta-
bilites for any direction η (cf. Section 5.3).

As we have outlined above, the desired co-
ordinates ψη(r) will be slight modifications
of the coordinates resulting from the de-
terministic gradient-flow w.r.t. the Hamil-
tonian H . An easy way to construct such
coordinates is to consider a small perturba-
tion H̃ of the Hamiltonian H . Then, we de-
fine the modified coordinates ψη(r) by the
deterministic gradient-flow w.r.t. the perturbation H̃ . In the next assumption we state
some properties of the perturbation H̃ that allow to derive coordinates from it.

Assumption 5.6 (Perturbation H̃ of H). We assume that the perturbation H̃ is of class
C2(Ω\ {0}) ∩ C0(Ω) and satisfies the conditions:

(i) H̃ equals H up to small δ-neighborhoods around the critical points of H , i.e. by recalling
that S is the set of critical points of H we have

∀x /∈
⋃
y∈S

Bδ(y) : H̃(x) = H(x). (H̃1)

(ii) H̃ restricted to a ball around the local minimum located in 0 of radius δ
2 > 0 is spherically

symmetric and linear, i.e.

∀x ∈ B δ
2
(0) : H̃(x) = H̃(0) + |x| . (H̃2)

(iii) |∇H̃| is uniformly bounded from below in Ω\ {0}, i.e.

∃cH̃ > 0 ∀x ∈ Ω\ {0} : |∇H̃(x)| ≥ cH̃ . (H̃3)

By using the Assumption 5.6, we are able to define the coordinates ψη(r) as follows.

Definition 5.7 (Local coordinates). Assume that H̃ satisfies the Assumption 5.6. For
r ∈ R, we consider the associated flow Ψr : Ω\ {0} → Ω\ {0} defined as the solution of

Ψ0(x) = x and Ψ̇r(x) = F̃ (Ψr(x)) :=
∇H̃(Ψr(x))

|∇H̃(Ψr(x))|
. (5.9)
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5.1. Local coordinates and radial-mixing measures

For η ∈ Sn−1, the coordinates ψη : (0, Tη)→ Rn are defined by

ψη(r) = Ψ
r− δ2

( δ2η), (5.10)

where the domain (0, Tη) is chosen to be maximal and possibly Tη =∞. Therefore, we
define Θ0 as the set of finite coordinate lines and Θ∞ the set of infinite coordinate lines

Θ0 = {η : Tη <∞} and Θ∞ = {η : Tη =∞} .

Remark 5.8. Note that the coordinates ψη are well-defined by the property (H̃2). Indeed,
the coordinates ψη(r) satisfy for r ∈ (0, δ2) the equation

ψ̇η(r) =
∇H̃(ψη(r))

|∇H̃(ψη(r))|
= η. (5.11)

Therefore, we find Ψ
r− δ2

( δ2η) = rη for r ∈ (0, δ2). This shows that ψη(r) are polar

coordinates around the local minimum.

Now, we have to show some basic properties following for the coordinates of Defini-
tion 5.7.

Proposition 5.9 (Last visit times). For an open bounded set A ⊂ Ω define the last visit time
by

τ(A) := sup
x∈A

sup {t : Ψt(x) ∈ A} . (5.12)

Then it holds
τ(A) ≤ c−1

H̃
osc
x∈A

H̃(x).

Proof. Let us consider the solution of the gradient flow ψ̇(s) = F̃ (ψ(s)) with ψ(0) = x ∈
A. We get for the difference

H̃(ψ(T ))− H̃(ψ(0)) =

∫ T

0
∂sH̃(ψ(s))ds

(5.9)
=

∫ T

0
|∇H̃(ψ(s))|ds ≥ cH̃T.

Hence we have for every T < τ(A) the bound

T ≤ c−1
H̃

(
H̃(ψ(T ))− H̃(ψ(0))

)
≤ c−1

H osc
x∈A

H̃.

Proposition 5.10. The gradient flow lines in the family Θ0 are uniform bounded in space and
time, i.e.

∃R∗ : sup
η∈Θ0

sup
t∈(0,Tη)

|ψη(t)| ≤ R∗ <∞ and ∃T ∗ : sup
η∈Θ0

Tη ≤ T ∗ <∞. (5.13)
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Proof. Let us fix some η ∈ Θ0. Then for some s > 0 holds {ψη(s)}s∈(Tη−s,Tη) ⊂ Bδ(y)

for some critical point y ∈ S of H , because else it would be possible to prolong ψη for
t ≥ Tη, which contradicts the maximality of Tη. Hence in particular {ψη(s)}s∈(0,Tη) ⊂
{H ≤ l∗} with l∗ = sup{H(x) : x ∈

⋃
y∈S Bδ(y)}. By the growth assumption (A1PI)

holds that {H ≤ l∗} is bounded and R∗ can be chosen such that BR∗ ⊃ {H ≤ l∗}. In
particular sup {Tη : η ∈ Θ0} ≤ τ({H ≤ l∗}) =: T ∗ <∞ by (5.12).

Now, we choose R ≥ R∗ with R∗ given by (5.13), yielding in particular that H̃(x) =
H(x), such that by assumption (A2’PI) holds

∀ |x| ≥ R : |∇H| − ∇ · H(x)

|∇H(x)|
≥ −2KH and |∇H| ≥ CH

2 . (5.14)

Therewith, we define ΩR := Ω∩BR(0) and with τη(ΩR) := sup {t : ψη(t) ∈ ΩR} the last
visit time of the gradient flow line ψη in ΩR holds

T̃η := min {Tη, τη(ΩR)} =

{
Tη , η ∈ Θ0

τη(ΩR) , η ∈ Θ∞.
(5.15)

By definition holds that
T̃η ≤ τ(ΩR) =: T̃ ∗.

Further note, that if Ω is bounded, then T̃η = Tη for all η ∈ Sn−1.

As we have explained above, it is very important to have a good understanding of the
Hamiltonian

Hη(r) =
1

ε
H(ψη(r))− log jη(r)

of the conditional measure µ(dr|η). In the next statement, we consider the evolution of
the second term of the last identity, namely the Jacobian determinant jη(r).

Lemma 5.11 (Evolution of the Jacobian determinant). For x ∈ Ω\ {0} let DΨr(x) be the
Jacobian of the flow Ψr given by (5.9). Then the Jacobian determinant

jη(r) := detDΨr− δ
2
( δ2η)

evaluated along the gradient-flow lines ψη(r) (cf. (5.10)) satisfies the evolution

∀r ∈ (0, Tη) :
d
dr

log jη(r) = ∇ · F̃ (ψη(r)). (5.16)

Proof. Differentiating the identity (5.9) leads to

DΨ̇r(x) = DF̃ (Ψr(x)) DΨr(x).

As DΨr is regular, we can multiply by (DΨr)
−1(x) and take the trace

tr
(
DΨ̇r(x)(DΨr)

−1(x)
)

= trDF̃ (Ψr(x)) = ∇ · F̃ (Ψr(x)).
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5.1. Local coordinates and radial-mixing measures

By Jacobi’s formula (B.3) the left-hand side of the last identity can be written as

d
dr

log detDΨr(x) = tr
(
DΨ̇r(x)DΨ−1

r (x)
)
,

which yields the desired formula (5.16).

With the help of the last statement, we are able to formulate a condition (cf. (H̃4) below)
on the perturbed Hamiltonian H̃ , which ensures that the Jacobian determinant jη(r)
behaves in the right way when applying the Muckenhoupt functional later (cf. Propo-
sition 5.3).

Lemma 5.12 (Bounds on the Jacobian determinant). Assume that the perturbed Hamilto-
nian H̃ satisfies the Assumption 5.6 and that the local coordinates ψη(r) are given by Defini-
tion 5.7. Additionally, assume that H̃ satisfies the condition

∀r ∈ ( δ2 , T̃η) : ∇ · F̃ (ψη(r)) ≤ CH̃ (H̃4)

for some constant CH̃ > 0. Then the Jacobian determinant jη(r) satisfies

∀r ∈ (0, δ2 ] : jη(r) = rn−1, (j1)

∀r ∈ ( δ2 , T̃η) : log jη(r) = log j+
η (r)− log j−η (r), with log

j+η (r)
jη(δ/2) ≤ T

∗CH̃ (j2)

and j+
η , j

−
η monotone increasing functions in (0, T̃η)

Proof of Lemma 5.12. The property (j1) is a direct consequence of the fact that the coor-
dinates ψη(r) are spherical coordinates for r < δ

2 by Remark 5.8.
Let us consider the property (j2). By the fundamental theorem of calculus and the iden-
tity (5.16) we obtain for r ∈ ( δ2 , T̃η)

log jη(r) = log jη(
δ
2) +

∫ r

δ
2

∇ · F̃ (ψη(s)) ds

= log
(
jη(

δ
2)e

∫ r
δ/2|∇·F̃ (ψη(s))|

+
ds
)
− log

(
e
∫ r
δ/2|∇·F̃ (ψη(s))|−ds

)
=: log j+

η (r)− log j−η (r),

where |x|+ = max {0, x} is the positive part and |x|− = max {0,−x} the negative part
of x. For r ∈ (0, δ2) we can set j+

η (r) := jη(r) and j−η (r) := 1. Then, the monotonicity
properties of j±η (r) are obvious from their definitions. Furthermore, with the help of
the bound (H̃4) and the uniform upper bound Tη ≤ T ∗ from (5.13) holds

log
j+
η (r)

jη(
δ
2)
≤ T ∗CH̃ .

We still need to understand the first term in the Hamiltonian Hη given by (5.8), namely
H(ψη(r)). The growth estimates (h1), (h2) and (h3) from below are one of the main
ingredients to apply of the Muckenhoupt functional in the proof of Proposition 5.3 (see
Section 5.3).
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Lemma 5.13 (Properties of the radial Hamiltonian). Assume that the perturbed Hamilto-
nian H̃ satisfies the Assumption 5.6 and that the local coordinates ψη(r) are given by Defini-
tion 5.7. Additionally, assume that H̃ satisfies the condition

〈∇H(ψη(r)),∇H̃(ψη(r))〉 ≥ cH̃ min {1, r, Tη − r} |∇H̃(ψη(r))| (H̃5)

for some constant 0 < cH̃ . If Tη =∞, we mean min {1, r, Tη − r} = min {1, r}.
For η ∈ Sn−1 we define the radial Hamiltonian function hη : [0,∞)→ R ∪ {∞} by

hη(r) :=

{
H(ψη(r)), for 0 ≤ r ≤ Tη
∞, for Tη ≤ r.

Then, the following estimates hold uniformly in η:

∃λ1 > 0 ∀s ∈ [0, T̃η) : H(ψη(r)) ≥ H(ψη(s)) + λ1(r − s)2, ∀r ∈ [s, T̃η] (h1)

∃λ2 > 0 ∀s ∈ (0, T̃η] : H(ψη(r)) ≤ H(ψη(sr))− λ2(r − s)2, ∀r ∈ [0, s]. (h2)

Further, if η ∈ Θ∞, then we have for ε ≤ 1
2

CH
2CH+4KH

∀t ∈ (T̃η,∞) :
d
dt
(

1
εhη(t)− ln jη(t)

)
≥ CH

4

1

ε
for ε ≤ 1

2

CH
CH + 4KH

, (h3)

where CH and KH are from assumptions (A1PI) and (A2’PI).

Proof of Lemma 5.13. For r ≤ T̃η it follows from Definition 5.7 and (H̃5) that

d
dr
H(ψη(r)) =

〈
∇H(ψη(r)),

∇H̃(ψη(r))

|∇H̃(ψη(r))|

〉
≥ cH̃ min {1, r, Tη − r} .

Hence on (0, T̃η), the radial Hamiltonian hη(r) is strictly increasing. Additionally, we
have with (5.13) that Tη ≤ T ∗ < ∞ holds uniformly in η. Therefore, it is easy to de-
duce (h1) and (h2) with constants λ1 and λ2 uniformly in η.

For the last property (h3) let η ∈ Θ∞. Then for t ≥ T̃h it follows by (5.15) that ψη(t) 6∈
ΩR ⊃ L(l∗) and therefore H̃(ψη(t)) = H(ψη(t)). Hence, we can use the estimates (5.14)
from which we conclude

d
dr

(
1

ε
hη(r)− ln jη(r)

)
=

1

ε
∇H(ψη(r)) ·

∇H̃(ψη(r))

|∇H̃(ψη(r))|
− ∇ · ∇H̃(ψη(r))

|∇H̃(ψη(r))|

=

(
1

ε
− 1

)
|∇H(ψη(r))|+

(
|∇H(ψη(r))| − ∇ ·

∇H(ψη(r))

|∇H(ψη(r))|

)
(5.14)
≥
(

1

ε
− 1

)
CH
2
− 2KH =

1

ε

CH
4
.

We choose ε small enough such that

1

ε

CH
4
− CH

2
− 2KH ≥ 0 hence ε ≤ 1

2

CH
CH + 4KH

.
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Now, we have provided all the ingredients needed for the proof of Proposition 5.3 in
Section 5.3. For convenience, we make the following definition.

Definition 5.14 (Radial-mixing measures). Assume that the perturbed Hamiltonian H̃
satisfies (H̃1), (H̃2) and (H̃3) of Assumption 5.6 and that the local coordinates ψη(r)
are given by Definition 5.7. Additionally, assume that H̃ satisfies the conditions (H̃4)
and (H̃5). Then, the conditional measures

µ(dr|η) =
1

µ̂(η)
jη(r) exp

(
−1

ε
H(ψη(r))

)
dr

are called radial-mixing measures.

The existence of radial-mixing measures is stated in Proposition 5.2, which is verified in
the next section. The term mixing in the definition of radial-mixing measures is justified
by Proposition 5.3, which proofs that the Poincaré constant %(η) of µ(dr|η) satisfies
%−1(η) = O(ε).

5.2. Construction of the perturbed Hamiltonian H̃

Let us recall, that we only consider one basin of attraction Ωi (cf. (2.6)) and therefore
omit the index i. We assume w.l.o.g. that 0 ∈ Ω is the local minimum of H in Ω. In
this section we state the proof of Proposition 5.2, which is restated at this point for the
convenience of the reader.

Proposition 5.2 (Existence of mixing coordinates). Assume that H satisfies the Assump-
tion 5.1. Then, there exist coordinates {ψη}η∈Sn−1 on Ω such that the conditional measures
µ(dr|η) are radial-mixing measures in the sense of Definition 5.14.

By Definition 5.14, we have to show that on a basin of attraction Ω (cf. (2.6)) there exists
a perturbation H̃ of the Hamiltonian H satisfying the conditions (H̃1)-(H̃5). Because
of (H̃1), the perturbation H̃ is only allowed to differ from the Hamiltonian H on small
neighborhoods around the critical points z ∈ Ω of H . Therefore, we obtain the pertur-
bation H̃ by a local construction on a neighborhood of every critical point. Hence the
properties (H̃1) and (H̃2) will be automatically satisfied by construction. If one stays
away from critical points z ∈ Ω of H , the properties (H̃3) and (H̃5) are automatically
satisfied if we take there H̃ = H . Furthermore, the property (H̃4) needs only to be
checked on the bounded domain ΩR, which is again clear as long as one stays away
from critical points of H . Therefore, we only have to verify the properties (H̃3)-(H̃5)
near the critical points. We distinguish two cases: Section 5.2.1 is devoted to the con-
struction of H̃ at a local extremum of H and Section 5.2.2 considers the construction
of H̃ at the saddle points of H .
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5.2.1. Perturbed Hamiltonian H̃ at local extremes

In this section, we will construct the perturbed Hamiltonian H̃ satisfying the condi-
tions (H̃1)-(H̃5) in a small neighborhood of the local minimum 0 ∈ Ω of the Hamilto-
nian H . We omit the case where the critical point z is a local maxima. The reason is that
the construction of H̃ would be very similar to the construction of H̃ around a local
minimum by considering −H instead of H .

We denote by λmin the smallest eigenvalue of ∇2H(0), which is strictly positive by the
non-degeneracy Assumption 1.9. Hence, we can choose δ > 0 such that H is strictly
convex onBδ(0). Let ξ ∈ C∞(R+, [0, 1]) be a decreasing smooth step function satisfying
the conditions

∀r ∈ [0, 1/2] : ξ(r) = 1, ∀r ∈ (1/2, 1) : ξ′(r) < 0, and ∀r ∈ [1,∞) : ξ(r) = 0.
(5.17)

For convenience, we set ξδ(r) = ξ( rδ ). Motivated by property (H̃2), we define the cor-
rection H̃ of H around the minimum as

H̃(x) := ξδ(|x|) (|x| − δ) + (1− ξδ(|x|)) H(x), for x ∈ Bδ(0). (5.18)

Figure 5.2.: Contours and flow lines derived from H (left) and H̃ (right).

Now, we state the main result of this section.

Lemma 5.15 (Perturbation H̃ around local extrema). For δ small enough, the function H̃
satisfies the properties (H̃1)-(H̃5) in the neighborhood Bδ(0) around the minimum 0 ∈ Ω.

Proof. The property (H̃1) is fulfilled by construction.
The property (H̃2) is satisfied by the definition (5.18) of H̃ and the definition (5.17) of ξ,
which ensures that the gradient-flow coordinates of H̃ coincide with polar coordinates
on the ball Bδ/2(0).
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5.2. Construction of the perturbed Hamiltonian H̃

The property (H̃3) is verified by a straightforward argument, where direct calculation
leads to the identity

∇H̃(x) = a(x)
x

|x|
+ b(x)∇H(x), with (5.19)

a(x) = δ−1ξ′δ (|x|) (|x| − δ −H(x)) + ξδ(|x|) and b(x) = 1− ξδ(|x|).

For the verification of (H̃3), we will need two observations.
The first one is a(x) > ξδ(|x|), which follows for small enough δ from the assumptions
on H , namely H(0) = 0 and H(x) ≥ 0 as well as the monotonicity (5.17) of ξ, i.e. ξ′ ≤ 0.
The second observation is that for x ∈ Bδ(0) holds〈

x

|x|
,∇H(x)

〉
= |x|

〈
x

|x|
,∇2H(0)

x

|x|

〉
+O(x2) ≥ λmin|x|+O(δ2) ≥ λmin

2
|x| , (5.20)

which follows directly from Taylor expansion and choosing δ sufficiently small. In the
last inequality, λmin > 0 denotes the smallest eigenvalue of∇2H(0).
Let us now verify (H̃3). The identity (5.19) directly yields for x ∈ Bδ(0)

|∇H̃(x)| = a2(x) + 2 a(x) b(x)

〈
x

|x|
,∇2H(x)

〉
+ b2(x) |∇H(x)|2

(5.20)
≥ a2(x) + 2 a(x) b(x)

λmin

2
|x|+ b2(x) |∇H(x)|2.

We consider two cases. In the first case, we assume that |x| < δ
4 . Then we get

|∇H̃(x)| ≥ a2(x) +O(δ2)
(5.17)
≥ ξ (1/4) +O(δ2) ≥ cH̃ > 0.

In the second case, namely δ
4 ≤ |x| ≤ δ, we get

|∇H̃(x)| ≥ b2(x) |∇H(x)|2 +O(δ2)

(5.17)
≥
(
1− ξ

(
1
4

))2
min

δ
4
≤|x|≤δ

|∇H(x)|2 +O(δ2) ≥ cH̃ > 0,

which yields the desired property (H̃3).

Now, let us turn to the property (H̃4). It suffices to show that for x ∈ Bδ(0)\Bδ/2(0)
holds ∣∣∣∣∣∇ · ∇H̃|∇H̃|(x)

∣∣∣∣∣ ≤ C.
However, this easily follows from the observation that∣∣∣∣∣∇ · ∇H̃|∇H̃|(x)

∣∣∣∣∣ =
1

|∇H̃(x)|

∣∣∣∣∣∆H̃(x)−

〈
∇H̃
|∇H̃|

(x),∇2H̃(x)
∇H̃
|∇H̃|

(x)

〉∣∣∣∣∣
(H̃3)
≤ n− 1

c
‖∇2H̃(x)‖
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and the fact that H̃(x) is by construction a smooth function on Bδ(0)\Bδ/2(0).

Finally, let us verify the property (H̃5). It is sufficient to show that

∀t such that ψη(t) ∈ Bδ(0) :
〈
∇H(ψη(t)),∇H̃(ψη(t))

〉
≥ cH̃ t |∇H̃(ψη(t))|,

where the local coordinates ψη(t) are given by (5.11). Using (5.19) we get〈
∇H(x),∇H̃(x)

〉
= a(x)

〈
∇H(x),

x

|x|

〉
+ b(x) |∇H(x)|2

≥ a(x)

〈
∇H(x),

x

|x|

〉
+ b(x) |∇H(x)|

〈
∇H(x),

x

|x|

〉
(5.20)
≥ (a(x) + b(x) |∇H(x)|) λmin

2
|x|

(5.19)
≥ λmin

2
|x| |∇H̃(x)|.

By the last inequality, it is only left to show that for some constant c > 0

|ψη(t)| ≥ c t, for all ψη(t) ∈ Bδ(0). (5.21)

It follows from the definition (5.11) of ψη(t) that

|ψη(t)| =
∫ t

0
∂s|ψη(s)| ds =

∫ t

0

〈
ψη(s)

|ψη(s)|
,
∇H̃(ψη(s))

|∇H̃(ψη(s))|

〉
ds. (5.22)

For ψη(s) ∈ Bδ(0) it follows from (5.19) that |∇H̃(ψη(s))| ≤ C. Therefore, we can
estimate〈

ψη(s)

|ψη(s)|
,
∇H̃(ψη(s))

|∇H̃(ψη(s))|

〉
(5.19)
=

1

|∇H̃(ψη(s))|

(
a(ψη(s)) + b(ψη(s))

〈
ψη(s)

|ψη(s)|
,∇H(ψη(s))

〉)
(5.20)
≥ 1

C

(
a(ψη(s)) + b(ψη(s))

λmin

2
|ψη(s)|

)
≥ cH̃ > 0,

(5.23)

where the last line is deduced with the same argument as used for (H̃3). A combination
of (5.22) and (5.23) yields the desired estimate (5.21) and concludes the proof.

5.2.2. Perturbed Hamiltonian H̃ at the saddles

In this section, we construct a local a perturbation H̃ ofH satisfying the conditions (H̃1)-
(H̃5) nearby saddle points. Note that every saddle s lies on the boundary of Ω. We will
locally deform H in such a way that either trajectories will leave Ω nearby the saddle
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5.2. Construction of the perturbed Hamiltonian H̃

W s W s

Figure 5.3.: Flow lines derived from H (left) and H̃ (right).

or they will avoid coming close to the saddle (cf. Figure 5.3). We achieve this behavior
by introducing a kink on the stable manifold (cf. Figure 5.5).

We assume w.l.o.g. that the saddle point s lies at the origin 0. The stable and unstable
manifold of the saddle at 0 are given by

W s := {y0 ∈ Rn : ẏt = −∇H(yt), yt → 0}
W u := {y0 ∈ Rn : ẏt = ∇H(yt), yt → 0} .

In order to deform the trajectories as indicated in Figure 5.3, we need a better descrip-
tion of the stable and unstable manifold of the saddle at 0. This description is provided
by the stable-manifold theorem (cf. Theorem 5.17 below).

Definition 5.16 (Stable Es and unstable Eu subspaces of ∇2H(0)). By the non-degener-
acy assumption (1.8) there is a number k and an orthogonal matrix Q such that

∇2H(0) = Qdiag(λ−1 , . . . , λ
−
k , λ

+
1 , . . . , λ

+
n−k)Q

>,

where λ−1 , . . . , λ
−
k < 0 and λ+

1 , . . . , λ
+
n−k > 0. Therefore, the stable Es and unstable Eu

subspaces of∇2H(0) are given by

Eu :=
{
Q(y, 0)> ∈ Rn : y ∈ Rk

}
Es :=

{
Q(0, y)> ∈ Rn : y ∈ Rn−k

}
.

Theorem 5.17 (Stable-manifold theorem [Tes12, Theorem 9.4, p. 259]). For a small neigh-
borhood U of the saddle 0 the local stable-manifold W s

loc := W s ∩ U is a smooth manifold
tangent to Es at 0. Moreover, there exist neighborhoods Us ⊆ Es, Uu ⊆ Eu and a smooth map
hs : Us → Uu satisfying

hs(0) = 0 and Dhs(0) = 0 (5.24)

such that for
U := {xs + hs(xs) + xu : xs ∈ Us, xu ∈ Uu}
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5. The local Poincaré inequality revisited

the local stable-manifold W s
loc = W s ∩ U allows the representation

W s
loc = {xs + hs(xs) : xs ∈ Us} .

Eu

EsW s

W u

x

xs

xu

hs(xs)

Figure 5.4.: Illustration of the stable-manifold theorem

Using the stable-manifold theorem we are able to introduce the following local coordi-
nates on the saddle by the map (cf. Figure 5.4)

ξ(xs, xu) : Us × Uu → U ⊂ Rn ξ(xs, xu) 7→ xs + hs(xs) + xu.

With the orthogonal projections Πs and Πu onto the stable linear Es and unstable linear
Eu manifolds

Πs : U → Us Πs = Qdiag(0, . . . , 0︸ ︷︷ ︸
k-times

, 1 . . . , 1︸ ︷︷ ︸
(n−k)-times

)Q>

Πu : U → Uu Πu = Qdiag(1, . . . , 1︸ ︷︷ ︸
k-times

, 0 . . . , 0︸ ︷︷ ︸
(n−k)-times

)Q>

we obtain the reverse coordinate transformation by

U 3 x 7→ (Πsx,Πux− hs(Πsx)) ∈ Us × Uu.

We will construct the Hamiltonian H̃ by adding a perturbation to the Hamiltonian H .
This additive perturbation is obtained with the help of the local coordinates from above
and two auxiliary functions p, q ∈ C2(R+, [0, 1]) satisfying

p(0) = 1, p′(0) = 0, ∀ t ∈ (0, 1) : p′(t) < 0, (Ap)
∀ t ∈ [0, 1] :

∣∣p′(t)∣∣ ≤ 8t, (Bp)
∀ t ∈ [0, 1] : p(t) ≥ (1− 2t)+, (Cp)

and q(0) = 1, ∀t ∈ (0, 1) : q′(t) < 0, (Aq)
∀ t ∈ [0, 1] : (1− 2t)+ ≤

∣∣q′(t)∣∣ ≤ 2. (Bq)
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5.2. Construction of the perturbed Hamiltonian H̃

Example 5.18. By straightforward calculation one can show that the functions

p(t) = (1− t2)3 1[0,1)(t) and q(t) = (1− t)(1− t2)2 1[0,1)(t)

satisfy the conditions (Ap)-(Cp) and (Aq)-(Bq), respectively

The next statment contains the main result of this section.

Lemma 5.19 (Perturbation H̃ around saddles). For constants a, δ > 0 we define the additive
perturbation as

H+
loc : R+ ×R+ → R H+

loc(s, u) = aδ2p
(s
δ

)
q
(u
δ

)
,

where the functions p and q satisfy (Ap)-(Cp) and (Aq)-(Bq), respectively. Let us define the
modified Hamiltonian H̃ on U := {x ∈ Rn : |Πsx| < δ, |Πux− hs(Πsx)| < δ} by

H̃(x) := H(x) +H+
loc(|Πsx| , |Πux− hs(Πsx)|). (5.25)

Then, there exists a > 0 and δ > 0 small enough such that H̃ on U satisfies the properties (H̃1)-
(H̃5).

Figure 5.5.: H̃ (left) with a kink on the stable manifold and H+
loc (right).

Proof. The properties (H̃1) and (H̃2) are fulfilled by construction.

Argument for (H̃3): We have to show that for x ∈ U holds

|∇H̃(x)| ≥ cH̃ > 0. (5.26)

Let x = xs + xu ∈ U\W s
loc with xs = Πsx and xu = Πux, hence xu 6= hs(xs). Further, set

s = |xs| and u = |xu − hs(xs)|. Then, differentiation of (5.25) using the equation (B.4)
from the Appendix B.5 yields

∇H̃(x) = ∇H(x) + ∂sH
+
loc(s, u)

xs
s

+ ∂uH
+
loc(s, u) (Πu −Dhs(xs)Πs)

> xu − hs(xs)

u
.

(5.27)
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Let us note that since Πu is an orthogonal projection and since Dhs(xs) : Es → Eu, it
holds Dhs(xs)Πs = Dhs(xs) and (Πu −Dhs(xs)Πs)

> = Πu − Dh>s (xs). Let us expand
∇H(x) around the saddle point

∇H(x) = ∇H(xs + xu) = ∇2H(0)xs +∇2H(0)(xu − hs(xs)) +R2(x), (5.28)

where the remainder term R2(x) satisfies |R2(x)| ≤ (CH + Ch) |x|2 ≤ (CH + Ch)δ2

as |hs(xs)| ≤ Ch |xs|2 by (5.24). We note that the partial derivatives of the additive
perturbation are given by

∂sH
+
loc(s, u) = aδ p′

(s
δ

)
q
(u
δ

)
and ∂uH(s, u) = aδ p

(s
δ

)
q′
(u
δ

)
.

Combining all expressions yields that the the gradient of the perturbed Hamiltonian
can be written as

∇H̃(x) = Ns(x) +Nu(x) +R2(x), (5.29)

where the terms Ns(x) and Nu(x) are given by

Ns(x) =
(
∇2H(0)s+ aδ p′

(s
δ

)
q
(u
δ

)
Id
) xs
s
− aδ p

(s
δ

)
q′
(u
δ

)
Dh>s (xs)

xu − hs(xs)

u
,

(5.30)

Nu(x) =
(
∇2H(0)u+ aδp

(s
δ

)
q′
(u
δ

)
Id
) xu − hs(xs)

u
. (5.31)

We want to point out that 〈Ns(x), Nu(x)〉 = 0 because Ns(x) ∈ Es and Nu(x) ∈ Eu
(∇2H(0) leaves Es and Eu invariant). Therefore, we have

|∇H̃(x)|2 = |Ns(x)|2 + |Nu(x)|2 +O(δ3) ≥ max{|Ns(x)|2 , |Nu(x)|2}+O(δ3). (5.32)

We proceed by determining lower bounds for |Ns(x)| and |Nu(x)|. For |Ns(x)|we get

|Ns(x)| ≥ λ+
mins− aδ

∣∣∣p′ (s
δ

)∣∣∣ q (u
δ

)
− aδ p

(s
δ

) ∣∣∣q′ (u
δ

)∣∣∣ ‖Dh>s (xs)‖, (5.33)

where λ+
min denotes the smallest positive eigenvalue of the Hessian∇2H(0). We employ

now the assumptions (Bp) and (Aq) to bound the second term in (5.33) by

aδ
∣∣∣p′ (s

δ

)∣∣∣ q (u
δ

)
≤ 8as. (5.34)

Likewise, we use the assumptions (Ap) and (Bq) and the additional observation that∣∣Dh>s (xs)
∣∣ ≤ Ch |xs| by (5.24) to bound the third term in (5.33) by

aδ p
(s
δ

) ∣∣∣q′ (u
δ

)∣∣∣ |Dh>s (xs)| ≤ 2aδChs ≤ 2as, for δ ≤ C−1
h . (5.35)

Hence, we can deduce a lower bound for |Ns(x)| by choosing a small enough. Indeed,
we observe

|Ns(x)| ≥
(
λ+

min − 8a− 2a
)
s ≥ δ

λ+
min

2

s

δ
for a ≤

λ+
min

20
. (5.36)
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Hence for a ≤ λ+
min
20 , a combination of (5.32) and (5.36) yields the desired estimate (5.26)

if s ≥ δ
4 .

However, if s ≤ δ
4 , we have to take a closer look at the term |Nu(x)|. Note that by

definition of Uu, the Hessian ∇2H(0) is strictly negative definite on Uu. Let λ−min < 0
denote by the smallest negative eigenvalue of ∇2H(0) on Uu in modulus. Using the
definition (5.31) of Nu(x)< we can deduce the lower bound

|Nu(x)| ≥ |λ−min|u+ aδp
(s
δ

) ∣∣∣q′ (s
δ

)∣∣∣ (Cp),(Bq)
≥ |λ−min|u+ aδ

(
1− 2

s

δ

)
+

(
1− 2

u

δ

)
+

≥ min

{
|λ−min|δ

2
, aδ

(
1− 2

s

δ

)
+

}
(5.37)

where the last step follows from either setting u = 0 or u = δ
2 . Hence, if s ≤ δ

4 , the
desired estimate (5.26) follows from a combination of (5.32) and (5.37).

Argument for (H̃4): Although property (H̃4) is formulated in a pathwise version, it is
enough to show the pointwise estimate

∀x ∈ ΩR\Bδ/2(0) : ∇ · ∇H̃(x)

|∇H̃(x)|
≤ CH̃ , (5.38)

where ΩR = Ω ∩BR(0) and R is given in (5.14). Direct calculation shows that

∇ · ∇H̃
|∇H̃|

=
1

|∇H̃|

(
∆H̃ −

〈
∇H̃
|∇H̃|

,∇2H̃
∇H̃
|∇H̃|

〉)
.

We observe that if λ̃1(x) ≤ · · · ≤ λ̃n(x) denote the ordered eigenvalues of∇2H̃(x), then
the following bound holds

∆H̃ −

〈
∇H̃
|∇H̃|

,∇2H̃
∇H̃
|∇H̃|

〉
≤

n∑
i=2

λ̃i(x) ≤ (n− 1)λ̃n(x). (5.39)

For the estimation of λ̃n(x), we use the variational formulation of the eigenvalues

λ̃n(x) = sup
η∈Sn−1

〈
η,∇2H̃(x)η

〉
. (5.40)

Below, we will show that for some constant CH̃ > 0〈
η,∇2H̃(x)η

〉
≤ CH̃ . (5.41)

In combination with (5.39) and (5.40), this estimate already yields the desired state-
ment (5.38). Now, we verify the estimate (5.41). For that purpose, let us have a closer
look at∇H̃ , which can be written as (cf. (5.27))

∇H̃(x) = ∇H(x) + ∂sH
+
loc(s, u)

xs
s︸ ︷︷ ︸

=:T1

+ ∂uH
+
loc(s, u) (Πu −Dhs(xs))

> xu − hs(xs)

u︸ ︷︷ ︸
=:T2

.
(5.42)
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Hence, we can write∇2H̃ as
∇2H̃ = DT1 +DT2. (5.43)

For the moment, we skip the details for the estimation of DT1 and first consider the
term DT2. Straightforward calculation shows that

DT2 = D

(
∂uH

+
loc(s, u) (Πu −Dhs(xs))

> xu − hs(xs)

u

)
= T3 + T4,

where the terms T3 and T4 are given by

(T3)i,j =
n∑
k=1

∂xi

(
∂uH

+
loc(s, u) (Πu −Dhs(xs))

>
)
jk

(
xu − hs(xs)

u

)
k

and

T4 = ∂uH
+
loc(s, u) (Πu −Dhs(xs))

>D

(
xu − hs(xs)

u

)
.

Using the assumptions (Ap), (Bp), (Aq) and (Bq) as well as the properties of hs given
by (5.24), one can deduce that the term T3 satisfies for η ∈ Sn−1 the estimate

|〈η, T3η〉| ≤ C. (5.44)

The same procedure applies also to the term DT1, which can be similarly estimated
like T3

|〈η,DT1η〉| ≤ C. (5.45)

Let us now consider the term T4. With the help of the matrix A = Πu−Dhs(xs) and the
vector v = xu−hs(xs)

u ∈ Eu ∩ Sn−1 we find using the equation (B.5) from Appendix B.5
the relation

Dv =
1

u
(Id−v ⊗ v)A =

1

u
(Πu − v ⊗ v)A,

since A : Rn → Eu. Therewith, we can rewrite the term T4 as

T4 =
∂uH

+
loc(s, u)

u
A> (Πu − v ⊗ v)A.

Because ‖Dhs(xs)‖ = O(s) = O(δ) and Dhs(xs) : Es → Eu (cf. (5.24)), we have that
A > 0 on Eu and A = 0 on Es, which yields

A>(Πu − v ⊗ v)A ≥ 0.

Finally, because ∂uH
+
loc(s,u)

u ≤ 0, this means that T4 is negative definite, i.e.

〈η, T4η〉 ≤ 0. (5.46)

A combination of (5.43), (5.45), (5.44) and (5.46) yields the desired statement (5.41).

Argument for (H̃5): We conclude in several steps. Firstly, we deduce a pointwise esti-
mate

〈∇H(x),∇H̃(x)〉 ≥
(λ+

min)2

2
s2+|λ−min|aδ

(
1− 2u

δ

)
+

pδ(s)u+
(
λ−min

)2
u2+O(s2δ)+O(u2δ).

(5.47)
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Then, in the second step, we get rid of the error terms, as they can be compensated by
the first and second term of (5.47), respectively. This leads to the estimate

〈∇H(x),∇H̃(x)〉 ≥
(λ+

min)2

4
s2 + |λ−min|aδ

(
1− 2u

δ

)
+

pδ(s)u+

(
λ−min

)2
2

u2. (5.48)

If we for the moment assume that (5.47) respectively (5.48) holds, we still need to re-
combine this estimate (5.48) with the trajectories. Below, we will deduce two differential
inequalities for u(t) and s(t) given by

s(t) := |Πsψη(t)| and u(t) := |Πuψη(t)− hs (Πsψη(t))| .

Namely, we will show that for δ sufficiently small and a satisfying (5.36) holds

1 ≥ ṡ(t) ≥
λ+

min

2
s(t) +O(δ2), (5.49)

1 +O(δ2) ≥ −u̇(t) ≥ a(δ − 2u(t))+pδ(s(t)) +O(δ2). (5.50)

The deduction of (5.49) and (5.50) is similar to the estimate of Ns and Nu. By direct
calculation and term-wise estimation of |∇H̃| in (5.42), we find that |∇H̃| = O(δ) in
U . Hence we can assume from now that |∇H̃| ≤ 1. The starting point for all estimates
is the representation of ∇H̃ given in (5.27) and its decomposition into Ns, Nu and the
error R2 from (5.29)

ṡ(t) =
1

s(t)

〈
Πsψη(t), ψ̇η(t)

〉
=

1

s(t)|∇H̃(ψη(t))|

〈
Πsψη(t),∇H̃(ψη(t))

〉
=

1

s(t)|∇H̃(ψη(t))|
(〈Πsψη(t), Ns(ψη(t))〉+ 〈Πsψη(t), R2(x)〉)

≥ 1

s(t)
〈Πsψη(t), Ns(ψη(t))〉+O(δ2).

We use the representation of Ns from (5.30) and follow along the lines of (5.33) and
(5.36) to estimate 〈ψη(t), Ns(ψη(t))〉〈

Πsψη(t)

s(t)
, Ns(ψη(t))

〉
=

〈
Πsψη(t)

s(t)
,∇2H(0)ψη(t)

〉
+ ∂sH

+
loc(s(t), u(t))

|Πsψη(t)|2

s(t)2

− ∂uH+
loc(s, u)

〈
Πsψη(t)

s(t)
, Dh>s (Πsψη(t))

Πuψη(t)− hs(Πsψη(t))

u(t)

〉
(5.33)
≥ λ+

mins(t)− aδ
∣∣∣∣p′(s(t)δ

)∣∣∣∣ q(u(t)

δ

)
− aδp

(
s(t)

δ

)
q′
(
u(t)

δ

) ∣∣∣Dh>s (Πsψη(t))
∣∣∣

(5.34),(5.35)
≥ λ+

mins(t)− 8as(t)− 2aChs(t).

Using the same choice of a as in (5.36) shows (5.49). For the differential inequality (5.50)
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we have to take care of the sign of u̇(t)

−u̇(t) = − d
dt
|Πuψη(t)− hs(Πsψη(t))|

= −
〈

Πuψη(t)− hs(Πsψη(t))

u(t)
, (Πu −Dhs(Πsψη(t)) Πs) ψ̇η(t)

〉
≥ −

〈
Πuψη(t)− hs(Πsψη(t))

u(t)
,
Πu∇H̃(ψη(t))

|∇H̃(ψη(t))|

〉
− ‖Dhs(Πsψη(t))‖

∣∣∣∣∣Πs∇H̃(ψη(t))

|∇H̃(ψη(t))|

∣∣∣∣∣ .
Let us first note, that ‖Dhs(Πsψη(t))‖ = O(|Πsψη(t)|) = O(δ) by (5.24). Furthermore,
we have by (5.29) that Πs∇H̃(ψη(t)) = Ns(ψη(t)) + ΠsR2(ψη(t)) and by (5.30) we
can easily deduce |Ns(x)| = O(δ) and |ΠsR2(x)| = O(δ2), which in comparison with
|∇H̃| ≥ cH̃ yields

‖Dhs(Πsψη(t))‖

∣∣∣∣∣Πs∇H̃(ψη(t))

|∇H̃(ψη(t))|

∣∣∣∣∣ = O(δ2). (5.51)

Therefore, we are left to consider the first term. Since Πu∇H̃(ψη(t)) = Nu(ψη(t)) +
ΠuR2(ψη(t)) with |ΠuR2(x)| = O(δ2), it is enough to use a similar estimate like (5.37)

−

〈
Πuψη(t)− hs(Πsψη(t))

u(t)
,
Nu(ψη(t))

|∇H̃(ψη(t))|

〉
≥ |λ−min|u(t) + aδp

(
s(t)

δ

) ∣∣∣∣q′(s(t)δ
)∣∣∣∣

(Bq)
≥ |λ−min|u(t) + aδ

(
1− 2

u(t)

δ

)
+

p

(
s(t)

δ

)
,

which concludes the proof of the lower bound in (5.50) and the upper bound is a simple
consequence of the error estimate (5.51).

Now we have proven the auxiliary estimates for the trajectories and can continue with
the proof of (H̃5) under the assumption, that (5.48) holds. Let us introduce the entrance
time Eη of ψη(t) into suppH+

loc where we can assume that suppH+
loc ⊂ B2δ. Let us

assume that δ is chosen small enough such that ṡ(t) ≥ λ+
minδ
8 > 0 whenever s(t) ≥ δ

2 .
Then, we can consider two cases: First, there exists t0 ∈ (Eη, Tη) with s(t0) ≥ δ

2 and
secondly, there exists no such t0. In the first case, there is nothing to show, since we find
that s(t) is monotone and with (5.48) holds

∀t ∈ (t0, Tη) : 〈∇H(ψη(t)),∇H̃(ψη(t))〉 ≥
(λ+

min)2

4
s(t0)2 ≥

(λ+
min)2

4

δ2

4
. (5.52)

Now, the second case and we assume that s(t) < δ
2 for all t ∈ (Eη, Tη). Then it follows

from (5.50) for u(t) ≤ δ
4

−u̇(t) ≥ aδ

2
p

(
1

2

)
+O(δ2) ≥ cuδ > 0 for some cu > 0 and δ small enough. (5.53)

In particular, the estimate (5.53) implies

u(t) = u(Tη)−
∫ Tη

t
u̇(s)ds

(5.53)
≥ cuδ(Tη − t), (5.54)
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since u(Tη) = 0. We can use this observation together with the estimate (5.48) and
arrive for u ≤ δ

4 at

〈∇H(ψη(t)),∇H̃(ψη(t))〉 ≥ |λ−min| a
δ

2
p

(
1

2

)
u(t)

(5.54)
≥ |λ−min| a

δ

2
p

(
1

2

)
cuδ (Tη − t).

(5.55)
Now, the conclusion (H̃5) follows with (5.52) and (5.55) from the observation |∇H̃| =
O(δ) in U and especially |∇H̃| ≤ 1 for δ chosen appropriate small enough.

To finish the proof, we still have to show (5.47). We start with (5.28) and (5.29) to deduce〈
∇H(x),∇H̃(x)

〉
=
〈
∇2H(0)(xs + xu − hs(xs)) +R2(x), Ns(x) +Nu(x) +R2(x)

〉
=
〈
∇2H(0)(xs + xu − hs(xs)), Ns(x) +Nu(x)

〉
+
〈
R2(x), Ns(x) +Nu(x) +∇2H(0)(xs + xu − hs(xs)) +R2(x)

〉
.

Let us first estimate the order of the error terms containing R2(x). With (5.28) we find
that |R2(x)| = O(|x|2) = O(s2) + O(u2). Further, we have |Ns(x)| = O(δ) as well
as |Nu(x)| = O(δ). Furthermore, it holds |hs(xs)| = O(s2) and of course |x| = O(δ).
Therefore, the total approximation error can be estimated by〈

R2(x), Ns(x) +Nu(x) +∇2H(0)(xs + xu − hs(xs)
〉

= O(δs2) +O(δu2).

We find an estimate for
〈
∇2H(0)(xs + xu − hs(xs)), Ns(x) +Nu(x)

〉
by using the repre-

sentation of Ns in (5.30) and Nu in (5.31) and going along the lines of (5.33) and (5.37)〈
∇2H(0)(xs + xu − hs(xs)), Ns(x) +Nu(x)

〉
=
〈
∇2H(0)xs, Ns

〉
+
〈
∇2H(0) (xu − hs(xs)) , Nu(x)

〉
≥
〈
∇2H(0)xs,∇2H(0)xs

〉
− aδ

∣∣∣p′ (s
δ

)∣∣∣ q (u
δ

)〈
∇2H(0)xs,

xs
s

〉
− aδp

(s
δ

) ∣∣∣q′ (u
δ

)∣∣∣ ∣∣∇2H(0)xs
∣∣ ∣∣∣Dh>s (xs)

∣∣∣
+
〈
∇2H(0) (xu − hs(xs)) ,∇2H(0) (xu − hs(xs))

〉
+ aδp

(s
δ

) ∣∣∣q′ (u
δ

)∣∣∣〈−∇2H(0) (xu − hs(xs)) ,
xu − hs(xs)

u

〉
≥ (λ+

min)2s2 − 8aλ+
maxs

2 − 2aδλ+
maxChs

2 + (λ−min)2u2 + aδp
(s
δ

)(
1− 2u

δ

)
+

∣∣λ−min

∣∣u,
where λ+

max is the largest eigenvalue of ∇2H(0). We finish by bounding the first three
terms from below. Therefore, we assume, like in (5.35), that δ ≤ C−1

h and obtain

(λ+
min)2s2 − 8aλ+

maxs
2 − 2aλ+

maxδChs
2 ≥

(
(λ+

min)2 − 10aλ+
max

)
s2 ≥

(λ+
min)2

2
s2,

where we set a ≤ (λ+
min)2

20λ+
max

in the last estimate, which enforces the assumption on a

in (5.36) by a factor λ+
min

λ+
max

. Altogether, this shows (5.47) and finishes the proof.
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5.3. Radial Poincaré inequality via Muckenhoupt functional

The aim of this section is the proof of Proposition 5.3. In the argument we apply the
Muckenhoupt functional [Muc72]. Firstly, let us restate the main result of [Muc72] in
Theorem 5.20 below and clarify the connection of the Muckenhoupt functional to the
Poincaré inequality in Proposition 5.21. For the sake of completeness and notation we
also state the proofs of Theorem 5.20 and Proposition 5.21 in full detail.

The following theorem is a weighted Hardy inequality discovered by [Muc72] in a more
general context with a sharp characterization of the optimal constant up to a factor 4.

Theorem 5.20 (Muckenhoupt functional [Muc72, Theorem 4]). Let µ be an absolutely
continuous measure on R+, then there exists a constant C <∞ for which

∀f : R+ → R

∫ ∞
0

(∫ x

0
f(t) dt

)2

µ(dx) ≤ C
∫ ∞

0
f2µ(dx), (5.56)

if and only if

B = sup
r>0

∫ ∞
r

dµ
∫ r

0

1

µ(x)
dx <∞. (5.57)

Furthermore, the optimal C obeys the estimate

B ≤ C ≤ 4B. (5.58)

Proof of Theorem 5.20. The proof consists of two steps. Firstly, we show that (5.57) im-
plies (5.56) with constant C ≤ 4B. In the second step, we will show that (5.56) also
implies (5.57) by the the estimate B ≤ C, which then establishes (5.58).

Define the function G(x) =
∫ x

0
1

µ(y)dy. The first step is to apply Cauchy-Schwarz in-
equality to the inner integral(∫ x

0
f(t)dt

)2

≤
∫ x

0
|f(t)|2

√
G(t) µ(dt)

∫ x

0

1

G(t)µ(t)
dt (5.59)

Now, note that with 2 d
dt

√
G(t) = 1√

G(t)µ(t)
the last integral evaluates to

∫ x

0

1

G(t)µ(t)
dt = 2

√
G(x) ≤ 2

√
B

(∫ ∞
x

dµ
)− 1

2

, (5.60)

where the last estimate follows from the definition of the constant B. Combining (5.60)
and (5.59), integrating the resulting inequality w.r.t. to µ and using Fubini’s theorem to
interchange the integration, we arrive at∫ ∞

0

(∫ x

0
f(t) dt

)2

µ(dx) ≤ 2
√
B

∫ ∞
0
|f(t)|2

√
G(t)

(∫ ∞
t

(∫ ∞
x

dµ
)− 1

2

µ(dx)

)
µ(dt).

(5.61)
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Now, we observe that

2
d

dx

(∫ ∞
x

dµ
) 1

2

= −
(∫ ∞

x
dµ
)− 1

2

µ(x).

Therewith, the inner integrals in (5.61) evaluate to∫ ∞
t

(∫ ∞
x

dµ
)− 1

2

µ(dx) = −2

∫ ∞
t

d
dx

(∫ ∞
x

dµ
) 1

2

dx = 2

(∫ ∞
t

dµ
) 1

2

≤ 2

√
B√
G(t)

,

(5.62)
by the definition of B. Combining (5.62) and (5.61) results in the desired upper bound.

For the lower bound assume that f is non-negative. We can bound the left-hand side
in (5.56) for fixed r > 0 from below by∫ ∞

r
dµ
(∫ r

0
f(t) dt

)2

≤
∫ ∞

0

(∫ x

0
f(t) dt

)2

µ(dx) ≤ C
∫ ∞

0
|f(x)|2 µ(dx). (5.63)

Now, we want to show that for any r holds∫ ∞
r

dµ
∫ r

0

1

µ(x)
dx ≤ C, (5.64)

which implies B ≤ C. If
∫ r

0
1

µ(x) dx = 0, then the estimate (5.64) is immediate. If∫ r
0

1
µ(x) dx = ∞, then there exists a function f(x) with

∫ r
0 |f(x)|2 dµ(x) < ∞ and∫ r

0 f(x)dx = ∞. Further, (5.63) implies that
∫∞
r dµ = 0, which also yields (5.64). Fi-

nally, if 0 <
∫ r

0
1

µ(x) dx, set f(x) = 1
µ(x) , we observe that (5.63) becomes

∫ ∞
r

dµ
(∫ r

0

1

µ(x)
dx
)2

≤ C
∫ r

0

1

µ(x)
dx,

which results, after dividing by
∫ r

0
1

µ(x)dx, in the desired estimate (5.64).

From the previous theorem it is easy to obtain the following proposition, which deter-
mines the Poncaré inequality in one dimension up to a factor of 8 for a general measure
(cf. Remark 5.22). The argument is similar to the work of Bobkov and Götze [BG99],
which considered the logarithmic Sobolev inequality in the continuous case and also
to the work of Miclo [Mic99], which considered the Poincaré inequality in the discrete
case.

Proposition 5.21 (From Muckenhoupt functional to Poincaré inequality). Let µ be a prob-
ability measure on R absolutely continuous w.r.t. to the Lebesgue measure. Then the constants
B−m and B+

m defined by

B−m = sup
x≤m

(∫ m

x

1

µ(y)
dy
∫ x

−∞
dµ
)

B+
m = sup

x≥m

(∫ x

m

1

µ(y)
dy
∫ ∞
x

dµ
) (5.65)
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are finite for µ-a.e. m if and only if they are finite for one common m.

Further, µ satisfies a Poincaré inequality PI(%) if and only if B−m and B+
m are finite. In this

case % obeys the estimate

max
{

(1− Fµ(m))B−m, Fµ(m)B+
m

}
≤ %−1 ≤ 4 max

{
B−m, B

+
m

}
,

where Fµ(m) = µ((−∞,m]).

Remark 5.22. A common cited version (e.g. Fougères [Fou04]) of the above proposition
is obtained by setting m = m∗ with m∗ given as median of the probability measure µ,
i.e. µ((−∞,m∗]) = 1

2 . In this case, the estimate of Proposition 5.21 has the form

1
2 max

{
B−m∗ , B

+
m∗
}
≤ %−1 ≤ 4 max

{
B−m∗ , B

+
m∗
}
.

This gives a general characterization of the spectral gap or Poincaré constant up to a
factor of 8. However, the median is hard to compute in general and the result stated in
Proposition 5.21 is easier to obtain upper bounds.

Proof of Proposition 5.21. In the first step we will show that if m∗ exists such that B−m∗
and B+

m∗ are finite, then B−m and B+
m are finite for µ-a.e. m. Therefore, we write

B−m(x) =
∫m
x

1
µ(y)dy

∫ x
−∞ dµ such that with this notation B−m = supx≤mB

−
m(x) and sim-

ilarly for B+
m(x). By symmetry it is enough to consider m ≥ m∗. Then, an immediate

consequence is B+
m ≤ B+

m∗ . To obtain a bound for B−m(x) with x ≤ m, we split up the
integral in the definition of B−m(x) and obtain

B−m(x) =

∫ m

x

1

µ(y)
dy
∫ x

−∞
dµ ≤ 1(−∞,m∗](x)

∫ m∗

x

1

µ(y)
dy
∫ x

−∞
dµ+

∫ m

m∗

1

µ(y)
dy
∫ x

−∞
dµ

≤ 1(−∞,m∗](x)B−m∗(x) +B+
m∗(m)

Fµ(x)

1− Fµ(m)
≤ B−m∗ +B+

m∗
Fµ(x)

1− Fµ(m)
,

which is finite for m with 0 < Fµ(m) < 1, hence for µ-a.e. m.

Now, we want to deduce the upper bound for the inverse spectral gap, which follows
by noting that for an arbitrary m ∈ R holds

varµ(f) ≤
∫ ∞
−∞

(f − f(m))2 dµ =

∫ m

−∞
(f − f(m))2 dµ−m +

∫ ∞
m

(f − f(m))2 dµ+
m

(5.66)

where we introduced the measures

µ−m(dx) = 1(−∞,m)(x)µ(dx) and µ+
m = 1(m,+∞)(x)µ(dx).

We can apply Theorem 5.20 to both of the last integrals in (5.66) with the measure µ
substituted by µ±m and obtain the estimate (5.56) with a constant C±m, which is bounded
by 4B±m. For µ+

m this leads to∫ ∞
m

(f − f(m))2 dµ+
m =

∫ ∞
m

(∫ y

m
f ′(x)dx

)2

dµ+
m(y) ≤ 4B+

m

∫ ∞
m

∣∣f ′∣∣2 dµ+
m,
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and similarly for µ−m. This proves out right after again combining both integrals

varµ(f) ≤ 4B−m

∫ m

−∞

∣∣f ′∣∣2 dµ−m + 4B+
m

∫ ∞
m

∣∣f ′∣∣2 dµ+
m ≤ 4 max

{
B−m, B

+
m

}∫ ∞
−∞

∣∣f ′∣∣2 dµ

the upper bound.

Once again we start with equation (5.66) and consider the integral over (m,∞). Now
we choose 0 < τ < C+

m and a function gτ such that for the optimal constant C+
m in∫ ∞

m
(f − f(m))2 dµ ≤ C+

m

∫ ∞
m

∣∣f ′∣∣2 dµ

holds ∫ ∞
m

(gτ − gτ (m))2 dµ ≥
(
C+
m − τ

) ∫ ∞
m

∣∣g′τ ∣∣2 dµ. (5.67)

These gτ exists thanks to the optimality. By Theorem 5.20 we know that B+
m ≤ C+

m. We
can assume w.l.o.g. gτ (m) = 0, else we could consider g̃τ (x) = gτ (x)− gτ (m). Now, we
set gτ (x) = 0 for x < m and note µ({gτ = 0}) ≥ µ((−∞,m])) = Fµ(m). Therewith, it
follows (∫

gτdµ
)2

≤ µ({gτ 6= 0})
∫
g2
τdµ ≤ (1− Fµ(m))

∫
g2
τdµ.

This results in the estimate

varµ(gτ ) =

∫
g2
τdµ−

(∫
gτdµ

)2

≥ Fµ(m)

∫
g2
τdµ

(5.67)
≥ Fµ(m)(C+

m − τ)

∫ ∣∣g′τ ∣∣2 dµ ≥ Fµ(m)(B+
m − τ)

∫ ∣∣g′τ ∣∣2 dµ.

Hence, %−1 ≥ Fµ(m)(B+
m − τ) and sending τ → 0 the desired result follows. The case

for the integral on (−∞,m) follows similarly by symmetry.

We introduce an additional tool, which allows to compare the constants B−m and B+
m

in (5.65) of the Muckenhoupt functional for different measures. This will allow us to
prove the scaling behavior of different Hamiltonian at low temperature, only knowing
certain monotonicity properties.

Lemma 5.23 (Comparison principle for Muckenhoupt functional). For an one-dimen-
sional Hamiltonian H : R→ R and a function ψ : R→ R increasing on (m,∞) with m ∈ R
let us consider the family {νλ}λ∈[0,∞) of Gibbs measures

νλ(dx) :=
1∫

e−λψ(x)−H(x)dx
e−λψ(x)−H(x)dx.

Then the constants

B+
m,λ = sup

x≥m

(∫ ∞
x

e−λψ(t)−H(t)dt
∫ x

m
eλψ(t)+H(t)dt

)
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satisfy for λ0 ≤ λ1 the relation
B+
m,λ1

≤ B+
m,λ0

(5.68)

If ψ is monotone decreasing, the constant B−m,λ satisfies the relation (5.68).

Proof. Firstly, let us consider the Poincaré inequality. Let us recall the characterization
of the PI constant by the Muckenhoupt functional. It is sufficient to show that for any
λ > 0 and x ≥ m

d
dλ

B+
m,λ(x) ≤ 0.

Direct calculation yields the formula

d
dλ

B+
m,λ(x) =

∫ ∞
x

e−λψ−Hdt
∫ x

m
ψeλψ+Hdt−

∫ ∞
x

ψe−λψ−Hdt
∫ x

m
eλψ+Hdt.

The negativity of the right-hand side follows directly from the observation that there
exist m ≤ t1 ≤ x and x ≤ t2 ≤ ∞ such that∫ x

m ψe
λψ+Hdt∫ x

m e
λψ+Hdt

−
∫∞
x ψe−λψ−Hdt∫∞
x e−λψ−Hdt

= ψ(t1)− ψ(t2) ≤ 0,

where we applied the monotonicity of ψ in the last step.

Now, we have completed all the preparatory work and can directly proceed to the proof
Proposition 5.3, which is restated at this point.

Proposition 5.3 (PI for radial-mixing measures). Let µ(·|η) be a radial-mixing measure in
the sense of Definition 5.14. Then the measure µ(·|η) satisfies PI(%(η)) with constant

1

%(η)
= O(ε) for ε→ 0, uniformly in η ∈ Sn−1.

Proof of Proposition 5.3. We deduce the desired statement by an application of Proposi-
tion 5.21. Therefore, we have to show that B±m = O(ε) for a particular choice of m. For
this purpose, let us set m =

√
ε

h′′η (0) . Additionally, we assume that ε is small enough

such that m ≤ δ
2 with δ

2 given by the conditions (H̃1) and (H̃2).

The measure µ(·|η) is absolutely continuous and has by denoting hη(r) := H(ψη(r) the
form

µ(dr) =
1

Zµµ̂(η)
jη(r)e

−hη(r)

ε dr, where µ̂(η) =
1

Zµ

∫
jη(r)e

−hη(r)

ε dr.

SinceH is quadratic in 0, it holds hη(0) = h′η(0) = 0 and by (H̃2) and the non-degenerate
Assumption 1.12 holds h′′η(0) =

〈
η,∇2H(0)η

〉
≥ λmin > 0. We start with the estimation

ofB−m(r) for r ≤ m = O(
√
ε). Then, according to (j1) of Lemma 5.12 holds jη(r) = rn−1.
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Now, we use the expansion hη(r) = h′′η(0) r
2

2 + O(r3) = h′′η(0) r
2

2 + O(ε
3
2 ) to find the

estimate

B−m (r) =

∫ r

0
jη(t) exp

(
−1

ε
hη(t)

)
dt
∫ m

r

1

jη(t)
exp

(
1

ε
hη(t)

)
dt

=

∫ r

0
tn−1 exp

(
−
h′′η(0)t2

2ε
+O(

√
ε)

)
dt
∫ m

r
t−n+1 exp

(
h′′η(0)t2

2ε
+O(

√
ε)

)
dt

We continue with the variable substitution r = sm and t = zm and arrive at

B−m (r) ≤ m2

∫ s

0
zn−1 exp

(
−z

2

2

)
dz
∫ 1

s
z−n+1 exp

(
z2

2

)
dz
(
1 +O(

√
ε)
)

≤ ε En
h′′η(0)

(1 +O(
√
ε)).

The constant En is given as upper bound in the estimate

∫ s

0
zn−1 e−

z2

2︸︷︷︸
≤1

dz
∫ 1

s
z−n+1 e

z2

2︸︷︷︸
≤
√
e

dz ≤
√
e
sn

n

{
log(1

s ) , n = 2
1−sn−2

(n−2)sn−2 , n > 2
.

Now, we bound the right-hand side of the above estimate. If n = 2, the function s 7→
s2 log 1

s attains its maximum for s = 1√
e

with value 1
2e . Hence, we have E2 = 1

4
√
e
. For

n > 2, the function s 7→ s2(1 − sn−2) attains its maximum for s =
(

2
n

) 1
n−2 with value(

2
n

) 2
n−2

(
1− 2

n

)
≤ n−2

n . Hence, we can set En =
√
e

n2 .

Now, we continue with the estimation of B+
m(r) for r ≥ m. We extend the decom-

position of the Jacobian determinant log jη(r) = log j+
η (r) − log j−η (r) given in (j2) of

Lemma 5.12 from r ∈ (0, T̃η) to r ∈ (δ/2,∞) by setting

∀r ∈ (T̃η,∞) : j−η (r) = j−η (T̃η) and log j+
η (r) = log jη(r) + log j−η (T̃η).

Then, with the monotonicity from (j2) holds for j+
η (r) the bound from below and above

∀r ∈ (δ/2, T̃η) : cj :=
(
δ
2

)n−1
= jη(

δ
2)) ≤ j+

η (r) ≤ jη( δ2)eT
∗CH̃ = cje

T ∗CH̃ := Cj .
(5.69)

Furthermore, j−η is monotone increasing on (0, Tη) by construction. We define now for
λ ∈ [0, 1] the modified Muckenhoupt functional

B̃+
m,λ(r) :=

∫ r

m
e

1
ε
hη(t)−log j+η (r)+λ log j−η (r)dt

∫ Tη

r
e−

1
ε
hη(t)+log j+η (r)−λ log j−η (r)dt.

Then, by the comparison principle of Lemma 5.23 and the monotonicity of j−η holds

B+
m(r) = B̃+

m,1(r) ≤ B̃+
m,0(r) =

∫ r

m
e

1
ε
hη(t)−log j+η (r)dt

∫ Tη

r
e−

1
ε
hη(t)+log j+η (r)dt. (5.70)
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Now, we have to consider the two cases m ≤ r < T̃η and r ∈ (T̃η, Tη). Note, that by
the definition of T̃η given in (5.15), 6= Tη only for Tη = ∞. Let us start and assume
m ≤ r < T̃η. Then, we decompose B̃+

m,0(r) from (5.70) as follows

B̃+
m,0(r) ≤

∫ r

m

1

j+
η (t)

e
1
ε
hη(t)dt

(∫ T̃η

r
j+
η (t)e−

1
ε
hη(t)dt+

∫ Tη

T̃η

e−
1
ε
hη(t)+log j+η (t)dt

)
, (5.71)

The last integral in (5.71) can be estimated in general for some T ∈ (T̃η, Tη) by using (h3)
of Proposition 5.13, because from the definition of j+

η (r) follows, that ∂t log j+
η (t) =

∂t log jη(t) for t ∈ (T̃η, Tη)∫ Tη

T
e−

1
ε
hη(t)+log j+η (t)dt ≤ j+

η (T )e−
1
ε
hη(T )

∫ ∞
T

e−
CH (t−T )

4ε dt ≤ 4

CH
ε j+

η (T )e−
1
ε
hη(T ).

(5.72)
Especially, by setting T = T̃η, we can employ the bound (5.69) and observe∫ Tη

T̃η

e−
1
ε
hη(t)+log j+η (t)dt ≤ 4Cj

CH
ε e−

1
ε
hη(T̃η). (5.73)

To the first two integrals in (5.71), we can directly apply the bound (5.69). Further-
more, using the properties (h1) and (h2) of Proposition 5.13 and the just observed esti-
mate (5.73) leads to

B̃+
m,0(r) ≤ 1

cj

∫ r

m
e

1
ε
hη(r)−λ2

(r−t)2
ε dt

(
Cj

∫ T̃η

r
e−

1
ε
hη(r)−λ1

(r−t)2
ε dt+

4Cj
CH

ε e−
1
ε
hη(T )

)

≤
√
πε

2cj
√
λ2
e

1
ε
hη(r)

(√
πεCj

2
√
λ1

e
1
ε
hη(r) +

4Cj
CH

ε e−
1
ε
hη(T )

)
= ε

πCj

4cj
√
λ1λ2

+O(ε
3
2 ),

where we just estimated the partial Gaussians integrals on the whole half-line.

For the last case r ∈ (T̃η,∞), we split the first integral in B̃+
m,0(r) into two parts

B̃+
m,0(r) =

(∫ T̃η

m

1

j+
η (t)

e
1
ε
hη(t)dt+

∫ r

T̃η

e
1
ε
hη(t)−log j+η (t)dt

)∫ ∞
r

e−
1
ε
hη(t)+log j+η (t)dt.

(5.74)

We have already estimated the second integral factor in (5.72). Let us continue with
estimating the first factor of (5.74). By using the lower bound j+

η (r) ≥ cj from (5.69) we
get with the monotonicity of hη(t) that∫ T̃η

m

1

j+
η (t)

e
1
ε
hη(t)dt ≤ e

1
ε
hη(T̃η) T̃η −m

cj
. (5.75)

For the second term in the first factor we employ again property (h3) of Proposition 5.13
to estimate∫ r

T̃η

1

j+
η (t)

e
1
ε
hη(t)dt ≤ 1

j+
η (r)

e
1
ε
hη(r)

∫ r

T̃η

e−
CH (r−t)

4ε dr ≤ 4

CHj
+
η (r)

e
1
ε
hη(r)ε. (5.76)
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The final step consists of starting from the representation (5.70) to use a combination of
the estimates (5.73) and (5.75) as well as the estimates (5.72) and (5.76) to arrive at

B+
m(r) ≤ T̃η −m

cj

4CJ
CH

ε+

(
4

CH
ε

)2

= O(ε).

5.4. A polar mean-difference estimate

This section is devoted to the proof of Proposition 5.5. We have to show the estimate∫∫ (
f̂(η)− f̂(θ)

)2
µ̂(dη)µ̂(dθ) ≤ O(ε)

∫
|∇f |2 dµ.

The procedure is similar to the proof of the mean-difference estimate of Theorem 2.23.
Analogous to section 4.2, we show in the first step that it is sufficient to consider
the mean-difference estimate w.r.t. the simpler measures ν(·|η) that are Gaussian ap-
proximations of the measures µ(·|η). This step is the content of Lemma 5.24. Fol-
lowing the ideas of Section 4.1, we estimate in the second step the mean-difference
w.r.t. the approximations ν(·|η) by using a transport argument. This step is the content
of Lemma 5.25. Compared to Section 4.1, we have to argue more carefully since the
support of the measures ν(·|η) is only one-dimensional. Therefore, we need an addi-
tionally ingredient in the proof of Lemma 5.25: It is an identity for the spherical mean
and is provided by Lemma 5.29.

Provided the ingredients are valid, the proof of Proposition 5.5 consists of a straightfor-
ward application of Lemma 5.24 and Lemma 5.25.

Now, we turn to the first step. Let us introduce the approximation for the measures
µ(dr|η) and µ̂(dη). Recall that in Section 4.2 we introduced the truncated Gaussian
measures νi on any domain of attraction Ωi (cf. (4.6)). In this section we had the con-
vention to omit the index i and considered Ω to be a domain of attraction. We also
assumed w.l.o.g. that the unique local minimum of H on Ω is located at 0 ∈ Ω. Using
these conventions we may write the approximation ν of µ on Ω as

ν(dx) =
1

Zν
1E(x)e−

∇2H(0)[x]
2ε dx, with Zν =

∫
E
e−
∇2H(0)[x]

2ε dx,

where the set E is given by

E = {x ∈ Rn : |
√
∇2H(0) x| ≤

√
2ε ω(ε)}.

In the new coordinates given by ψη(r), the measure ν(dx) becomes (cf. (5.1))

ν(dr,dη) =
1

Zν
1E(ψη(r)) r

n−1 e−
∇2H(0)[η]r2

2ε dr dη.
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In the last identity we already applied the fact that for ε small enough the Jacobian
determinant is given by jη(r) = rn−1 (cf. (j1) of Lemma 5.12). Following (5.2), (5.3)
and (5.4), we decompose the measure ν(dr,dη) according to

ν(dr,dη) = ν(dr|η) ν̂(dη),

where the conditional measures ν(dr|η) and the marginal ν̂(dη) are given by

ν(dr|η) =
1

Zν ν̂(η)
1E(ψη(r)) r

n−1 e−
∇2H(0)[η]r2

2ε dr and

ν̂(dη) =
1

Zν

∫
rn−1 e−

∇2H(0)[η]r2

2ε dr dη.

Now, we are able to formulate the first ingredient of the proof of Proposition 5.5.

Lemma 5.24 (Approximation by truncated Gaussians.). Using the notation

f̂(η) :=

∫
f(ψη(r))µ(dr|η) and f̃(η) :=

∫
f(ψη(r))ν(dr|η),

it holds for any function f∫∫ (
f̂(η)− f̂(θ)

)2
µ̂(dη)µ̂(dθ) ≤ 3

∫∫ (
f̃(η)− f̃(θ)

)2
µ̂(dη)µ̂(dθ) +O(ε)

∫
|∇f |2 dµ.

Proof of Lemma 5.24. Using the triangle inequality we can estimate(
f̂(η)− f̂(θ)

)2
≤ 3

((
f̂(η)− f̃(η)

)2
+
(
f̃(η)− f̃(θ)

)2
+
(
f̃(θ)− f̂(θ)

)2
)
.

By applying the same strategy as in Lemma 4.7, we can estimate the first and third term
of the last inequality by

(
f̂(η)− f̃(η)

)2
≤

varµ(·|η)

(
dν(·|η)
dµ(·|η)

)
%η

∫
|∂rf(ψη(r))|2 dµ(dr|η),

where %η is the Poincaré constant of µ(·|η). By Proposition 5.3, we know that

%−1
η = O(ε).

Additionally, one can show as in Lemma 4.9 that

varµ(·|η)

(
dν(·|η)

dµ(·|η)

)
= O(

√
ε ω3(ε)).

Finally, we only have to express ∂rf in terms of the full gradient ∇f . Because of the
parametrization of the coordinates ψη(r) by arc-length, we have |ψ̇η(r)| = 1. This yields
the identity

|∂rf(ψη(r))| ≤ |∇f(ψη(r))| |ψ̇η(r)| = |∇f(ψη(r))| ,

which completes the argument.
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Now, let us turn to the second ingredient of the proof of Proposition 5.5, namely:

Lemma 5.25 (Polar mean-difference estimate). Using the notation

f̃(η) :=

∫
f(ψη(r))ν(dr|η),

it holds for any function f∫∫ (
f̃(η)− f̃(θ)

)2
µ̂(dη) µ̂(dθ) ≤ O(ε)

∫
|∇f |2 dµ. (5.77)

The last statement is verified by using a polar transport interpolation argument. Before
turning to the proof of Lemma 5.25, some preparatory work has to be done.

For the transport argument showing (5.77), we embed ν(·|η) and µ(·|η) along ηr as
one-dimensional measures in Rn and note that ν(·|η) � µ(·|η) for all η ∈ Sn−1. Then,
we can still define for η, θ ∈ Sn−1 a transport distance like Tµ (cf. Definition 4.1) by
considering the Radon-Nikodym derivative in the cost density w.r.t. µ(·|η).

We denote by ^(η, θ) ⊂ Sn−1 the geodesic on Sn−1 connecting η and θ parameterized
on [0, |^(η, θ)|], where |^(η, θ)| is the arc-length of the geodesic, bounded by π for any
η, θ ∈ Sn−1. Note that ^(η, θ) is unique for almost all η, θ ∈ Sn−1. Let (ηs)s∈[0,|^(η,θ)|] be
its constant speed parametrization. Then consider the transport interpolation defined
on supp ν(·|η0) by

Φs(η0r) := σ
1
2
s σ
− 1

2
0 ηsr where σ−1

s = ∇2H(0)[ηs]. (5.78)

The transport interpolation is chosen such that

(Φs)]ν(·|η0) = ν(·|ηs).

In the proof of Lemma 5.25 we need an estimate on the transport speed, namely:

Lemma 5.26. With the definitions from above, it holds

|Φ̇s ◦ Φ−1
s (rηs)| ≤ r

√
1 +

1

4

(
λmax

λmin
− 1

)2

, (5.79)

where λmin and λmax is the largest and smallest eigenvalue of∇2H(0), respectively.

Proof of Lemma 5.26. First, for the derivative and the inverse of Φs, we have that

Φ̇s(η0r) = η̇sσ
1
2
s σ
− 1

2
0 r − ηs

1

2

σ̇s√
σsσ0

r and Φ−1
s (ηsr) = η0σ

− 1
2

s σ
1
2
0 r.

Hence, the composition is given by

Φ̇s ◦ Φ−1
s (ηsr) = η̇sr − ηs

1

2

σ̇s
σs
r.
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By using 〈ηs, η̇s〉 = 0 and |ηs| = |η̇s| = 1 we obtain the estimate

∣∣∣Φ̇s ◦ Φ−1
s (ηsr)

∣∣∣ = r

√
|η̇s|2 +

1

4
|ηs|2

∣∣∣∣ σ̇sσs
∣∣∣∣2 = r

√
1 +

1

4

∣∣∣∣ σ̇sσs
∣∣∣∣2.

From the definition of σs (5.78), we arrive at∣∣∣∣ σ̇sσs
∣∣∣∣ =

2
∣∣〈ηs,∇2H(0)η̇s

〉∣∣
∇2H(0)[ηs]

≤
2
∣∣〈ηs,∇2H(0)η̇s

〉∣∣
λmin

.

Now, we use the spectral decomposition of ∇2H(0) =
∑n

i=1 λivi ⊗ vi and write ηs =∑n
i=1 aivi as well as η̇s =

∑n
i=1 bivi. Therewith, we obtain

〈
ηs,∇2H(0)η̇s

〉
=

n∑
i=1

λiaibi ≤ λmax

n∑
i=1

aibi[aibi > 0]−λmin

n∑
i=1

|ai| |bi| [aibi < 0], (5.80)

where [aibi < 0] = 1 if aibi < 0 and 0 else. From 〈ηs, η̇s〉 = 0 follows
∑n

i=1 aibi = 0 and
therefore

n∑
i=1

aibi[aibi > 0] = −
n∑
i=1

aibi[aibi < 0].

In addition, the observation

n∑
i=1

aibi[aibi > 0] +

n∑
i=1

|ai| |bi| [aibi < 0] ≤ 1

2

n∑
i=1

a2
i +

1

2

n∑
i=1

b2i =
1

2
(|ηs|+ |η̇s|) = 1,

implies
∑n

i=1 |ai| |bi| [aibi < 0] ≤ 1
2 . A combination with (5.80) results in

〈
ηs,∇2H(0)η̇s

〉
≤ (λmax − λmin)

n∑
i=1

aibi[aibi > 0] ≤ 1

2
(λmax − λmin) ,

which shows the result.

The next lemma contains the main contribution to the proof of Lemma 5.25. It is the es-
timation of the mean-difference (f̃(η)− f̃(θ)) by applying a transport argument similar
to the argument outlined in Section 4.1.

Lemma 5.27. For any η, θ ∈ Sn−1 holds(
f̃(η)− f̃(θ)

)2
≤ O(ε)

∫
^(η,θ)

∫
|∇f |2 µ(dr|ξ) H1(dξ),

uniformly in η, θ. We want to recall that ^(η, θ) denotes the geodesic on Sn−1 connecting η
and θ.
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Proof. We start estimating the mean-difference in the same spirit as in (4.1), namely

(
f̃(η)− f̃(θ)

)2
=

(∫ |^(η,θ)|

0

∫
df(Φs(rη0))

ds
ν(dr|η0) ds

)2

≤

(∫ |^(η,θ)|

0

∫
|∇f(rηs)| |Φ̇s ◦ Φ−1

s (rηs)| ν(dr|ηs) ds

)2

(5.79)
≤ κH

(∫ |^(η,θ)|

0

∫
|∇f(rηs)| r

ν(dr|ηs)
µ(dr|ηs)

µ(dr|ηs) ds

)2

,

where κH := 1 + 1
4

(
λmax
λmin

− 1
)2

from (5.79). From this point, we estimate more along

the lines of Remark 4.2 by using Cauchy-Schwarz w.r.t. L2(µ(dr|ηs)) and Jensen’s in-
equality for the outer integral

(
f̃(η)− f̃(θ)

)2
≤ κH |^(η, θ)|

∫ |^(η,θ)|

0

∫
|∇f(rηs)|2

ν(dr|ηs)
µ(dr|ηs)

µ(dr|ηs)
∫
r2 ν(dr|ηs) ds

≈ κHπ
∫ |^(η,θ)|

0

∫
|∇f |2 µ(dr|ηs)

∫
r2 ν(dr|ηs) ds

by using again the error estimate on the approximation given in Lemma 4.9 and there-
fore ν(dr|ηs)

µ(dr|ηs) = 1 + O(
√
ε|log

3
2 (ε)|). Finally, note that the second moment of ν(r|ηs) is

O(ε) uniformly in ηs, due to the non-degeneracy assumption on the Hessian∇2H(0) in
the minimum (cf. Assumption 1.9).

Before turning to the proof of Lemma 5.25 we need two more ingredients. The next
lemma contains an asymptotic characterization of the relative density of the marginal
measure µ̂ w.r.t. the uniform probability measure on Sn−1 denoted by ς .

Lemma 5.28. The relative density of µ̂ w.r.t. the uniform probability measure on Sn−1 denoted
by ς can be estimated for any ξ ∈ Sn−1 as

dµ̂
dς

(ξ) ≈
√

det∇2H(0)

(∇2H(0)[ξ])
n
2

.

In particular, the last identity yields for all ξ ∈ Sn−1 the uniform bound(
λmax

λmin

)−n
2

.
dµ̂
dς

(ξ) .

(
λmax

λmin

)n
2

. (5.81)

Proof of Lemma 5.28. By the assumption (H̃2) the coordinates are spherically around the
local minimum. Hence, expanding H in 0 in the direction ξ yields

H(rξ) = H(0) +∇2H(0)[ξ]
r2

2
+O(r3).
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Now, we choose Zµ such that H(0) = 0. Then it holds

µ̂(ξ) =
1

Zµ

∫ Tξ

0
e−

H(ψξ(r))

ε jξ(r) dr

=
1

Zµ

∫ √ε ω(ε)

0
rn−1 e−

∇2H(0)[ξ]r2

2ε dr
(
1 +O(

√
ε ω3(ε)

)
+

1

Zµ

∫ Tξ

√
ε ω(ε)

e−
H(ψξ(r))

ε dr

=
1

Zµ

1

2

(
2ε

∇2H(0)[ξ]

)n
2

Γ
(n

2

) (
1 +O(

√
ε ω3(ε)

)
+O(e−ω

2(ε)).

By noting that Zµ ≈ (2πε)
n
2

(
det∇2H(0)

)− 1
2 , we arrive at

µ̂(ξ) ≈
√

det∇2H(0)

(∇2H(0)[ξ])
n
2

Γ
(
n
2

)
2π

n
2

≈
√

det∇2H(0)

(∇2H(0)[ξ])
n
2

ς(ξ),

where we used the fact that the density ς(ξ) is given by the constant

ς(ξ) =
(
Hn−1(Sn−1)

)−1
=

Γ
(
n
2

)
2π

n
2

.

The last remaining ingredient for the proof of Lemma 5.25 is the following statement
on multiple integrals on the sphere.

Lemma 5.29 (Spherical mean). Let ς be the normalized uniform measure on Sn−1. Then it
holds for all F : Sn−1 → L1(Sn−1, ς) that∫

Sn−1

∫
Sn−1

∫
^(θ,η)

F (ξ)H1(dξ) ς(dη) ς(dθ) =
π

2

∫
Sn−1

F (θ) ς(dθ).

Proof. Choose e ∈ Sn−1 fixed. Then by the transitivity of SOn on Sn−1, exists for all
θ ∈ Sn−1 a rotation gθ ∈ SOn such that gθθ = e. Then, the result follows from the
variable substitutions first ξ 7→ gθξ and second η 7→ gθη∫
Sn−1

∫
Sn−1

∫
^(θ,η)

F (ξ) H1(dξ) ς(dη) ς(dθ) =

∫
Sn−1

∫
Sn−1

∫
^(e,g−1

θ η)

F (gθξ) H1(dξ) ς(dη) ς(dθ)

=

∫
Sn−1

∫
Sn−1

∫
^(e,η)

F (gθξ) H1(dξ) ς(dη) ς(dθ)

A change of the integration order from H1(dξ) ς(dη) ς(dθ) to ς(dθ) H1(dξ) ς(dη)
together with the transitivity of SOn on Sn−1 results in∫

Sn−1

F (gθξ) ς(dθ) =

∫
Sn−1

F (θ) ς(dθ), independently of ξ.
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The last step is to observe, that the remaining double integral is the mean length of a
geodesic on Sn−1∫

Sn−1

∫
^(e,η)

H1(dξ) ς(dη) =

∫
Sn−1

|^(e, η)| ς(dη) =
π

2
.

Finally, we can turn to the proof of Lemma 5.25

Proof of Lemma 5.25. Integrating the inequality of Lemma 5.27 w.r.t. µ̂(η) and µ̂(θ) re-
sults in the estimate∫∫ (

f̃(η)− f̃(θ)
)2
µ̂(dη)µ̂(dθ) ≤ O(ε)

∫∫ ∫
^(η,θ)

∫
|∇f(rξ)|2 µ(dr|ξ) H1(dξ) µ̂(dη)µ̂(dθ).

Hence, we arrive by setting F (ξ) =
∫
|∇f(rξ)|2 µ(dr|ξ) at∫∫ (

f̃(η)− f̃(θ)
)2
µ̂(dη)µ̂(dθ) ≤ O(ε)

∫∫ ∫
^(η,θ)

F (ξ) H1(dξ) ς(dη)ς(dθ). (5.82)

Applying Lemma 5.29 to (5.82) and changing the measure back with the help of (5.81)
results into∫∫ (

f̃(η)− f̃(θ)
)2
µ̂(dη)µ̂(dθ) ≤ O(ε)

∫ ∫
|∇f(ψη(r))|2 µ(dr|η) µ̂(dη)

= O(ε)

∫
|∇f |2 dµ,

which yields the desired statement (5.77).
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Chapter6
Poincaré and logarithmic Sobolev
inequalities for mixtures

Despite being the last chapter of this dissertation, this chapter is the prelude of the
proof of Eyring-Kramers formula and the first contact of the author to functional in-
equalities.

We consider a mixture of two probability measures µ0 and µ1 on Rn, i.e. a measure µp
of the form

µp = pµ0 + (1− p)µ1, where p ∈ [0, 1]. (6.1)

Hereby, we assume that both of the measures µ0 and µ1 are absolutely continuous
w.r.t. to the Lebesgue measure and their supports are nested, i.e. suppµ0 ⊆ suppµ1

or suppµ1 ⊆ suppµ0. Under these assumptions at least one measure is absolutely con-
tinuous to the other one

µ0 � µ1 or µ1 � µ0.

In addition, it holds the change of measure formula

dµ0 =
dµ0

dµ1

dµ1 or dµ1 =
dµ1

dµ0

dµ0.

Mixtures of probability measures are also studied in the work of Chafaï and Mal-
rieu [CM10]. The aim is to deduce simple criterions under which the measure µp (6.1)
satisfies PI(%p) and LSI(αp) knowing that µ{0,1} satisfy PI(%{0,1}) and LSI(α{0,1}). In one
dimension, they constructed a functional criterion depending on the distribution func-
tion of the measures µ0 and µ1 expressing the Poincaré and logarithmic Sobolev con-
stant of the mixture. There, they observe for certain mixtures a logarithmically blow-up
of the logarithmic Sobolev constant in p, whereas the Poincaré constant stays bounded.
This behavior corresponds to the one we already observed in the Eyring-Kramers for-
mulas in Corollary 2.29 (cf. Remark 2.32).

In this chapter, a part of the results from the work of Chafaï and Malrieu [CM10] are ex-
tended to the multidimensional case. We will deduce a simple estimate for the Poincaré
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6. Poincaré and logarithmic Sobolev inequalities for mixtures

and logarithmic Sobolev constant for the case, where at least one of the measures µ0 and
µ1 is absolutely continuous to the other one. The estimate will be optimal in the scal-
ing behavior of the mixture parameter p, i.e. we will observe a logarithmic blow-up
behavior in p for the logarithmic Sobolev constant, whereas the Poincaré constant stays
bounded. However, sometimes the principle asserts a blow-up of the logarithmic So-
bolev constant, when the constant actually stays bounded. In general, this phantom
blow-ups can be ruled out by a combination of the Bakry-Émery criterion (cf. Theo-
rem 3.1 with the Holley-Stroock perturbation principle (cf. Theorem 3.2).

Let us first introduce the principle in the multidimensional case for the Poincaré (cf. Sec-
tion 6.1) and logarithmic Sobolev (cf. Section 6.2) inequality and then illustrate the pro-
ceeding on certain examples of mixtures (cf. Section 6.3). We will close this chapter
with an outlook how the weighted transport distance could be used in the framework
of mixtures, especially in the case, where the mixture components µ0 and µ1 are singu-
lar.

6.1. Poincaré inequality

We start the argument with an easy but powerful observation, if the supports of µ0

and µ1 coincide.

Lemma 6.1 (Mean-difference as covariance). If µ0 � µ1 and µ1 � µ0, i.e. if suppµ0 =
suppµ1, then for any ϑ ∈ [0, 1] and any test function f : Rn → R holds

Eµ0(f)− Eµ1(f) = −ϑ covµ0

(
f,

dµ1

dµ0

)
+ (1− ϑ) covµ1

(
f,

dµ0

dµ1

)
. (6.2)

Proof. By the change of measure formula we observe that the covariances above are just
the difference of the expectation on the right-hand side

covµ0

(
f,

dµ1

dµ0

)
= Eµ0

(
f

dµ1

dµ0

)
− Eµ0(f)Eµ0

(
dµ1

dµ0

)
= Eµ1(f)− Eµ0(f)

and likewise for covµ1(f, dµ1

dµ0
).

Remark 6.2. The above Lemma was the first observation in generalizing [CM10, Lemma
4.3] to the multidimensional case, but demanding that both measures are absolutely
continuous to each other. In [CM10] an optimal control of the mean-difference in one-
dimension in terms of the distribution functions Fi of the measures µi, not necessarily
absolutely continuous to each other, was deduced:

(Eµ0(f)− Eµ1(f))2 ≤ I(p)

∫ ∣∣f ′∣∣2 dµp, where I(p) :=

∫
(F1(x)− F (0))2

pµ1(x) + qµ0(x)
dx. (6.3)

The ultimate answer of the mean-difference estimate is given by the weighted transport
distance introduced in Chapter 4 (cf. Section 6.4). However, let us investigate under
which conditions a strategy using the representation (6.2) leads to good results.
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6.1. Poincaré inequality

The subsequent strategy is: We will use in (6.2) a Cauchy-Schwarz inequality to arrive
at the product of two variances. Then, we can use PI(%0) or PI(%1). The parameter ϑ
leaves some freedom to optimize the resulting expression. This allows us to prove the
following theorem, which is the generalization of [CM10, Theorem 4.4] to the multidi-
mensional case for the Poincaré inequality provided µ0 and µ1 are absolutely continu-
ous to each other.

Theorem 6.3 (PI for absolutely continuous mixtures). Assume that µ0 and µ1 satisfy
PI(%0) resp. PI(%1) and are absolutely continuous to each other, then for all p, q ≥ 0 with
p+ q = 1 the mixture measure µp = pµ0 + qµ1 satisfies PI(%p) with

1

%p
≤


1
%0

, %1

%0
≥ 1 + pc10

1
%1

, %0

%1
≥ 1 + qc01

pc10+pqc01c10+qc01

p%0c10+q%1c01
, else.

(6.4)

where
c01 = varµ0

(
dµ1

dµ0

)
and c10 = varµ1

(
dµ0

dµ1

)
.

Proof. We decompose the variance of f w.r.t. µp

varµp(f) = p varµ0(f) + q varµ1(f) + pq (Eµ0(f)− Eµ1(f))2 .

The first two terms are just the expectation of the conditioned variances. The second
term is the variance of a Bernoulli random variable. By applying Lemma 6.1 to the
mean-difference and estimating the square by using some η > 0

(a+ b)2 ≤ (1 + η)a2 + (1 + 1
η )b2

we obtain

varµ(f) ≤ p varµ0(f) + q varµ1(f)+

+ pq

(
(1 + η)ϑ2 cov2

µ0

(
f,

dµ1

dµ0

)
+
(

1 + 1
η

)
(1− ϑ)2 covµ1

(
f,

dµ0

dµ1

))
≤
(
1 + (1 + η)ϑ2qc01

)
p varµ0(f) +

(
1 +

(
1 + 1

η

)
(1− ϑ)2pc10

)
q varµ1(f)

≤ 1 + (1 + η)ϑ2qc01

%0

∫
|∇f |2 pdµ0 +

1 +
(

1 + 1
η

)
(1− ϑ)2pc10

%1

∫
|∇f |2 qdµ1

≤ max

1 + (1 + η)ϑ2qc01

%0
,
1 +

(
1 + 1

η

)
(1− ϑ)2pc10

%1


∫
|∇f |2 dµ. (6.5)

Option 1: Optimizing in η and ϑ. W.l.o.g. we assume %0 ≥ %1. The other case can be
always obtained by interchanging the roles of µ0 and µ1. If %0 > %1, then we can set
ϑ = 1 and send η → 0 and are optimal as long as

1 + qc01

%0
≤ 1

%1
,
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6. Poincaré and logarithmic Sobolev inequalities for mixtures

This corresponds to the second case in (6.4). By symmetry the first case follows if %1 ≥
%0.

Now, we assume %0 ≥ %1 and %0 ≤ (1 + qc01)%1. For every ϑ ∈ (0, 1) we can choose a
unique η∗ > 0 such that both terms in the max of the right-hand side in (6.5) are equal.
Because qc01 > 0 and pc10 > 0 we can minimize the sum of the coefficients in front
α(ϑ) = (1 + η)ϑ2 + (1 + 1

η )(1 − ϑ)2 in ϑ as a function of η. This leads to ϑ∗ = 1
1+η and

we find
α(ϑ∗) =

1

1 + η
+

η

1 + η
= 1.

Hence, we observed that s = (1 + η∗)ϑ
2
∗ = 1

1+η∗
∈ (0, 1) and (1 + 1

η∗
)(1− ϑ∗)2 = η∗

1+η∗
=

1− s. Thus, the problem can be rephrased: Find s∗ ∈ (0, 1) which solves

1 + sqc01

%0
=

1 + (1− s)pc10

%1
.

This s∗ is given by

s∗ =
(1 + pc10)%0 − %1

p%0c10 + q%1c01

The according value of the max in (6.5) is given by

1 + s∗qc01

%0
=
pc10 + %1

%0
qc01 + (1 + pc10)qc01 − %1

%0
qc01

p%0c10 + q%1c01
=
pc10 + pqc01c10 + qc01

p%0c10 + q%1c01
.

Option 2: Calculus. First let us solve the quadratic equation in η, which occurs from
setting both terms of the max of the right-hand side in (6.5) equal to each other. To keep
the constants feasible, we set a0 = ϑ2qc01 and a1 = (1 − ϑ)2pc10. The solution is given
by

η =
1

2a0%1

(
(1 + a1)%0 − (1 + a0)%1 +

√
((1 + a0)%1 − (1 + a1)%)2 + 4a0a1%0%1

)
,

Note that the other solution of the quadratic equation is given by 1
η . After substituting

η back into the max, we obtain an expression in ϑ

m(ϑ) =
1

2%0%1

(
(1 + (1− ϑ)2c1)%0 + (1 + ϑ2c0)%1+

+

√
((1 + (1− ϑ)2c1)%0 − (1 + ϑ2c0)%1)2 + 4c0c1%0%1ϑ2(1− ϑ)2

)
,

where we write now c0 = qc01 and c1 = pc10. Now, we can minimize m(ϑ) in ϑ. For the
derivative we find

m′(ϑ) = 0 ⇔ (%0 − %1)(1− ϑ)ϑ ((1 + c0ϑ)%1 − (1 + c1(1− ϑ))%0) = 0.

Thus we find three zeros if %0 6= %1

ϑ0 = 0, ϑ1 = 1, ϑ∗ =
%0 − %1 + c1%0

c1%0 + c0%1
.
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6.1. Poincaré inequality

The first two zeros evaluate to

m(0) =

{
1+c1
%1

, %1 ≤ (1 + c1)%0

1
%0

, %1 ≥ (1 + c1)%0

and m(1) =

{
1+c0
%0

, %0 ≤ (1 + c0)%1

1
%1

, %0 ≥ (1 + c0)%1

.

Further, m evaluates at the third zero to

m(ϑ∗) =
1

%0c1 + %1c0

{
c1 + c0c1 + c0 , %1 ≤ (1 + c1)%0 ∨ %0 ≤ (1 + c0)%1

c1
%0

%1
+ (%0−%1)2

%0%1
+ c0

%1

%0
, %1 ≥ (1 + c1)%0 ∧ %0 ≥ (1 + c0)%1.

The last step is to find the minimum for every case. If we consider the case %1 ≤ (1 +
c1)%0 we find that

m(ϑ∗) =
c1 + c0c1 + c0

%0c1 + %1c0
≤ 1

%1

c1 + c0c1 + c0
c1

1+c1
+ c0

c0=0
≤ 1 + c1

%1
= m(0).

In the same manner we can show if %0 ≤ (1 + c0)%1 that m(ϑ∗) ≤ m(1). These estimates
show the first two cases in the definition of 1

% . For the third case, let %1 ≥ (1 + c1)%0 and
%0 ≥ (1 + c0)%1 then

m(ϑ∗) =
c1
%0

%1
+ (%0−%1)2

%0%1
+ c0

%1

%0

%0c1 + %1c0
≥ c1(1 + c0) + c0(1 + c1)

%0(c1 + c0
1+c0

)

c1=0
≥ 1 + c0

%0

c0=0
≥ 1

%0
= m(0).

Finally the other case is obtained in in a similar manner.

Remark 6.4. Note that the constants c01 and c10 can be rewritten among others as

c01 =

∫
(µ1µ0 − 1)2 dµ0 =

∫
(µ1 − µ0)2

µ0
dx =

∫
µ2

1

µ2
0

dµ0 − 1 =

∫
µ2

1

µ0
dx− 1

and similarly for c10. This distance is known as χ2-distance on the space of probability
measures (cf. [GS02]). The χ2-distance is a rather weak distance. It bounds many other
probability distances. Among them is also the relative entropy. Therefore, we note that
log is a concave function and apply Jensen’s inequality to the definition of the relative
entropy

Entµ0

(
dµ1

dµ0

)
=

∫
µ1 log

µ1

µ0
dx ≤ log

(∫
µ2

1

µ0
dx
)

= log(1 + c01) ≤ c01,

where the last inequality is the estimate log(x) ≤ x−1. We will also observe, that the χ2-
distance already becomes infinite for two centered Gaussian with covariance matrices
differing by a factor bigger than two (cf. (6.13)).

Remark 6.5. From the proof of Theorem 6.3 we find that the expression for 1
% in the last

case of (6.4) can be bounded by

max

{
1

%0
,

1

%1

}
≤ pc10 + pqc01c10 + qc01

p%0c10 + q%1c01
≤ max

{
1 + qc01

%0
,
1 + pc10

%1

}
. (6.6)
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6. Poincaré and logarithmic Sobolev inequalities for mixtures

Remark 6.6. If we are in the symmetric case, where %0 = %1 = %̃ and c01 = c10 = c, then
we obtain

1

%p
=

1 + cpq

%̃
.

Corollary 6.7. If µ0 � µ1, where µ0 and µ1 satisfy PI(%0) and PI(%1), then for all p, q ≥ 0
with p+ q = 1 the mixture measure µ = pµ0 + qµ1 satisfies PI(%p) with

1

%p
= max

{
1

%0
,
1 + pc10

%1

}
.

Likewise, if µ1 � µ0, then we obtain the bound

1

%p
= max

{
1

%1
,
1 + qc01

%0

}
.

Proof. The result is obtained by considering the max of the right-hand side in (6.5).
There we let η →∞ as well as set ϑ = 0 to find the conclusion.

6.2. Logarithmic Sobolev inequality

In Section 2.3 we derived in Theorem 2.18 an estimate for the entropy of a general
mixture with finite many components. If we only consider the mixture µp consisting of
two components µ0 and µ1, then (2.23) simplifies to

Entµp(f
2) ≤ pEntµ0(f2) + qEntµ1(f2)

+
pq

Λ(p, q)

(
varµ0(f) + varµ1(f) + (Eµ0(f)− Eµ1(f))2

)
.

(6.7)

Now, the right-hand side of (6.7) consists of quantities we can estimate under the as-
sumption that µ0 and µ1 additionally satisfy LSI(α0) and LSI(α1). The following theo-
rem provides an extension of the result [CM10, Theorem 4.4] to the multidimensional
case for the logarithmic Sobolev inequality in the case that µ0 and µ1 are absolutely
continuous to each other.

Theorem 6.8 (LSI for absolutely continuous mixtures). Assume that µ0 and µ1 satisfy
LSI(α0) resp. LSI(α1) and are absolutely continuous to each other, then for all p, q ≥ 0 with
p+ q = 1 the mixture measure µp = pµ0 + qµ1 satisfies LSI(αp) with

1

αp
=


1+qLp
α0

, α1
α0
≥ 1 + pLp(1 + c10(1 + qLp))

1+pLp
α1

, α0
α1
≥ 1 + qLp(1 + c01(1 + pLp))

p(1+qLp)c10+pqLpc01c10+q(1+pLp)c01

pα0c10+qα1c01
, else,

where

c01 = varµ0

(
dµ1

dµ0

)
and c10 = varµ1

(
dµ0

dµ1

)
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6.2. Logarithmic Sobolev inequality

The abbreviation Lp is used for the inverse logarithmic mean

Lp :=
1

Λ(p, q)
=

log p− log q

p− q
.

Proof. The starting point is the splitting obtained from (6.7). We can estimate the vari-
ances and mean-difference in (6.7) in the same way as in the proof (6.5) of Theorem 6.3
by noting that LSI(α) implies PI(α)

Entµp(f
2)

≤ 1

α0

(
1 + qLp(1 + (1 + η)ϑ2c01

) ∫
|∇f |2 pdµ0

+
1

α1

(
1 + pLp(1 + (1 + 1

η )(1− ϑ)2c10

)∫
|∇f |2 qdµ1

≤ max

{
1 + qLp(1 + (1 + η)ϑ2c01)

α0
,
1 + pLp(1 + (1 + 1

η )(1− ϑ)2c10)

α1

}∫
|∇f |2 dµp.

Let us introduce the reduced logarithmic Sobolev constants

α̃0 =
α0

1 + qLp
and α̃1 =

α1

1 + pLp
.

Furthermore, we define the constants c̃0 and c̃1 as

c̃01 =
c01Lp

1 + qLp
and c̃10 =

c10Lp
1 + pLp

.

Therewith, the bound takes the form

Entµp(f
2) ≤ max

{
1 + (1 + η)ϑ2c̃0

α̃0
,
1 + (1 + 1

η )(1− ϑ)2c̃1

α̃1

}∫
|∇f |2 dµp. (6.8)

The estimate (6.8) has the same structure as the estimate (6.5), where α̃i now plays the
role of %i and c̃01, c̃10 the role of c01, c10. Hence, we can use the optimization procedure
from the proof of Theorem 6.3. The last step consists of translating the constants α̃i and
c̃01, c̃10 back to the original ones.

Remark 6.9. The inverse logarithmic mean Lp = 1
Λ(p,q) logarithmically blows up for

p→ {0, 1}.
Remark 6.10. If c01 = c10 = c̃ and α0 = α1 = α̃ holds the bound

1

αp
≤ 1 + pqLp(c̃+ 2)

α̃
.

Corollary 6.11. If µ0 � µ1, where µ0 and µ1 satisfy LSI(α0) resp. LSI(α1), then for all
p, q ≥ 0 with p+ q = 1 the mixture measure µ = pµ0 + qµ1 satisfies LSI(αp) with

1

αp
≤ max

{
1 + qLp
α0

,
1 + pLp(1 + c10)

α1

}
(6.9)
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6. Poincaré and logarithmic Sobolev inequalities for mixtures

Likewise, if µ1 � µ0, then we obtain the bound

1

αp
≤ max

{
1 + pLp
α1

,
1 + qLp(1 + c01)

α0

}
(6.10)

Remark 6.12. Note that in this case the best one can get is a logarithmically blow-up for
p→ {0, 1}. The following examples will show, that one of the blow-ups in the max will
be artificial and with the help of the Bakry-Émery criterion and the perturbation lemma
of Holley-Stroock one can rule out one case and show that the logarithmic Sobolev
constant for the mixture will be bounded for p→ 0 in (6.9) resp. for p→ 1 in (6.10).

6.3. Examples

We want to compare the results from Theorem 6.3 and Theorem 6.8 with the ones ob-
tained in [CM10, Section 4.5] for some specific examples. In [CM10] was observed for
specific examples, that the Poincaré constant can stay bound, whereas the logarithmic
Sobolev constant logarithmically blows up in the mixture ratio p going to zero or one.
The proof of the upper bound relies on the functional (6.3) from Remark 6.2 and the
lower bound is obtained via the Bobkov-Götze functional (cf. Section 3.3). The simple
criterions of Theorem 6.3 and Theorem 6.8 can only give upper bounds for the multi-
dimensional case, when the at least one of the mixture component is absolutely contin-
uous to the other. However, it is still possible to obtain the optimal results in terms of
scaling in the mixture parameter.

6.3.1. Mixture of two Gaussian measures with equal covariance matrix

Let us consider the mixtures of two Gaussians µ0 := N (0,Σ) and µ1 := N (y,Σ), for
some y ∈ Rn and Σ ≥ σ Id with σ > 0 a strictly positive definite covariance matrix.
Then, µ0 and µ1 satisfy PI(σ) and LSI(σ) by the Bakry-Émery criterion (cf. Theorem 3.1),
i.e. %0 = α0 = %1 = α1 = 1

σ . Further, we can explicitly calculate the χ2-distance between
µ0 and µ1

c01 = c10 =
1

(2π)
n
2

√
det Σ

∫
e−xΣ−1xe

1
2

(x−y)Σ−1(x−y)dx− 1

= eyΣ−1y 1

(2π)
n
2

√
det Σ

∫
e−

1
2

(x+y)Σ−1(x+y)dx− 1 = e|Σ
− 1

2 y|2 − 1 ≤ e
|y|2
σ − 1.

By using Remark 6.6, we obtain

1

%p
≤ (1 + pq(e

|y|2
σ − 1))σ. (6.11)

Likewise, the logarithmic Sobolev inequality follows from Remark 6.10

1

αp
≤ (1 + pqLp(e

|y|2
σ + 1))σ.
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By noting that pq ≤ pqLp ≤ 1
4 , both constants stay uniformly bounded in p.

In [CM10, Corollary 4.7] is deduced the following bound for 1
%p

for the mixture of two
one-dimensional standard Gaussians, i.e. σ = 1 in (6.11) and we set a = |y|

1

%p,CM
≤ 1 + pqa2

(
Φ(a)ea

2
+

a√
2π
e
a2

2 +
1

2

)
, (6.12)

where Φ(a) = 1√
2π

∫ a
−∞ e

− y
2

2 dy. The bounds (6.11) and (6.12) are of the same expo-

nential order ea
2

in a and only differ on the pre-exponential scale, where (6.11) gives
a better bound than (6.12). This example show, that in the case where µ0 and µ1 are
absolutely continuous to each others as well as the tail behavior of the both measures
is the same, then Theorem 6.3 and Theorem 6.8 give good results and generalize the
bound of [CM10] to the multidimensional case.

6.3.2. Mixture of a Gaussian and sub-Gaussian measure

Let us consider µ1 = N (0,Σ) where Σ ≥ σ Id is strictly positive definite and let µ0 be
such that for some κ ≥ 1 the densities satisfy µ0 ≤ κµ1 in the pointwise sense. Thus, by
the Bakry-Émery criterion (cf. Theorem 3.1), we have %1 = α1 = 1

σ . Further, as upper
bound for c10 we find

c10 = varµ1

(
µ0

µ1

)
=

∫ (
µ0

µ1

)2

dµ1 − 1 ≤ κ2 − 1.

Hence, an application of Corollary 6.7 for the Poincaré constant leads to the estimate

1

%p
≤ max

{
1

%0
, (1 + p(κ2 − 1))σ

}
.

Similarly, Corollary 6.11 gives the following bound for the logarithmic Sobolev constant
of the mixture measure µp

1

αp
≤ max

{
1 + qLp
α0

, (1 + pLpκ
2)σ

}
.

Note that the logarithmic Sobolev constant blows up logarithmically for p → {0, 1},
which is a consequence of the the missing information on µ0.

6.3.3. Mixture of two Gaussians with equal mean

We consider µ0 = N (0, Id) and µ1 = N (0, σ Id). Then, we have by the Bakry-Émery cri-
terion (cf. Theorem 3.1) %0 = α0 = 1 and %1 = α1 = 1

σ . For calculating the χ2-distance,
we can use the spherical symmetry and arrive at the one dimensional integral

c01 =

∫
µ2

1

µ0
dx− 1 =

Hn−1(Sn−1)

(2π)
n
2 σn

∫
R+

rn−1e−( 1
σ
− 1

2)r2
dr − 1.
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6. Poincaré and logarithmic Sobolev inequalities for mixtures

The integral exists only for σ < 2. In this case, we can evaluate the above integral and
simplify the resulting expression. Furthermore, the constant c10 is given by the duality
σ 7→ σ−1. Hence, we arrive at

c01 =

{
1

(σ(2−σ))
n
2
− 1 , σ < 2

+∞ , σ ≥ 2
and c10 =

{
1

(σ−1(2−σ−1))
n
2
− 1 , σ > 1

2

+∞ , σ ≤ 1
2

. (6.13)

If σ ≤ 1
2 , i.e. when c10 =∞, we can only employ the bound given in Corollary 6.7

1

%p
≤ max {σ, 1 + qc01} = max

{
σ, (1− q) +

q

(σ (2− σ))
n
2

}
= p+

q

(σ (2− σ))
n
2

Similarly, if σ2 ≥ 2, i.e. when c01 =∞, we obtain

1

%p
≤ max {1, (1 + pc10)σ} ≤ σ

(
q +

p

(σ−1(2− σ−1))
n
2

)
.

If 1
2 < σ < 2, we could apply the interpolation bound of Theorem 6.3. However, to see

the scaling behavior better, we use the estimate (6.6) of Remark 6.5, where we use the
symmetry under σ 7→ 1

σ to deduce the bound

1

%p
≤


p+ q

(σ(2−σ))
n
2

, σ ≤ 1

σ

(
q + p

(σ−1(2−σ−1))
n
2

)
, σ ≥ 1

(6.14)

Likewise, by applying Corollary 6.11, we obtain the bound for the logarithmic Sobolev
constant

1

αp
≤


1 +

qLp

(σ(2−σ))
n
2

, σ ≤ 1

σ

(
1 +

pLp

(σ−1(2−σ−1))
n
2

)
.σ ≥ 1

(6.15)

The bound (6.15) blows up logarithmically for p → {0, 1}. However, the case σ = 1
allows the combined bound 1

αp
≤ 1 + min {p, q}Lp, which stays bonded, this behavior

could be extended to the range σ ∈ (1
2 , 2) thanks to (6.13) and the interpolation bound

of Theorem 6.8.

Again we want to compare the result (6.14) with the ones of [CM10, Section 4.5.2.],
which states that for some C > 0 and σ > 1

1

%p,CM
≤ σ + Cp

1
σ−1 .

In general, depending on the constant C the bound (6.11) is better for σ small, whereas
the scaling in σ is better for (6.12), namely linear instead of σ

3
2 as in (6.11).
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6.3. Examples

6.3.4. Mixture of uniform and Gaussian measure

Let us consider µ0 = N (0, 1) and µ1 = U(B1), whereB1 is the unit ball around zero. We
have %0 = 1 and %1 ≥ π2

diam(B1)2 = π2

4 by the result of [PW60]. Further, it holds µ1 � µ0

and we can calculate

c01 + 1 =

∫ (
µ1

µ0

)2

dµ0 =
1

Hn(B1)2

∫
B1

1

µ0
dx =

(2π)
n
2Hn−1(∂B1)

Hn(B1)2

∫ 1

0
rn−1e

r2

2 dr.

(6.16)
The volumeHn(B1) and the surface areaHn−1(∂B1) of the n-sphere satisfy the follow-
ing relations

Hn−1(∂B1)

Hn(B1)
= n and

(2π)
n
2

Hn(B1)
= 2

n
2 Γ
(n

2
+ 1
)

=: gn. (6.17)

The integral on the right-hand side in (6.16) can be bounded below by 1
n and above by

√
e
n . Hence, we found the bound

gn ≤ c01 + 1 ≤
√
egn.

Poincaré inequality: We apply Corollary 6.7 to find

1

%p
≤ max

{
1

%1
, 1 + qc01

}
≤ p+ q

√
egn, (6.18)

where we note in the last inequality, that 4
π2 ≤ p+ q

√
egn for n ≥ 1 and all p ∈ [0, 1]. We

only get an upper uniform in p.

Logarithmic Sobolev inequality: Let us begin by noting that α0 = 1 by the Bakry-Émery
criterion and α1 ≥ 2

e , which is a consequence of a combination of the Bakry-Émery crite-
rion (cf. Theorem 3.1) with the Hooley-Stroock perturbation principle (cf. Theorem 3.2)
and an optimization1. We use Corollary 6.11 and obtain the bound

1

αp
≤ max

{
1 + pLp
α1

,
1 + qLp(1 + c01)

α0

}
≤ max

{
(1 + pLp)e

2
, 1 + qLp

√
egn)

}
. (6.19)

Again we have a logarithmically blow-up of the bound for p→ {0, 1}. Let us show that
the blow-up for p→ 1 is artificial.

Comparison with Bakry-Émery and Holley-Stroock: We want to decompose the Hamilto-
nian of µp into a convex function and some error term. Therefore, we can write

Hp(x) := − logµp(x) = − log

(
p

(2π)
n
2

e−
|x|2

2 +
1− p
ωn

χB1(0)(x)

)
= − log

(
e−
|x|2

2
+ 1

2 +
1− p
p

(2π)
n
2

ωn

√
eχB1(0)(x)

)
+ Cp,n

=
|x|2 − 1

2
− ψp(x) + C̃p,n, (6.20)

1Therefore, we compare µ1 with the measure νλ(x) = 1
Zλ

exp
(
−λ |x|2 + λ

2

)
on B1 with λ > 0. Then,

one can easy check, that oscx∈B1 |µ1(x)− νλ(x)| = λ
2

and that νλ satisfies LSI(2λ), hence µ1 satisfies
LSI(2λe−λ) for all λ > 0. Optimizing the expression 2λe−λ in λ let us conclude that µ1 satisfies LSI( 2

e
).
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6. Poincaré and logarithmic Sobolev inequalities for mixtures

where

ψp(x) :=

(
log

(
e−
|x|2

2
+ 1

2 +
1− p
p

(2π)
n
2

ωn

√
e

)
+
|x|2 − 1

2

)
χB1(0)(x).

The function ψp is radially monotone towards the boundary of B1 and we find the
bound

0 ≤ ψp(x) ≤ log

(
1 +

1− p
p

(2π)
n
2

ωn

√
e

)
= ψp(x)|∂B1(0). (6.21)

From (6.20) we compare Hp with the convex potential |x|
2−1
2 and use the bound (6.21)

on the perturbation ψp to find that µp satisfies PI(%̃p) and LSI(α̃p) with

1

%̃p
≤ 1

α̃p
≤ 1 +

1− p
p

√
e gn, (6.22)

where gn is the same constant as in (6.17). Now, this bound only blows up for p → 0.
But the blow-up is like 1

p . Furthermore, we have not such a detailed information on the
Poincaré constant as in (6.18) and can not detect the different behavior, therefore we
have to combine both approaches.

Combination: A combination of the bound obtained in (6.19) with the bound from (6.22)
results in the improved bound

1

α
≤ Cn(1 + qLpgn), with Cn some universal constant, (6.23)

which only logarithmically blows up for p→ 0.

Conclusion: In this example as a consequence the Poincaré constant and logarithmic So-
bolev constant may have different scaling behavior for p→ 0. Indeed, [CM10] show for
this specific mixture in the one dimensional case that the logarithmic Sobolev constant
can be bounded below by

C |log p| ≤ 1

α
,

for p small enough and a constant C independent of p. In one dimension, lower bounds
are accessible via the Bobkov-Götze functional (cf. Section 3.3). Hence the bound (6.23)
is optimal in the one dimensional case, which strongly indicates also optimality for
higher dimension in terms of scaling in the mixture ration p.

To conclude, we have the following rule of thumb: On the one hand, the Bakry-Émery
criterion in combination with the Hooley-Stroock perturbation principle is effective for
detecting blow-ups of the logarithmic Sobolev constant for mixtures, but has in general
the wrong scaling behavior in the mixing parameter p. On the other hand, the criterion
presented in Theorem 6.8 provides the right scaling of the blow-up, but also sees arti-
ficial blow-ups, if the components of the mixture become singular in the sense of the
χ2-distance.
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6.4. Outlook: Modified weighted transport distance

6.4. Outlook: Modified weighted transport distance

As already pointed out in the beginning of the chapter, the presented approach to mix-
tures was the prelude to the Eyring-Kramers formula. The discovery of the weighted
transport distance presented in Chapter 4 and especially the modified weighted trans-
port distance from Remark 4.22 allows to get estimates of the mean-difference, which
can also be applied to mixtures. We define for an absolutely continuous measure µ and
νi � µ for i = 0, 1 the modified weighted transport distance T̃µ(ν0, ν1) by

T̃µ(ν0, ν1) := inf
(Φs)s∈[0,1]

∫ ∣∣∣∣∫ 1

0
Φ̇s ◦ Φ−1

s

dνs
dµ

ds
∣∣∣∣2dµ, (6.24)

where (Φs)s∈[0,t] is a transport interpolation from ν0 to ν1 absolutely continuous in s.

Remark 6.13. In the one-dimensional case, we observe by using the Brenier-Banamou
formula for νs of Remark 4.23, that νs solves the conservation law

∂sνs(y) + ∂y

(
Φ̇s ◦ Φ−1

s (y)νs(y)
)

= 0 (6.25)

An integration of (6.25) in s on (0, 1) and in y on (−∞, x) results in∫ x

−∞
ν1(y) dy −

∫ x

−∞
ν0(y) dy +

∫ 1

0
Φ̇s ◦ Φ−1

s (x) νs(x) ds = 0.

Hence, we observe that the inner integral of (4.53) does not depend on the specific
transport interpolation, but only on the difference of the distribution functions Fi :=∫ x
−∞ νi(y) dy, i.e. we obtain the representation

T̃µ(ν0, ν1) =

∫
(F1(x)− F0(x))2

µ(x)
dx. (6.26)

We observe that the functional (6.26) is nothing else than the function I(p) of (6.3) used
by [CM10, Theorem 4.4]. Hence, one can regard the weighted transport distance (6.24)
as the multidimensional generalization.
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AppendixA
Properties of the logarithmic mean Λ

In this part of the appendix, we collect some properties of the logarithmic mean Λ(·, ·).
Let us start with a collection of some essential properties for this chapter. A more com-
plete study can be found in [Car72] and the recent review [Bha08].

Let us first recall the definition of Λ(·, ·) : R+ ×R+ → R+

Λ(a, b) =
a− b

log a− log b
, a 6= b and Λ(a, a) = a.

The value of Λ(a, b) can also be defined by the logarithmic average of a and b

Λ(a, b) =

∫ 1

0
as b1−s ds =

1

log a− log b

[
asb1−s

]1
s=0

. (A.1)

The equation (A.1) justifies the statement, that Λ(·, ·) is a mean, since one immediately
recovers the simple bounds min {a, b} ≤ Λ(a, b) ≤ max {a, b}. Furthermore, the follow-
ing representations hold for 1/Λ(·, ·)

1

Λ(a, b)
=

∫ 1

0

dτ
τa+ (1− τ)b

=

∫ ∞
0

dτ
(a+ τ)(b+ τ)

(A.2)

Some immediate properties are:

• Λ(·, ·) is symmetric

• Λ(·, ·) is homogeneous of degree one, i.e. for λ > 0 holds Λ(λa, λb) = λΛ(a, b).

The derivatives of Λ(·, ·) are given by straight-forward calculus

∂aΛ(a, b) =
1

log a− log b

(
1− Λ(a, b)

a

)
> 0 and

∂bΛ(a, b) =
1

log b− log a

(
1− Λ(a, b)

b

)
> 0.

Hence Λ(·, ·) is strictly monotone increasing in both arguments.

The following result is almost classical.

125



A. Properties of the logarithmic mean Λ

Lemma A.1. The logarithmic mean can be bounded below by the geometric mean and above by
the arithmetic mean

√
ab ≤ Λ(a, b) ≤ a+ b

2
, (A.3)

with equality if and only if a = b.

There exists at least four proofs of the inequality A.3

• [Car72, Theorem 1] uses the representation (A.2)

• [Mie11, Appendix A] starts with (A.1) and uses the convexity of s 7→ asb1−s

• [Bha08] gives an argument by simple calculus.

• Again [Bha08] relates the terms in question to hyperbolic trigonometric functions,
which allow for a quantification of the error, in the case with no equality. We will
present his proof here.

Proof. Since w.l.o.g. a, b > 0, we can switch to exponential variables and set a = ex and
b = ex. Therewith we arrive for the quotient of geometric and logarithmic mean at

√
ab

Λ(a, b)
= e

x+y
2

x− y
ex − ey

=
x−y

2

e
x−y

2 − e
y−x

2

=
x−y

2

sinh
(x−y

2

) . (A.4)

It is easy to verify, that the function t 7→ t
sinh t is symmetric and strictly decreasing in |t|,

hence it has a unique maximum for t = 0 with 1. This proves
√
ab ≤ Λ(a, b) with

equality only if a = b.
By the same reasoning, we obtain for the quotient of arithmetic and logarithmic mean
in exponential variables

a+b
2

Λ(a, b)
=

x−y
2

tanh
(x−y

2

) .
Again, one can check that the function t 7→ t

tanh t is symmetric and strictly increasing
in |t|, hence it has a unique minimum for t = 0 with value 1. This proves a+b

2 ≥ Λ(a, b)
with equality only if a = b.

The bounds in (A.3) are good, if a is of the same order as b, whereas the following
bound is particular good if ab becomes very small or very large.

Lemma A.2. It holds for p ∈ (0, 1) the following bound

Λ(p, 1− p)
p(1− p)

< min

{
1

p log 1
p

,
1

(1− p) log 1
1−p

}
. (A.5)
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Proof. Let us first consider the case 0 < p < 1
2 . Then, it is enough to show, that

Λ(p, 1− p)
p(1− p)

p log
1

p
=

(1− 2p) log 1
p

(1− p) log 1−p
p

!
< 1. (A.6)

This follows easily from the following lower bound on the denominator

(1− p) log
1− p
p

= (1− 2p) log
1

p
+ p log

1

p
− (1− p) log

1

1− p
> (1− 2p) log

1

p
,

since p log 1
p−(1−p) log 1

1−p > 0 for 0 < p < 1
2 . The case 1

2 < p < 1 follows by symmetry
under the variable change p 7→ 1− p. It remains to check the case p = 1

2 . The left-hand
side of (A.6) evaluates for p = 1

2 to

lim
p→ 1

2

Λ(p, 1− p)
p(1− p)

p log
1

p
= log 2 < 1.

The logarithmic mean also occurs in the following optimization problem, which ap-
pears in the proof of the optimality of the Eyring-Kramers formula for the logarithmic
Sobolev constant in one dimension (cf. Section 2.5).

Lemma A.3. For p ∈ (0, 1) holds

min
t∈(0,1)

(√
t
p −

√
1−t
1−p

)2

t log t
p + (1− t) log 1−t

1−p
=

Λ(p, 1− p)
p(1− p)

. (A.7)

The minimum in (A.7) is attained for t = 1− p.

Proof. Let us introduce the function fp : (0, 1) → R and gp : (0, 1) → R given by the
nominator and denominator of (A.7)

fp(t) :=
(√

t
p −

√
1−t
1−p

)2

and gp(t) := t log t
p + (1− t) log 1−t

1−p .

It is easy to verify, that the following relations for the derivatives hold true

f ′p(t) =
(√

t
p −

√
1−t
1−p

)(
1√
tp

+ 1√
(1−p)(1−t)

)
, g′p(t) = log t

p − log 1−t
1−p , (A.8)

f ′′p (t) =
√

(1−t)t
(1−p)p

1
2(1−t)2t2

> 0, g′′p(t) = 1
(1−t)t > 0.

Hence, both functions fp an gp are strictly convex and have a unique minimum for
t = p, where they are both zero. The derivative of the quotient of fp and gp has the form

h′p(t) :=

(
fp(t)

gp(t)

)′
=

1

g2
p(t)

(
f ′p(t)gp(t)− fp(t)g′p(t)

)
(A.9)
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A. Properties of the logarithmic mean Λ

The representation (A.8) for g′p leads to(
f ′p(t)gp(t)− fp(t)g′p(t)

)
=
(
tf ′p(t)− fp(t)

)
log t

p +
(
(1− t)f ′p(t) + fp(t)

)
log 1−t

1−p . (A.10)

Now, we can use (A.8) for f ′p to find

tf ′p(t)− fp(t) =
(√

t
p −

√
1−t
1−p

)(√
t
p + t√

(1−p)(1−t)
−
√

t
p +

√
1−t
1−p

)
= 1√

(1−p)(1−t)

(√
t
p −

√
1−t
1−p

) (A.11)

and likewise
(1− t)f ′p(t) + fp(t) = 1√

tp

(√
t
p −

√
1−t
1−p

)
. (A.12)

Using (A.11) and (A.12) in (A.10) leads by (A.9) to

h′p(t) =
1

g2
p(t)

(√
t

p
−
√

1− t
1− p

)
︸ ︷︷ ︸

=:vp(t)

(
log t

p√
(1− p)(1− t)

+
log 1−t

1−p√
tp

)
︸ ︷︷ ︸

=:wp(t)

.

Since gp(p) = g′p(p) = 0 and g′′p(p) > 0, the function 1
g2
p(t)

has a pole of order 4 in t = p.
Moreover, the function vp(t) has a simple zero in t = p. We have to do some more
investigations for the function wp(t). First, we observe that wp(t) can be rewritten as

wp(t) =
t− p√

(1− t)t(1− p)p︸ ︷︷ ︸
=:ŵp(t)

(√
tp log t

p

(t− p)
−

√
(1− t)(1− p) log 1−t

1−p
(p− t)

)
︸ ︷︷ ︸

:=w̃p(t)

.

The function w̃p(t) can be expressed in terms of the logarithmic mean

w̃p(t) =

√
tp

Λ(t, p)
−
√

(1− t)(1− p)
Λ(1− t, 1− p)

(A.13)

and is measuring the defect in the geometric-logarithmic mean inequality (A.3). Let us
switch to exponential variables and set

x(t) := log

√
t

p
and y(t) := log

√
1− t
1− p

.

Note, that either x(t) ≤ 0 ≤ y(t) for t ≤ p or y(t) ≤ 0 ≤ x(t) for t ≥ 0 with equality only
for t = p. Therewith, (A.13) becomes with the same argument as in (A.4)

w̃p(t) =
x(t)

sinh (x(t))
− y(t)

sinh (y(t))
.

By making use of the fact, that the function x 7→ x
sinhx is symmetric, monotone decreas-

ing in |x| and has a unique maximum in 1, we can conclude that

w̃p(t) = 0 if and only if x(t) = −y(t).
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The solutions to the equation x(t) = −y(t) are given for t ∈ {p, 1− p}. Let us first
consider the case t = p, then x(t) = y(t) = 0 and wp(p) is a zero of order 2, since the
function x 7→ x

sinh(x) is strictly concave for t = 0. Now, we can go back to h′p(t) and
argue with the representation

lim
t→p

h′p(t) = lim
t→p

vp(t)ŵp(t)w̃p(t)

g2
p(t)

!
6= 0.

This is a consequence of counting the zeros for t = p in the nominator and denominator
according to their order. For the denominator g2

p(p) is a zero of order 4. For the nomi-
nator we have vp(p) is a zero of order 1, ŵp(p) is a zero of order 1 and w̃p(p) is a zero of
order 2, which leads in total again to a zero of order 4 exactly compensating the zero of
the denominator.
The other case is t = 1− p. Let us evaluate hp(1− p), which is given by

hp(1− p) =

1
p(1−p) (p− (1− p))2

(1− p) log 1−p
p + p log p

1−p
=

1

p(1− p)
(p− (1− p))2

(p− (1− p)) log p
1−p

=
Λ(p, 1− p)
p(1− p)

.

Since, t = 1−p is the only critical point of hp(t) inside (0, 1), it remains to check whether
the boundary values are larger than hp(1− p). They are given by

lim
t→0

hp(t) =
1

(1− p) log 1
1−p

and lim
t→1

hp(t) =
1

p log 1
p

.

We observe, that the demanded inequality to be in a global minimum

hp(1− p) =
Λ(p, 1− p)
p(1− p)

!
< min

{
1

p log 1
p

,
1

(1− p) log 1
1−p

}

is just (A.5) of Lemma A.2.
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AppendixB
Gaussian integrals and linear algebra

B.1. Partial Gaussian integrals

This section is devoted to proof the representation for partial or incomplete Gaussian
integrals. Lemma (B.1) is an ingredient to evaluate the weighted transport cost in Sec-
tion 4.3.

Lemma B.1 (Partial Gaussian integral). Let Σ−1 ∈ Rn×nsym,+ be a symmetric positive definite
matrix and let η ∈ Sn−1 be a unit vector. Therewith,

{
rη + z⊥

}
r∈R is for z⊥ ∈ span {η}⊥ an

affine subspace of Rn. The integral of a centered Gaussian w.r.t. to this subspace is given by∫
R

exp

(
−1

2
Σ−1[rη + z⊥]

)
dr =

√
2π√

Σ−1[η]
exp

(
−Σ̃−1[z⊥]

)
,

with Σ̃−1 = Σ−1 − Σ−1η ⊗ Σ−1η

Σ−1[η]
.

Proof. To evaluate this integral on an one-dimensional subspace of Rn, we have to ex-
pand the quadratic form Σ−1[rη + z⊥] and arrive at the relation∫

R

exp

(
−1

2
Σ−1[rη + z⊥]

)
dr

= exp

(
−1

2
Σ−1[z⊥]

)∫
R

exp

(
−r

2

2
Σ−1[η] + r

〈
η,Σ−1z⊥

〉)
dr

= exp

(
−1

2
Σ−1[z⊥]

) √
2π√

Σ−1[η]
exp

(〈
η,Σ−1z⊥

〉2

2Σ−1[η]

)

=

√
2π√

Σ−1[η]
exp

(
−1

2

(
Σ−1 − Σ−1η ⊗ Σ−1η

Σ−1[η]

)
[z⊥]

)
,

which concludes the hypothesis.
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B. Gaussian integrals and linear algebra

B.2. Subdeterminants, adjugates and inverses

Let A ∈ Rn×nsym,+, then define for η ∈ Sn−1 the matrix

Ã := A− Aη ⊗Aη
A[η]

. (B.1)

The matrix Ã has at least rank n − 1, since we subtracted from the positive definite
matrix A a rank-1 matrix. Further, from the representation it is immediate, that Ã has
rank n − 1 if and only if η is an eigenvector of A. In this case kerA = span η. It is easy
to show that

Ã > 0 on span {η}⊥ .

Let V = span {η}⊥ be the (n− 1)-dimensional subspace perpendicular to η. Then for a
matrixA ∈ Rn×nsym,+ we want to calculate the determinant ofA restricted to this subspace
V . This determinant is obtained by first choosingQ ∈ SOn such thatQ({0}×Rn−1) = V
and then evaluating the determinant of the minor consisting of the (n − 1) × (n − 1)
lower right submatrix of Q>AQ denoted by det1,1(Q>AQ) . Hence, we have

det1,1(Q>AQ), with Q ∈ SO(n) : Q>η = e1 = (1, 0, . . . , 0)>.

Since V = span {η}⊥, it follows that the first column of Q is given by η and we can
decompose Q>AQ into

Q>AQ =

(
A[η] Q̂>Aη

Q̂>Aη
>

Q̂>AQ

)
,

where for a matrix M , M̂ is the lower right (n − 1) × (n − 1) submatrix of M and
for a vector v, v̂ the (n − 1) lower subvector of v. Therewith, we find a similarity
transformation which applied to Q>AQ results in

detA = detQ>AQ = det

((
A[η] Q̂>Aη

Q̂>Aη
>

Q̂>AQ

)(
1 − Q̂>Aη

A[η]

0 Idn−1

))

= det

(
A[η] 0

Q̂>Aη
>

Q̂>AQ− Âη⊗Âη
A[η]

)
= A[η] det1,1

(
Q>AQ− Q>Aη ⊗Q>Aη

A[η]

)
.

The determinant of the minor is given by

det1,1

(
Q>AQ− Q>Aη ⊗Q>Aη

A[η]

)
= det1,1

(
Q>

(
A− Aη ⊗Aη

A[η]

)
Q

)
.

Hence, by the definition (B.1) of Ã and the subdeterminant we found the identity

detA = A[η] det1,1(Q>AQ). (B.2)
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B.3. A matrix optimization

B.3. A matrix optimization

Lemma B.2. Let B ∈ Rn×nsym,+, then it holds

inf
A∈Rn×nsym,+

{
detA√

det (2A−B)
: 2A > B

}
=
√

detB

and for the optimal A holds A = B.

Proof. We note that

detA√
det (2A−B)

=
1√

det(A−1) det(2 Id−A−
1
2BA−

1
2 )

.

Therewith, it is enough to maximize the radical of the root. Therefore, we substitute
A−

1
2 = CB−

1
2 with C > 0 not necessarily symmetric and observe that A−

1
2 = B−

1
2C>.

We obtain

det(A−1) det(2 Id−A−
1
2BA−

1
2 ) = det(B−1) det(CC>) det(2 Id−CC>).

Note, that CC> ∈ Rn×nsym,+ and it is enough to calculate

sup
C̃∈Rn×nsym,+

{
det(C̃) det(2 Id−C̃) : C̃ < 2 Id

}
.

From the constraint 0 < C̃ < 2 Id we can write C̃ = Id +D, where D is symmetric and
satisfies − Id < D < Id in the sense of quadratic forms. From here, we finally observe

det(C̃) det(2 Id−C̃) = det(Id +D) det(Id−D) = det(Id−D2).

Since D2 ≥ 0, we find the optimal C̃ given by Id, which yields that A = B.

B.4. Jacobi’s formula

Lemma B.3 (Jacobi’s formula). Let R 3 t 7→ Φt ∈ {A ∈ Rn×n : detA 6= 0} be a differen-
tiable function, then

d
dt

log det Φt = tr
(

Φ−1
t Φ̇t

)
. (B.3)

Proof. We first note that the determinant of Φ(t) is a multilinear function d of the col-
umns φ1

t , . . . , φ
n
t , i.e. det Φt = d(φ1

t , . . . , φ
n
t ) Then, it follows

d
dt

det Φt = d(φ̇1
t , φ

2
t , . . . , φ

n
t ) + · · ·+ d(φ1

t , . . . , φ
n−1
t , φ̇nt ).
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Now, the proof consists of two steps. We first proof the identity (B.3) for Φt = Id and
then generalize this result. If we assume w.l.o.g. that Φ0 = Id. By expanding the
determinant d(φ̇1

t , φ
2
t , . . . , φ

n
t ) along its first column it immediately follows that

d(φ̇1
t , φ

2
t , . . . , φ

n
t ) = φ̇1,1

t .

From here we conclude that
d
dt

det Φt = tr Φ̇t.

Now, let Φt = A be a general invertible matrix. Hence, we can apply the result from the
first step to A−1Φt and arrive at

d
dt

det
(
A−1Φt

)
= tr

(
A−1Φ̇t

)
.

The results follows by substituting A back.

B.5. Jacobi matrices

For a smooth function f : Rn → Rn denotes Df(x) the Jacobi matrix of the partial
derivatives of f in x ∈ Rn given by

Df(x) :=

(
dfi
dxj

(x)

)n
i,j=1

.

Lemma B.4. Let A,B ∈ Rn×n, then it holds

∇ |Ax+ f(Bx)| = (A+Df(x)B)>
Ax+ f(Bx)

|Ax+ f(Bx)|
, (B.4)

D
f(x)

|f(x)|
=

1

|f(x)|

(
Id− f(x)

|f(x)|
⊗ f(x)

|f(x)|

)
Df(x). (B.5)

Proof. Let us first check the relation (B.4) and calculate the partial derivative

d |Ax+ f(Bx)|
dxi

=
1

2 |Ax+ f(Bx)|
∑
j

d
dxi

(∑
k

Ajkxk + fj(Bx)

)2

(B.6)

The inner derivative of (B.6) evaluates to

d
dxi

(∑
k

Ajkxk + fj(Bx)

)2

= 2

(∑
k

Ajkxk + fj(Bx)

)(
Aji +

dfj(Bx)

dxi

)
. (B.7)

The derivative of fj(Bx) becomes

dfj(Bx)

dxi
=

dfj (
∑

k B1kxk, . . . ,
∑

k Bnkxk)

dxi
=

n∑
k=1

∂kfj(Bx)Bki = (Df(Bx)B)ji. (B.8)
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Hence, a combination of (B.6), (B.7) and (B.8) leads to

d |Ax+ f(Bx)|
dxi

=
1

|Ax+ f(Bx)|
∑
j

((Ax)j + fj(Bx)) (Aji(Df(Bx)B)ji)

=
∑
j

(A+Df(Bx)B)>ij
(Ax+ f(Bx))j
|Ax+ f(Bx)|

,

which shows (B.4). For the equation (B.5), let us first consider the Jacobian of the func-
tion F (x) = x

|x| , which is given by

DF (x) =
1

|x|

(
Id− x

|x|
⊗ x

|x|

)
.

Then, by the chain rule, we observe that

D
f(x)

|f(x)|
= D(F ◦ f)(x) = DF (f(x))Df(x),

which is just (B.5).
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AppendixC
Existence of a spectral gap for L

In this short part of the appendix, we state a standard argument that ensures that the
conditions (A1PI) and (A2PI) imply a spectral gap. More precisely, we make the follow-
ing definition of the spectral gap

Definition C.1. We say that the operator L = ε∆ − ∇H · ∇ given by (1.1) satisfies a
spectral gap of order % > 0 i.e. SG(%), if L has discrete non-negative spectrum and the
order eigenvalues λi satisfy

λ0 = 0 < λ1 ≤ λ2 ≤ . . . and λ1 ≥ %.

We take over the argument of [Kun02, Proposition 3.7] and adapt it to the case of small
noise ε.

Proposition C.2 (Existence of spectral gap). Assume that H satisfies (A1PI) and (A2PI)
with constants CH ,KH > 0.
Then for all ε ≤ 1

2
C2
H

2c+KH+C2
H

with c > 0 the operator L = ε∆−∇H ·∇ given by (1.1) satisfies
SG(%) for some % > 0 .

Proof. The operator L = ε∆ − ∇H · ∇ on L2(µ) can be transformed into a Schrödinger
operator with potential

LS := −ε∆ + 1
4ε |∇H|

2 − 1
2∆H

on L2(dx). This can be seen by using the unitary transformation U : L2(dx) → L2(µ)
given by f 7→ exp(H2ε)f . So, by partial integration we get

E(Uf,Ug) = ε

∫
∇f · ∇g + 1

4ε2
|∇H|2fg + 1

2ε∇H · (f∇g + g∇f) dx

=

∫
ε∇f · ∇g +

(
1
4ε |∇H|

2 − 1
2∆H

)
fg dx =

∫
(LSf)g dx.
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C. Existence of a spectral gap for L

For the Schrödinger operator LS it is known (see e.g. [BS91, Theorem 3.1]) that

lim inf
|x|→∞

(
1
4ε |∇H|

2 − 1
2∆H

)
≥ c > 0 (C.1)

is a sufficient condition to have a discrete spectrum on (−∞, c) and in addition for every
c′ < c and C ′ <∞ to have a finite spectrum on (−C ′, c′). The condition (C.1) is implied

by the assumption (A2PI) for ε ≤ 1
2

C2
H

2c+KH+C2
H

. Since the transformation U was unitary
LS and −L have the same spectrum. Hence, L has also a discrete spectrum on (−c,∞)
and as it is a non-negative operator it has a discrete spectrum on [0,∞) which is finite
on [0, C ′) for every C ′ <∞, which implies a spectral gap.
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AppendixD
Some more functional inequalities

We already introduced in Section 1.1 the both functional inequalities PI(%) and LSI(α).
The inequalities PI(%) and LSI(α) can be thought as the extremes of a whole family of
inequalities, from which we want introduce at least two more in this short chapter.

D.1. Horizontal and vertical distances

Let us introduce a new functional inequality incorporating the Wasserstein transporta-
tion distance, which will be in-between the Poincaré and logarithmic Sobolev inequal-
ity. The interplay of the different functional inequalities was discovered by Otto and
Villani [OV00].

Definition D.1 (Wasserstein distance). For any two probability measures µ, ν on an
Euclidean spaceX , the Wasserstein distance of between µ and ν is defined by the formula

W 2
2 (ν, µ) = inf

π∈Π(µ,ν)

∫
Rn×Rn

|x− y|2 π(dx,dy),

where Π(ν, µ) is the set of all couplings, i.e. all measures π on Rn × Rns with first
marginal ν and second marginal µ, i.e.

∫
Rn
π(·,dy) = ν(·) and

∫
Rn
π(dx, ·) = µ(·).

Since the Wasserstein distance measures the displacement between two measure, it can
be thought as a horizontal distance1 on the space of probability measures. On the con-
trary, classical distances like the total variation, variance or relative entropy are vertical
distances, since they measure the pointwise difference of the densities between two
measures. Often, one is interested in the interplay between a horizontal and vertical
distances and how a distance of the one kind can be bounded by a distance of the other
kind. The following theorem provides a simple and in general rough bound of the

1The notion of horizontal and vertical distances is adopted from a talk of Nicola Gigli on the recent
preprint [AGS12]
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Wasserstein distance between two measures in terms of the second moment of the total
variation of the difference of the two measures.

Theorem D.2 (Control by total variation [Vil09, Theorem 6.15]). Let µ and ν be two prob-
ability measures on an Euclidean space X , then

W 2
2 (ν, µ) ≤ 2

∫
|x|2 |ν − µ|(dx) = 2

∥∥∥|·|2 (ν − µ)
∥∥∥
TV

.

More difficult is the question, whether a horizontal distance can be bounded by an
infinitesimal distance, like the Dirichlet energy or Fisher information, which somehow
measure the local relative fluctuations between two measures. The prototype and ex-
tensively studied inequality of this type is the transportation-information inequality.

Definition D.3 (Transportation-information inequality WI). A probability measure µ
on an Euclidean space X satisfies WI(ρ) with constant ρ > 0, if for all test functions
f > 0 with

∫
fdµ = 1 holds

W 2
2 (fµ, µ) ≤ 1

ρ2

∫
|∇f |2

f
dµ. WI(ρ)

In the abbreviation WI, W stands for the Wasserstein distance and I stands for the Fisher
information.

It turns out, that the WI inequality is just in-between the Poincaré and logarithmic
Sobolev inequality.

Lemma D.4 (Relation between LSI(ρ),WI(ρ) and PI(ρ)). Let µ be a probability measure
on an Euclidean space X . Then the following implications hold

µ satisfies LSI(ρ) ⇒ µ satisfies WI(ρ) ⇒ µ satisfies PI(ρ),

where all of the implications are strict.

Remark D.5. The first implication in WI(ρ) is on of the result in [OV00]. An example
satisfying WI(ρ) but not LSI(ρ) was constructed in [CG06]. For the second implication,
one uses a linearization argument, like we already presented in Remark 1.4. To proof
that the implication is sharp, consider the measure µ(dx) = Z−1 exp(− |x|)dx on the
real line. Then, the condition [Goz07, Theorem 6] states that µ does not satisfy WI(ρ),
but for instance by the Muckenhoupt functional in Theorem 5.21 one can check, that µ
satisfies PI(ρ).

The Poincaré inequality as well as logarithmic Sobolev inequality is also in this class
and bounds a vertical distance, i.e. the variance respectively the relative entropy, by
an infinitesimal distance, i.e. the Dirichlet form respectively the Fisher information.
An inequality showing the interplay between all three kinds of distances, i.e. vertical,
horizontal and infinitesimal, was discovered by Otto and Villani [OV00]. The name
HWI-inequality comes from the quantities in question, since the inequality bounds the
relative entropy H in terms of the Wasserstein distance W and the Fisher information I.
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D.2. Defective logarithmic Sobolev inequality

Theorem D.6 (HWI inequality [OV00, Theorem 3]). Let µ(dx) = e−H(x)dx a probability
measure onRn, with finite moments of order 2, such that H ∈ C2(Rn),∇2H ≥ KH , KH ∈ R
(not necessarily positive). Then, for all test functions f with

∫
fdµ = 1 holds

Entµ(f) = H(fµ|µ) ≤W2(fµ, µ)
√

2I(fµ|µ)− KH

2
W 2

2 (fµ, µ). HWI

Remark D.7 (A variance estimate in terms of Tµ). A special case of the “mean-difference”
estimate occurs, by setting ν0 = gµ and ν1 = µ, where g ≥ 0 and

∫
g dµ = 1, then we

arrive at the following covariance estimate

cov2
µ(f, g) = (Egµ(f)− Eµ(f))2 ≤ T 2

µ (gµ, µ)

∫
|∇f |2 dµ.

Finally, setting f = g results in

varµ(f) ≤ Tµ(fµ, µ)

√∫
|∇f |2 dµ. (D.1)

The estimate (D.1) has the same structure as the HWI inequality in the sense, that it con-
nects a vertical with the product of a horizontal and the square root of an infinitesimal
distance. However, the estimate (D.1) does not demand a lower bound on the Hessian
of the exponential density of µ. Moreover, from Remark 4.21 it is clear, the Tµ(fµ, µ)

can be replaced by the modified weighted transport distance T̃µ(fµ, µ) given in (4.53).

D.2. Defective logarithmic Sobolev inequality

Let us present how a defective logarithmic Sobolev inequality can be tightened to a log-
arithmic Sobolev inequality with the help of a Poincaré inequality.

Definition D.8 (Defective logarithmic Sobolev inequality dLSI(αd, B)). A probability
measure µ on Rn satisfies the defective logarithmic Sobolev inequality dLSI(αd, B) with
constants αd, B > 0, if for all test function f : Rn → R+ holds

Entµ(f) ≤ 1

αd

∫
|∇f |2

2f
dµ+B

∫
fdµ. dLSI(αd, B)

Proposition D.9 (dLSI(αd, B) and PI(%) imply LSI(α)). Assume µ satisfies dLSI(αd, B)
and PI(%), then µ satisfies LSI(α) with

1

α
=

1

αd
+
B + 2

%
.

Proof. The argument is from [Led99a] and is a simple consequence of the estimate

Entµ(f2) ≤ Entµ
(
(f − Eµ(f))2

)
+ 2 varµ(f),

which is due to [Rot86] and [DS89]. An application of dLSI(αd, B) leads to

Entµ(f2) ≤ 1

αd

∫
2 |∇f |2 dµ+ (B + 2) varµ(f).

The result follow from applying PI(%) to the variance in the last term.
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List of symbols and abbreviations

dx n-dimensional Lebesgue measure
Hk(dx) k-dimensional Hausdorff measure
µ(·) density of of the probability measure µ
µ(dx) short form for µ(·)dx
µ(·|y) conditional measure obtained from µ by conditioning on y
ν � µ ν is absolutely continuous w.r.t. µ
suppµ the support of µ, suppµ = {µ(x) > 0}
1Ω characteristic function on Ω

µxΩ restriction of µ onto Ω ⊂ suppµ, (µxΩ)(dx) := 1Ω(x)
µ(Ω) µ(x)dx

Eµ(f) expectation of f under µ:
∫
fdµ

varµ(f) variance of f w.r.t. µ:
∫ (
f2 −

∫
fdµ

)
dµ

Entµ(f) relative entropy of f w.r.t. µ:
∫
f log f∫

fdµdµ
Φ]µ push-forward measure under Φ : Rn → Rn ⊃ U , (Φ]µ)(U) = µ(Φ−1(U))
N (m,Σ) multivariate normal distribution in Rn with mean m ∈ Rn and

covariance matrix Σ ∈ Rn×nsym,+

A> matrix transpose
trA trace of A
〈x, y〉 := x · y Euclidean scalar product between x, y ∈ Rn
|·| Euclidean norm
Br(x) Euclidean ball of radius r around x
Br := Br(0) Euclidean ball of radius r around 0
A[x] testing a quadratic form A ∈ Rn×n by x ∈ Rn: A[x] = 〈x,Ax〉
A ≤ B for some A,B ∈ Rn×n means A[x] ≤ B[x] for all x ∈ Rn
deti,j A determinant of the matrix A with i-th row and j-th column removed
Rn×nsym,+ set of symmetric positive definite matrices, i.e. A = A> and A > 0.
Sn−1 unit sphere in Rn, i.e. {η ∈ Rn : |x| = 1}
^(η, θ) geodesic on Sn−1 between η, θ ∈ Sn−1

SO(n) rotational matrices in Rn, Q ∈ Rn×n: Q−1 = Q>, detQ = 1.
∇2H Hessian of H : Rn → R

∇ · F the divergence of F : Rn → Rn

ψ̇t = ∂tψt derivative in parameter t ∈ R
ω(ε) a smooth monotone decreasing function satisfying ≥ |log ε|

1
2 for ε < 1

≈,.,& =,≤,≥ up to multiplicative error of the form 1 +O(
√
ε ω3(ε)).

C, c constants only depending on the dimension n and H
Cf , cf constants additionally depending on the function or variable f
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