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a b s t r a c t

The Nordic Seas is a hotspot both in terms of climate related processes, such as Atlantic–Arctic heat

exchange, and natural marine resources. A sustainable management of the marine resources within the

Nordic Seas, including the co-existence between fisheries and petroleum industries, requires detailed in-

formation on the state of the ocean within an operational framework and beyond what is obtainable

from observations only. Numerical ocean models applying data assimilation techniques are utilized to ad-

dress this need. Subsequently, comprehensive comparisons between model results and observations are

required in order to assess the model performance. Here, we apply a set of objective statistics to quan-

titatively assess the added value of data assimilation in numerical ocean models that are currently used

operationally. The results indicate that the inclusion of data assimilation improves the model performance

both in terms of hydrographic properties and volume and heat transports. Furthermore, we find that in-

creasing the resolution towards eddy resolving resolution performs similarly to coarser resolution models

applying data assimilation in shelf areas.

© 2016 The Authors. Published by Elsevier Ltd.

This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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. Introduction

The Nordic Seas, which consists of the Norwegian, Greenland

nd Iceland seas, together with the Barents Sea constitute the

ink between the Atlantic and Arctic oceans and accounts for the

ajor part of the heat exchange between the two oceans. This

s reflected in the warm and saline Atlantic Water (AW) that

ooses large amounts of heat as it flows northward along the

ordic Seas eastern boundary, and the cold and relatively fresh

olar Water flowing southward along the Nordic Seas western

oundary (Blindheim and Østerhus, 2003; Fig. 1). The Nordic Seas

s therefore a hotspot in the northern hemisphere climate system,

nd has deservedly received a lot of attention in terms of climate

elated research (e.g., Mauritzen et al., 2011; Smedsrud et al., 2013;

ldevik and Nilsen, 2013; Gerber et al., 2014). Adding to that, the

ordic Seas holds vast amounts of natural resources, such as large

ommercial fish stocks and fossil fuel reserves. Examples include

he world’s largest commercial cod stock, the Northeast Arctic
∗ Corresponding author. Tel.: +47 41 61 42 80.
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od (Gadus morhua), and the Norwegian spring-spawning herring

Clupea harengus). The variability in the key marine ecosystem

omponents are closely connected to circulation variability; e.g.,

sh recruitment in the Barents Sea is positively correlated with

nflow of AW from the Norwegian Sea with high abundance of

he key zooplankton species Calanus finmarchicus, (Sundby, 2000;

ttersen et al., 2013), while reduced inflow of AW has been sug-

ested as a prime candidate for the poor fish recruitment in the

orth Sea in recent years (Beaugrand et al 2009; Payne et al 2009).

ffshore installations at the sea surface related to the fossil fuel

ndustry are prone to physical stress from ocean waves and cur-

ents, and as the industry moves further north, sea ice becomes an

ncreasing concern. Moreover, the co-existence between offshore

ndustry and fisheries requires robust assessments of potential

nvironmental impacts of, e.g., oil spills (Hauge et al., 2014).

Detailed information on the state of the ocean beyond what

s obtainable from observations only, as well as an understanding

f the governing physical processes within the Nordic Seas is

eeded to address the challenges listed above. In order to provide

nformation on the ocean state operationally, which requires as-

imilation of observational data into numerical ocean models, the

yOcean projects and follow-on Copernicus Marine Environmental
nder the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Fig. 1. Bathymetry and general circulation in the study area Blue: Arctic water masses; red: Atlantic water masses; green: coastal water masses. Black lines show the

positions of the sections; FN = Færøy North, FSC = Færøy–Shetland Channel, SNW = Svinøy Northwest, BSO = Barents Sea Opening, FS = Fram Strait. Red stars show

positions of stations with vertical profiles of temperature and salinity. (For interpretation of the references to colour in this figure legend, the reader is referred to the web

version of this article.)
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Monitoring Service (CMEMS; http://marine.copernicus.eu/) oper-

ates and delivers a comprehensive Ocean Monitoring and Forecast-

ing system of the Global Monitoring for Environment and Security

program Marine Service to users within all marine applications,

including maritime safety, marine resources, marine and coastal

environment and climate, seasonal and weather forecasting. At

present, two models that cover the Nordic Seas and the Arctic

Ocean are run in parallel within the CMEMS framework: the Mer-

cator Océan global system, France (NEMO) and the TOPAZ model

system, developed at the Nansen Environmental and Remote Sens-

ing Center, Norway, and run operationally at the Meteorological

Institute, Norway.

Several challenges arise when modelling the Nordic Seas. First

and foremost, the dynamical length scale represented by the

Rossby radius of deformation, which is between 1 and 10 km

within the Nordic Seas (Nurser and Bacon, 2014), together with

strong hydrographic gradients, often in conjunction with steep

topography, put strong constraints on the spatial resolution and

the choice of sub-gridscale mixing parameterization required to

adequately resolve important processes. Adding to that, the area of

the Nordic Seas together with the need of adequately including the
oundary areas towards the northern North Atlantic and the Arctic

cean within the model domain, limits the spatial resolution due

o the computational demand, especially within an operational

ramework. Other complicating factors include, among others,

arge ocean-atmosphere heat exchange associated with vigorous

tmosphere dynamics (e.g., Ivanov and Shapiro, 2005; Segtnan

t al., 2011), as well as sea–ice–atmosphere interactions (e.g.,

medsrud et al., 2013). In addition, the data assimilation itself

dds challenges related to the freshwater balance and dynamical

onsistency, among other things.

Our analysis includes assimilation and non-assimilation ex-

eriments performed by the two CMEMS models, as well as a

on-assimilation mode only simulation using the Regional Ocean

odeling System (ROMS). ROMS is currently used operationally

t the Norwegian met office and served as a backup system

ithin the MyOcean projects, i.e., the pre-operational phase of

he CMEMS, and is also used at the Institute of Marine Research,

orway, for physical oceanography purposes as well as coupled

cosystem models. These three models represent the three main

lasses of numerical ocean models, namely z-level models, sigma-

oordinate models and isopycnic-coordinate models. Moreover, the

http://marine.copernicus.eu/
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nclusion of the ROMS model represents a high-resolution regional

imulation specifically set up for studying the AW flow through

he Nordic and Barents seas. This allows for a direct comparison

etween two large-domain models using data assimilation and a

on-assimilating model dedicated to a specific region.

The aim of this paper is to objectively assess the performance

against observations) and agreement (between one another) of

hese models based on key metrics, such as ocean transports and

emperature and salinity distribution and variability. We character-

ze the abilities of the models, with and without data assimilation,

o reproduce the observed currents and water mass distribution as

nferred from repeatedly sampled fixed sections. This includes an

valuation of the effect of using data assimilation in data-sparse

igh latitude seas. In addition, we point to some causes for differ-

nces between the models and observations, as well as among the

odels and model setups. Where possible, we relate the model-

bservational differences to model forcing or physics, based on

ceanographic interpretation. In the end, we give some recommen-

ations on ocean modelling in the Nordic Seas.

. Data and methods

.1. Ocean general circulation models

The NEMO model system is a z-level ocean model and it

s documented in Lellouche et al., 2013, Ferry et al., 2012, and

adec et al., 2008. The following analysis includes results from

global simulation in both assimilation mode (NEMO-A) and

ree mode (NEMO-F). The current simulations use the LIM2

hermodynamic-dynamic sea ice model with an elastic-viscous-

lastic rheology formulation. The NEMO-A uses a multi-data and

ultivariate reduced order Kalman filter based on the singular

xtended evolutive Kalman filter formulation. A bias correction

cheme is included for temperature and salinity. The assimilated

bservations are delayed-time along-track satellite Sea Level

nomaly (SLA) from the Sea Level Thematic Assembly Center

TAC; http://marine.copernicus.eu), 25 km resolution Sea–Ice

oncentration (SIC) from IFREMER/CERSAT, ¼° L4 Sea Surface

emperature (SST) from AVHRR sensor (Reynolds et al. 2007), and

n-situ profiles of temperature and salinity (ARGO profiles princi-

ally) from the CORA3.3 database made available by the In Situ

AC (http://marine.copernicus.eu). In terms of data amount, no

pecific numbering is available for the Nordic seas as a whole in

he system. However, a Barents Sea area is for example specifically

onitored in which 2000 of satellite data (mainly from Envisat and

eosat) are assimilated on average in the system with a strong sea-

onal cycle. For the in situ data give similar statistics can give an

rroneous view of the impact as the network has strongly evolved

ince the early 90’s. However, and to give an idea, a maximum of

ew dozens of profiles per year are assimilated in the Barents Sea

ector and so only during the end of the period. The in situ profiles

re also better sampled in the 15–700 m depth layer. These data

re assimilated on a weekly basis (7 days cycle) with an Incre-

ental Analysis Update. Spatial (zonal and meridional directions)

nd temporal correlation scales are used to define an “influence

ubble” around the analysis point in which data are also selected.

n the Nordic seas these scales are about 150 km and 12 days.

The TOPAZ model system utilizes the hybrid-coordinate HYCOM

odel (Bleck, 2002) and has been documented in Sakov et al.,

012. The following analysis includes results from regional simu-

ation covering the North Atlantic and Arctic in both assimilation

ode (TOPAZ-A) and a free mode (TOPAZ-F). The simulations

se a thermodynamic-dynamic sea ice model with an elastic-

iscous-plastic rheology formulation from Hunke and Dukowicz

1997). TOPAZ-A uses the deterministic version of the ensemble

alman Filter (Sakov and Oke, 2008) to assimilate remotely sensed
LA, SST, SIC, Lagrangian sea ice velocities (winter only, since

002), and temperature and salinity profiles from Argo floats and

esearch cruises. The data assimilation is performed weekly with

100-members dynamical ensemble and an effective localization

adius of 90 km. For more details on the assimilation procedure,

ncluding an analysis of the dynamical and multivariate effects of

ssimilation, see Sakov et al., 2012. TOPAZ does not include tides.

The ROMS model is a sigma-coordinate ocean model and is

ocumented in Shchepetkin and McWilliams, 2005. The hindcast

ncluded in the following analysis is a regional simulation cov-

ring the Nordic, Barents and Kara seas, as well as the Nansen

asin in the Arctic Ocean. The model set-up and evaluation is

ocumented in Lien et al., 2013a, 2014. The simulation uses a

ynamic-thermodynamic sea ice module (Mellor and Kantha,

989; Häkkinen and Mellor, 1992) based on an elastic-viscous-

lastic rheology from Hunke and Dukowicz (1997), with two

ce layers and a single snow layer. For more information on the

ea-ice module, see Budgell (2005).

For further details on the ocean models the reader is referred

o Table 1 and the references provided above.

.2. Observations

We compare observations of hydrography and volume and heat

ransports from 5 repeatedly sampled fixed sections crossing the

ain gateways between the Nordic Seas and adjacent areas and

lso intercepting the AW flowing northward along the Norwegian

ontinental slope. The sections are shown in Fig. 1. Positions, refer-

nces and main characteristics are summarized in Table 2. Obser-

ations represent in-situ temperature, T, whereas modelled tem-

erature represents potential temperature, �. This study is mainly

oncerned with the upper 500 m of the water column, where the

ifference between the T and � is less than 0.05 °C. For simplicity,

e will therefore refer to both modelled and observed temperature

s T.

.2.1. North Atlantic–Nordic Seas exchanges

Leaving out the negligible northward flow through the English

hannel to the North Sea (0.1 Sv; 1 Sv = 106 m3/s) and the north-

ard flow of AW through the Denmark Strait between Iceland and

reenland (<1 Sv; Jónsson and Valdimarsson, 2012), the north-

ard flow of AW from the North Atlantic to the Nordic Seas occur

hrough the two openings: The Færøy–Shetland Channel (FSC) and

he Iceland–Færøy Ridge (Hansen and Østerhus, 2000).

Monthly averages of net AW (T > 5 °C, S > 35.0) volume trans-

ort through the FSC are obtained from Berx et al., 2013. The salin-

ty maximum and the corresponding temperature at the Shetland

lope are measured irregularly and used to define the core of the

W inflow through the FSC. Similarly, we extract the modelled

alinity maximum and corresponding temperature within the FSC.

The Iceland–Færøy branch is monitored on the northern Færøy

lope, hereinafter termed Færøy North (FN; Østerhus et al., 2005).

he modelled net AW volume and heat transports are calculated

sing the same AW definition as for the FSC.

.2.2. Svinøy Northwest section

The Svinøy Northwest (SNW) section intercepts the two-

ranched Norwegian Atlantic Current flowing northward along

he Norwegian continental slope. Here, we focus on the well-

ocumented and continuously monitored eastern branch, com-

only termed the Norwegian Atlantic slope Current (e. g., Orvik

nd Skagseth, 2005; see Table 2). The observation-based volume

nd heat transport estimates are based on a single current meter

ecord, which has been found to represent 74% of the variability of

he total AW volume transport on monthly time scales (Orvik and

kagseth 2003). The hourly observations are filtered by a 30-day

http://marine.copernicus.eu
http://marine.copernicus.eu
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oving average and re-sampled at the 15th of each calendar

onth. The modelled volume and heat transports are calculated

sing the common AW definition in the SNW (T > 5 °C; S > 35;

rvik et al., 2001) and the full section inshore of the 1000 m

sobath.

.2.3. Barents Sea Opening

For the western entrance to the Barents Sea, commonly termed

he Barents Sea Opening (BSO), we use time series of temperature

nd salinity averaged between 50 and 200 m depth and between

1˚N30’ and 73˚N30’ obtained from the Norwegian Marine Data

enter http://www.imr.no/sjomil/index.html (Blindheim and Loeng

981). The modelled estimates were computed similarly by linearly

nterpolating monthly averages to the observation dates.

Observation-based estimates of volume and heat transports

hrough the BSO are calculated using a box-model approach on

n array of current meter moorings extending from 71°30′N to

3°30′N (Ingvaldsen et al., 2002). Due to occasions of relatively

arge sampling errors and drift in some of the conductivity cells

ttached to the current meters, the AW is defined by T > 3 °C
nly. The AW is distinguishable from the Polar Water in the north-

rn BSO through its considerably higher temperature. The Norwe-

ian coastal current, which flows through the BSO to the south,

as a temperature comparable to the AW, but it is considerably

ess saline. However, the front between the AW and the coastal

urrent is only occasionally located north of 71°30′N. Hence, us-

ng only temperature within the chosen geographical boundary to

eparate the AW from the coastal water is considered to be ade-

uate. The observations are sampled at 20 min intervals and fil-

ered using a fourth-order Butterworth filter and then re-sampled

t the 15th day of each month. Modelled volume and heat trans-

orts are calculated from monthly mean velocity and temperature

n the mooring array part of the section (71°30′N to 73°30′N), by

pplying a similar water mass definition.

.2.4. Fram Strait

In the Fram Strait between Greenland and the Svalbard

rchipelago we base our comparison on the results reported by

eszczynska-Möller et al. (2012) for the West Spitsbergen Current,

hich carries AW through the eastern part of the section along the

pitsbergen shelf.

.3. Statistical methods

Our analysis includes comparison of correlation coefficients,

ean values, standard deviations, trends and seasonal cycles. All

ime series have their average monthly seasonal cycle and linear

rend removed prior to the correlation analysis. The significance of

he correlations are tested using the inverse Student’s T cumula-

ive distribution function with N−1 degrees of freedom, where N

s the number of observations. A minimum confidence level of 95%

s chosen for all correlation coefficients.

For a straightforward comparison with observations-based

eat transport estimates, the modelled heat transports are calcu-

ated using cross-section velocity and temperature relative to the

idely adopted reference temperature Tref = −0.1 °C (Aagaard and

reisman, 1975).

For the BSO and the FSC we perform a two-step comparison

f ocean transports. In the first step, we use the common refer-

nce level for defining AW and in the BSO we use only the part

f the section covered by the mooring array. This is a rather strict

omparison which will uncover possible features such as misplace-

ent of currents due to the differences in model and real-world

athymetry, among other things. In the second step, we inspect

he model results with the aim to uncover discrepancies that af-

ect the result of the comparison, such as temperature or salinity

http://www.imr.no/sjomil/index.html
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Table 2

Section names, positions and Atlantic Water definitions. ∗Salinity criterion is only used in modelled full section.

Section name Section position Atlantic Water

Færøy North (FN) 62°25′ N, 6°W to 65°30′ N, 6°W T > 5 °C; S > 35.0

Færøy–Shetland Channel (FSC) 61°20’N, 6°30’W to 59°30’N 3°W T > 5 °C; S > 35.0

Svinøy Northwest (SNW) 62°30’N,5°E to 63°10’N, 3°40’E T > 5 °C; S > 35.0

Barents Sea Opening (BSO) 70°15’N, 20°E to 74°15’N, 19°30’E T > 3 °C; (S > 35.0)∗

Fram strait (FS) 78°50’N, 8°W to 78°50’N, 10°E T > 2 °C

Table 3

Criteria for determining model score on various statistical parameters. Note the two-sided criteria for standard deviation

and trend (i.e., the model can be higher or lower than the observations). The score ranges from 0 points (worst) to 3

points (best).

Parameter/points 0 1 2 3

Mean (abs(model-obs))/obs std > 1 [1–0.5 > [0.5–0.25 > ≤ 0.25

Standard deviation (model/obs) > 3 [3–2 > [2–1.5 > ≤ 1.5

< 1/3 [1/3–1/2 > [1/2–2/3 > ≥ 2/3

Trend (model/obs) Wrong sign [3–2 > [2–1.5 > ≤ 1.5

>3 [1/3–1/2 > [1/2–2/3 > ≥ 2/3

<1/3

Correlation (95% confidence = X) < X ≥ X ≥ X + (1-X)/2 ≥ X + 3(1-X)/4

< X + (1-X)/2 < X + 3(1-X)/4 ≤ 1

Table 4

Statistics of parameters in the Barents Sea Opening. Colour codes are based on cri-

teria shown in Table 3 (green = 3 points, yellow = 2 points, red = 1 point, black =
0 points). Correlations significant to the 99% level are shown in boldface and corre-

lations significant to the 95% level are shown in italics. Non-significant correlations

are shown as n.s. Bottom row shows overall score for each model calculated with

equal weight to each parameter and the colours represent the nearest integer. (For

interpretation of the references to colour in this table legend, the reader is referred

to the web version of this article.)

ROMSNEMO-ANEMO-FTOPAZ-ATOPAZ-FObsParameter

–corrseasV 0.670.640.58 0.72 0.67

2.31.82.21.71.22.0(Sv)meanV

1.00.70.70.60.41.0(Sv)stdV

0.023(Sv/year)trendV − 0.0000.023 − 0.050 − 0.0370.013

–corrV 0.360.360.320.270.29

–corrseasQ 0.69 0.760.830.800.76

524255372350(TW)meanQ

25161413722(TW)stdQ

0.68(TW/year)trendQ −0.23 0.31 − 0.74 − 1.550.01

–corrQ 0.400.420.320.330.35

–corrseasT 0.98 0.91 0.940.920.95

(meanT ° 5.115.335.265.304.595.69C)

(stdT ° 0.850.640.660.510.470.62C)

(trendT ° 0.0700.0620.0780.0530.0620.065C/year)

–corrT 0.540.620.360.690.70

–corrseasS 0.83 n.s. 0.85 n.s.n.s.

34.9735.1034.9635.0235.0535.08meanS

0.060.060.080.030.020.04stdS

0.00730.00950.00290.00080.00110.0060(1/year)trendS

n.s.–corrS 0.680.29-0.360.55

AVGBSO 1.801.751.501.351.05–
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Table 5

Same as Table 4, but using the full BSO section for the model results and water

mass definitions adjusted according model bias.

Parameter Obs TOPAZ-F TOPAZ-A NEMO-F NEMO-A ROMS

V seas corr n.s. n.s. 0.68 0.66 0.72

V mean (Sv) 2.0 1.3 1.6 3.2 2.8 2.1

V std (Sv) 1.0 0.3 0.5 0.9 0.9 1.1

V trend (Sv/year) 0.023 -0.000 0.028 −0.024 0.010 0.045

V corr – 0.23 0.26 0.30 0.39 0.43

Q seas corr n.s. n.s. 0.75 0.75 0.76

Q mean (TW) 49 24 33 81 67 49

Q std (TW) 22 6 11 23 22 27

Q trend (TW/year) 0.68 0.26 0.92 −0.29 0.54 2.35

Q corr – 0.29 0.30 0.35 0.45 0.43

Table 6

Same as Table 4 but for the Færøy–Shetland Channel. (For interpretation of the ref-

erences to colour in this table legend, the reader is referred to the web version of

this article.)

ROMSNEMO-ANEMO-FTOPAZ-ATOPAZ-FObsParameter

–corrseasV 0.890.830.870.82 0.64

2.41.71.71.81.72.7(Sv)meanV

2.21.00.80.50.31.0(Sv)stdV

0.0170.0150.002(Sv/year)trendV −0.042 −0.0070.035

–corrV 0.280.410.330.540.36

9068796357107(TW)meanQ

–corrseasT 0.900.840.900.83 0.68

(meanT ° 8.739.399.7110.1210.5710.03C)

(stdT ° 2.791.321.711.642.090.60C)

(trendT ° 0.0610.0590.0460.0630.0520.039C/year)

–corrT 0.370.270.460.37 n.s.

n.s.–corrseasS 0.88 n.s. 0.78 n.s.

35.2735.3735.4135.3235.3735.40meanS

0.060.060.020.030.020.04stdS

0.0046(1/year)trendS −0.0033 0.0037 −0.0005 0.01570.0061

n.s.–corrS 0.32 0.24 0.30 n.s.

0.671.471.331.600.87–AVGFSC

Table 7

Same as Table 6, but with water mass definitions adjusted according model bias.

Parameter Obs TOPAZ-F TOPAZ-A NEMO-F NEMO-A ROMS

V seas corr 0.82 0.87 0.82 0.88 n.s.

V mean (Sv) 2.7 1.7 1.9 1.7 1.6 2.0

V std (Sv) 1.0 0.3 0.5 0.8 1.1 2.6

V trend (Sv/year) 0.002 0.015 0.015 −0.042 0.036 0.003

V corr – 0.36 0.56 0.32 0.41 0.28

Q mean (TW) 107 59 64 77 66 84
iases or displacement of main current branches, and re-calculate

he volume and heat transports using bias-adjusted temperature

nd salinity criteria applied on the full sections.

In order to assess the model performance regarding the param-

ters we have chosen to include in our investigation and within

he geographic sections studied, we have calculated a score for

ach model in each section. The score ranges from 0 points (worst)

o 3 points (best), and are based on the criteria listed in Table 3

model-data mean value difference, model/data standard deviation

atio, trend and correlation), for each of the parameters temper-

ture (T), salinity (S), volume (V) and heat (Q) transports. The

olour coded results are presented in Tables 4–9 and summarized

n Table 10. However, the assessment has some caveats, amongst

hem that the score is sensitive to our choice of objective crite-

ia for each statistical parameter. Therefore, the score should be
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Table 8

Same as Table 4 but for the Færøy North section. (For interpretation of the refer-

ences to colour in this table legend, the reader is referred to the web version of this

article.)

ROMSNEMO-ANEMO-FTOPAZ-ATOPAZ-FObsParameter

n.s.n.s.n.s.n.s.n.s.–corrseasV

1.82.33.01.51.93.5(Sv)meanV

0.80.70.50.80.50.8(Sv)stdV

(Sv/year)trendV − 0.0150.0130.007 − 0.1020.0230.029

n.s.n.s.n.s.–corrV 0.36 0.19

4867874655134(TW)Q

0.800.800.600.600.40–AVGFN

Table 9

Same as Table 4 but for the Svinøy Northwest section. (For interpretation of the

references to colour in this table legend, the reader is referred to the web version

of this article.)

ROMSNEMO-ANEMO-FTOPAZ-ATOPAZ-FObsParameter

–corrseasV 0.750.82 n.s.n.s.n.s.

2.82.32.21.40.64.4(Sv)meanV

2.00.70.60.80.61.0(Sv)stdV

0.0250.0000.027(Sv/year)trendV −0.037 0.1210.056

–corrV 0.330.540.380.550.20

–corrseasQ 0.770.85 n.s.0.62 0.61

8674734218161(TW)meanQ

622321251634(TW)stdQ

0.90.11.8(TW/year)trendQ −1.0 4.42.2

0.18–corrQ 0.360.540.360.53

0.701.100.701.500.90–AVGSNW

Table 10

Summary of the overall score for each model separated in sections and parame-

ters, based on Tables 3, 5, 7, 8. The section and parameter averages are calculated

with equal weight to each section and parameter, respectively. The colours repre-

sent the nearest integer (green = 3 points, yellow = 2 points, red = 1 point, black =
0 points). (For interpretation of the references to colour in this table legend, the

reader is referred to the web version of this article.)

ROMSNEMO-ANEMO-FTOPAZ-ATOPAZ-FSection/model

1.801.751.501.351.05AVGBSO

0.671.471.331.600.87AVGFSC

0.800.800.600.600.40AVGFN

0.701.100.701.500.90AVGSNW

0.991.281.031.260.81AVGSEC

1.301.801.802.101.80AVGT

0.901.600.901.300.60AVGS

1.001.151.051.100.75AVGV

1.401.501.201.300.60AVGQ

1.151.511.241.450.94AVGPAR

1.141.441.201.340.90AVGTOT
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viewed as a performance guide and not a final standing of the

different models. Moreover, the temperature and salinity measure-

ments used in our analysis are also assimilated into the re-analysis

simulations. Thus, there are inherent dependencies between the

observed and modelled hydrography in the simulations with as-

similation, whereas the modelled and observed volume and heat

transports are independent.

3. Results

For all 5 sections we have compared the 5 model simulations

with the observations. We do show the analysis from one well cov-

ered section, the BSO, in full, while for the remaining sections the

results are summarized in tables and presented as figures in the

Supplementary material section.

3.1. Barents Sea Opening

3.1.1. Volume and heat transports

The most fundamental source of variability is the seasonal cy-

cle. Inability to capture the seasonal cycle therefore indicates that
he model contain fundamental errors. All the model simulations

eproduce the observed seasonal patterns through the BSO at 95%

onfidence for the volume transports and 99% (except for TOPAZ-

) for the heat transports (Fig. 2; Table 4). Moreover, the vol-

me and heat transport seasonal amplitudes in TOPAZ-A and both

EMO simulations are comparable to the observations, whereas

he TOPAZ-F seasonal amplitude is smaller and the ROMS seasonal

mplitude is larger than observed.

The long-term average (1997–2009) observation-based estimate

f net AW volume transport through the BSO is 2.0 Sv, with a

tandard deviation of 1.0 Sv. The corresponding modelled volume

ransports are shown in Fig. 3 and summarized in Table 4. The

owest volume transport (1.2 Sv) is found in the TOPAZ-F, increas-

ng to 1.7 Sv in the TOPAZ-A. The volume transport in NEMO-F is

lightly on the high side (2.2 Sv) and in NEMO-A slightly lower

han the observations (1.8 Sv). The variability is less in both TOPAZ

nd NEMO, compared with the observations. ROMS has the highest

odelled volume transport (2.3 Sv), as well as the highest stan-

ard deviation (1.0 Sv). The observations show a positive trend of

.023 Sv/year. TOPAZ-F (−0.023 Sv) and both NEMO-F and NEMO-A

−0.050 Sv and −0.013 Sv, respectively) have negative trends, while

OMS has a positive trend of 0.036 Sv/year and TOPAZ-A has no

rend in the volume transport

Looking at the remaining variability, i.e., with the seasonal cy-

le and long-term trend removed, we find that the correlations be-

ween modelled and observed volume transports are generally low,

lthough significant at 99% confidence for all simulations (Table 4).

The heat transports resemble the volume transports (Supple-

entary Fig. S1; Table 4). Both TOPAZ simulations are on the low

ide, especially the free simulation, while NEMO-F and NEMO-A

ave larger and smaller heat transports, respectively, compared

ith the observations. ROMS shows the closest agreement with the

bserved heat transports, both in terms of average and standard

eviation. The correlations between observed and modelled heat

ransports are comparable to those for volume transports, i.e., gen-

rally low but significant. Among the outstanding features in the

olume and heat transport time series are two distinct peaks in

ll model simulations in the winters of 1999/00 and 2004/05, that

re not seen in the observations. On the contrary, the two most

utstanding episodes recorded in the observations, an exceptional

igh in 2006 and an exceptional low in 2007, are only to some

egree seen as anomalies in the model simulations.

.1.2. Hydrography and current structure

To compare the hydrographic properties of the AW entering

he Barents Sea through the BSO, we derive the statistical prop-

rties of the integrated temperature and salinity time series as de-

cribed above. The time series from all the model simulations are

ignificantly correlated with the observations in terms of seasonal

emperature variations, while only the free simulations, including

OMS, are significantly correlated with observations in terms of

easonal salinity variations. All the simulations have a cold bias

n terms of long-term average of temperature (Table 4), with the

argest bias in TOPAZ-F (−1.10 °C). This temperature bias is reduced

o −0.39 °C in TOPAZ-A, which is comparable to both simulations

sing NEMO (Table 4; Fig. 4). All the simulations, except NEMO-A,

ave a fresh bias (Table 4; Fig. 5), with the largest biases found

n ROMS (-0.11) and NEMO-F (−0.12). Looking at trend through-

ut the investigation period, all the simulations have temperature

rends which are comparable to the observed trend. For salinity,

EMO-A and ROMS have stronger trends than the observed trend,

hile the trend in NEMO-F and both simulations using TOPAZ are

eaker than observed (Table 4).

The temperature variability (with average seasonal variation

nd linear trend removed) is significantly correlated with observed

ariability in all the simulations, with the highest correlations
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Fig. 2. Seasonal cycle in Barents Sea Opening net Atlantic Water (T > 3 °C) volume transport (top left), net Atlantic Water heat transport (relative to T = −0.1 °C; top right),

temperature between 50 and 200 m depth (bottom left), salinity between 50 and 200 m depth (bottom right) between 71°30’N and 73°30’N. Note that for temperature and

salinity, observations only exist six times each year (indicated by dots). Therefore, the model values (monthly averages) are linearly interpolated to the date of observations.

Volume and heat transport averages represent the period 1997–2009. Temperature and salinity averages represent the period 1993–2009.
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Fig. 3. Monthly net Atlantic Water (T > 3 °C) volume transport through the Barents Sea Opening between 71°30’N and 73°30’N. The observations are plotted in all panels

for direct comparison with the model results (thin, black lines). Average values, standard deviations and correlation with observations during the period covered by the

observations are indicated. Positive values are toward the east. All values are in Sverdrups.
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Fig. 4. Average temperature in the Barents Sea Opening between 71°30’N and 73°30’N and between 50 and 200 m depth. The observations are plotted in all panels for direct

comparison with the model results (thin, black lines). Observations only exist six times each year, model values are monthly averages. Average values, standard deviations

and correlation with observations during the period covered by the observations are indicated. All values are in degrees Celsius (°C).
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Fig. 5. Average salinity in the Barents Sea Opening between 71°30’N and 73°30’N and between 50 and 200 m depth. The observations are plotted in all panels for direct

comparison with the model results (thin, black lines). Observations only exist six times each year, model values are monthly averages. Average values, standard deviations

and correlation with observations during the period covered by the observations are indicated.
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Fig. 6. Cross section through the Barents Sea Opening showing average temperature (colour; black isolines) and velocity normal to section (white isolines) in March. (a)

TOPAZ Free; (b) TOPAZ Assimilated; (c) NEMO Free; (d) NEMO Assimilated; (e) ROMS; (f) observations. Temperature and modelled currents represent the period 1993–2009.

Observed currents represent the period 1997–2009. Thick, black lines show the 3 °C isotherm, i.e., the extent of the Atlantic Water. Gray vertical lines show the part of the

section covered by moored current meters in which volume and heat transports are calculated. Horizontal gray, broken lines show the box in which average temperature

and salinity is calculated. Temperatures are in °C and velocities are in cm/s.
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ound in both the simulations using TOPAZ. In NEMO the correla-

ion increases from R = 0.36 in the free simulation to R = 0.62 in

he assimilated simulation. Looking at the variability in salinity, we

nd that all simulations, with the exception of TOPAZ-F, are signifi-

antly correlated with observed variability, but in NEMO-F the cor-

elation is negative (R = −0.36). The highest correlation is found

n ROMS (R = 0.68).

All the model simulations resemble the main hydrographic fea-

ures observed within the BSO (Figs. 6 and 7). Coastal water in the

outhernmost part of the section is separated from the AW in the

entral part of the section by a wedge-shaped haline front located

pproximately over the 200 m isobath at 71°N. To the north, the

olar Front on the northern slope of the Bear Island Trough sepa-

ates the AW from the colder and less saline Polar Water. In ROMS,

he front between the AW and the coastal water is steeper and lo-
ated further south than in the observations, whereas NEMO-F has

xcessive amounts of coastal water. Furthermore, ROMS has a large

ortion of Polar Water on the northern slope, whereas the higher

emperatures in TOPAZ in this area suggest that the water masses

ave a substantial AW component. During summer, the coastal wa-

er extends further to the north along with an upper layer thermal

tratification (Supplementary Figs. S2, S3). The wedge-shaped front

etween the coastal current and the AW during summer is well

epresented in the simulations with TOPAZ and NEMO, while the

ront is too steep in ROMS also in summer.

Mean profiles of temperature and salinity, as well as T-S dia-

rams, representing hydrographic properties in March (1993–2009

verage) at 3 different positions (see map; Fig. 1) along the BSO

ection are shown in Figs. 8 and 9. Results representing Septem-

er averages are shown in Supplementary Figs. S4, S5. On the
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Fig. 7. Same as Fig. 6, but for salinity. Thick black line is the 35.0 isohaline.
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southernmost location, all models have a cold bias during winter,

but the assimilated simulations are closer to the observations

compared with the free simulations. Also, all simulations, except

the TOPAZ-F, are within the range of the observations. In terms

of salinity, NEMO-F clearly has a larger presence of coastal water

at 71˚30’N compared with the observations, whereas the salinity

in NEMO-A has a positive bias. The other three simulations have

a negative bias, but they mostly remain within the observed

range. However, the vertical stratification is less pronounced in

all simulations compared with the observations. The T-S diagram

shows how the differences in hydrographic properties are affecting

the density distribution (Fig. 9). ROMS and TOPAZ-A have densi-

ties that are comparable to the observed values, albeit with less

variability throughout the water column. NEMO-F has less dense

water masses, while NEMO-A and TOPAZ-F have denser water

masses than observed at 71˚30’N. In summer, the stratification due

to insolation and subsequent heating as well as increased amounts

of freshwater from the coastal current is evident (Supplementary

Fig. S4). NEMO-F resembles the observed temperature profile the
ost. The assimilation clearly increases both the thermocline and

alocline depth in TOPAZ towards the observed values, although

n both cases the stratification is reduced and becomes too weak

ompared with the observations. Interestingly, in NEMO, the salin-

ty in NEMO-F is closer to the observations within the mixed-layer

nd upper halocline, whereas in NEMO-A the salinity is closer to

he observations in the lower halocline and below. ROMS shows

fairly good agreement with the observed temperature structure,

hile the halocline is too weak and shallow.

In the central part of the BSO (72˚30’N), all the simulations tend

o have a cold bias, although they are all within the observed tem-

erature range during winter (Fig. 8). The ROMS vertical tempera-

ure structure resembles the observations, whereas the other simu-

ations have less vertical thermal stratification. In salinity NEMO-A

as a saline bias, whereas the other simulations have fresh biases.

gain, ROMS has the vertical structure that resembles the observa-

ions the most in terms of gradients but lies outside the observed

ange in terms of absolute values, whereas the other simulations

ave too weak vertical gradients. These differences also appear in
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Fig. 8. Vertical profiles of T and S in the Barents Sea Opening averaged over the period March 1993–2009 (thick lines) and all observations obtained during the period (thin,

gray lines). (a) temperature at 73°30’N; (b) salinity at 73°30’N; (c) temperature at 72°30’N; (d) salinity at 72°30’N; (e) temperature at 71°30’N; (f) salinity at 71°30’N. Solid

lines represent observations and simulations with data assimilation, broken lines represent free simulations. Observation averages are black, TOPAZ is blue, NEMO is red, and

ROMS is pink. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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thermocline and the halocline.
he T-S diagram (Fig. 9). NEMO-F has too low densities, whereas

EMO-A and both TOPAZ simulations have densities within ob-

erved values but with less variation throughout the water column.

OMS resembles the observations but with density-compensating

resh and cold biases. During summer, both TOPAZ and NEMO

imulations show steeper temperature profiles below the thermo-

line (i.e., too weak gradients), whereas ROMS compares well with

he observed average temperature profile (Supplementary Fig. S4).

imilar to the southernmost station, the thermocline and halo-

line both become deeper (more realistic) but also weaker than ob-

erved in TOPAZ-A as compared with TOPAZ-F. NEMO-A shows the

east salinity bias below the halocline, although ROMS has a sub-

alocline salinity profile slope that is closer to the observations.

In the frontal area between water of Atlantic and Arctic ori-

in at the northernmost location, all the simulations are within

he observed variability both in terms of temperature and salin-

ty (Fig. 8). All simulations, to a varying degree, resemble the ob-

erved pattern of both temperature and salinity decreasing with

epth, although the haline contribution to the stratification is less

n the simulations compared with the observations. However, the
hallower bottom depth in the NEMO and TOPAZ models at this lo-

ation may partly explain the discrepancy. In terms of density, all

imulations are within the observed density range, although with

ifferent modelled density ranges (Fig. 9). None of the models rep-

esent the surface water due to a cold bias in upper water tem-

erature, while the aforementioned shallower bottom depth possi-

ly explains the lack of dense water near the bottom in TOPAZ-A

nd both NEMO simulations. The summer conditions at the north-

rnmost station are similar to the stations further south (Supple-

entary Fig. S4, S5). There is a strong stratification in the upper

00 m, which is present in all model simulations, except for only

very weak thermal stratification in TOPAZ-A. The closest agree-

ent with the observed temperature profile is found in NEMO-A,

hile also ROMS reproduces a similar temperature profile except

or a cold bias. In terms of salinity, the assimilation again produces

shift towards more saline conditions in NEMO-A as compared

o NEMO-F, with NEMO-A displaying close to the observed salinity

elow the thermocline while being too saline in the upper mixed

ayer. Again in TOPAZ, the assimilation tends to weaken both the
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Fig. 9. T-S diagrams based on the average profiles shown in Fig. 8 (March 1993–
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represent observations and simulations with data assimilation.
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Observations show that the eastward flow of AW consists of

one and occasionally two branches, with the main branch located

approximately at 72°30’N (Ingvaldsen et al., 2002; Skagseth et al.,

2008). In the south, the Norwegian Coastal Current is hugging

the coast (Skagseth et al., 2011). A bottom-intensified westward

flow of Polar Water follows along the northern slope of the Bear

Island Trough, intermittently interrupted by eastward flow of AW

and a subsequent upslope displacement of the Polar Front (Lien

et al., 2013b). The modelled current structure through the BSO

show some similarities, but also some differences both compared

to observations and between the different models (Figs. 6 and 7).

In both the simulations using TOPAZ, the main AW inflow branch

is located at 73°N, while another main branch is located in the

frontal area between the AW and the coastal water, i.e., partly

outside the sub-section defined by the extent of the mooring array.

This southern inflow branch is mostly too fresh to be defined as

AW if we use the common criterion S > 35 in addition to the

temperature criterion to define AW. Adding a salinity criterion is

necessary to discriminate between AW and coastal water masses

when the section is extended southwards. Also in TOPAZ, there is

another inflow branch carrying a mixture of AW and Polar waters

eastward along the northern slope of the BSO. In the NEMO

simulations, a main inflow branch is located between 72°30’N
nd 73°N. This inflow is stronger in NEMO-F than in NEMO-A.

OMS exhibits two inflow branches located between 72°30’N and

3°30’N, in addition to a third branch at 72°N, while a coastal

urrent is located in the southernmost part of the section. A

ottom-intensified outflow in the deepest part of the section is

resent in all the simulations.

.1.3. Adjusted volume and heat transports

Based on the above findings, we re-calculate the modelled vol-

me and heat transports by extending the section to include the

ull BSO and adjusting the AW definition according to the individu-

lly modelled temperature biases and by adding a salinity criterion

S > 35.0) subsequently adjusted for the individual model biases.

he largest change in the volume transport is seen in NEMO, with

n increase of 1 Sv in both simulations (Table 4; Supplementary

ig. S6). The volume transport is reduced by 0.2 Sv in ROMS, while

here are only minor differences in TOPAZ. Hence, the part of the

ection not occupied by the mooring array contains a substantial

art of the AW inflow in NEMO, whereas in ROMS, that area con-

ributes with an average net westward flow of AW. Similar results

re found for the heat transports (Table 5).

.2. Færøy–Shetland Channel

.2.1. Volume and heat transports

All the simulations capture the seasonal variation in volume

ransport at 99% confidence (ROMS at 95%; Table 6; Supplemen-

ary Fig. S7). In terms of long term average, all the simulations

ave lower volume transports than the 2.7 Sv estimated by Berx et

l. (2013). However, ROMS (2.4 Sv) is within the observed 0.5 Sv

ncertainty range. Despite the generally lower modelled volume

ransports, the variation in NEMO is comparable to the observed

ariations in terms of standard deviation. ROMS has a substantially

arger standard deviation (2.2 Sv) than observed, while TOPAZ has

lower standard deviation.

The observations show a positive trend of 0.002 Sv/year,

hereas the TOPAZ and NEMO simulations have trends that are

n order of magnitude larger. ROMS has a trend that is similar to

he observations in magnitude but with opposite sign.

The correlation between the modelled and observed volume

ransports in all five model simulations are rather low, yet signifi-

ant at a 99% confidence level (Table 6; Supplementary Fig. S8).

The average net AW heat transport through the FSC is estimated

o 107 TW for the period 1994–2011 (Berx et al., 2013). The corre-

ponding modelled heat transports (1993–2009) are 59 and 64 TW

n TOPAZ-F and TOPAZ-A, respectively, 79 and 68 TW in NEMO-F

nd NEMO-A, respectively, and 89 TW in ROMS (Table 5), thus re-

ecting the generally lower volume transports.

.2.2. Hydrography and current structure

The seasonal temperature variation is well captured in all the

odel simulations with correlations significant to the 99% level

ROMS at 95% significance), whereas the salinity seasonal varia-

ion is only significantly captured in TOPAZ-A and NEMO-A (Table

). For the long term average, we find that both TOPAZ sim-

lations have a warm bias (but strongly reduced in TOPAZ-A),

hile both the NEMO simulations and ROMS have a cold bias.

he largest bias is found in ROMS (−1.30). For salinity, all the

odel simulations, except NEMO-F, have a fresh bias. The small-

st biases are found in NEMO-F (0.01) and TOPAZ-F (−0.03), while

he largest bias is found in ROMS (−0.14). All the model simula-

ions have temperature trends that are higher than the observed

rend of 0.039 °C/year, spanning the range 0.046 °C/year (NEMO-

) to 0.063 °C/year (TOPAZ-A). For salinity, both simulations using
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OPAZ, as well as NEMO-A have trends of similar magnitude as ob-

erved, although TOPAZ-F has negative trend, whereas NEMO-F has

significantly smaller trend and ROMS has a significantly larger

rend.

All the simulations, except ROMS, are statistically significantly

orrelated with the temperature observations, with the highest

orrelation found in TOPAZ-A (R = 0.46). For salinity, the corre-

ations are generally lower than for temperature, and both ROMS

nd TOPAZ-F have non-significant correlations (Table 6).

All the model simulations resemble the main hydrographic fea-

ures in the FSC, including AW flowing northward along the Shet-

and slope with a tilted (shallower in the west) transition zone

etween the AW and the underlying colder and less saline water

asses at a depth of approximately 500–600 m (Supplementary

igs. S9, S10).

The current structure reveals some differences between the

odels and the observations and also between the different mod-

ls (Supplementary Figs. S9, S10). The NEMO simulations have a

learly defined current located at the shelf break, consistent with

bservations, whereas the TOPAZ simulations have a more ho-

ogenously distributed flow pattern throughout the section. ROMS

as the strongest current speed, with a long-term average in excess

f 30 cm/s in the upper 200 m, exceeding the long-term average of

20 cm/s found in observations (Berx et al., 2013). All the model

imulations show, although to a different extent, southward flow

elow the AW layer, in agreement with observations (Berx et al.,

013).

.2.3. Bias-adjusted volume and heat transports

The modelled net AW volume and heat transports through the

SC are only slightly changed when the biases in modelled tem-

erature and salinity is taken into account when defining the AW

Table 7). The exception is a decrease from 2.4 Sv to 2.0 Sv in

OMS. For heat transport, there are only small changes also in

OMS. Also, the correlations between the models and the observa-

ions remain similar when using the bias-adjusted volume trans-

orts.

.3. Færøy North

.3.1. Volume and heat transports

None of the model simulations are significantly correlated with

he observations in terms of volume transport seasonal variations

n the FN section (Table 8; Supplementary Fig. S11). Moreover, all

he simulations have smaller amplitudes in the seasonal variation

ompared with the observations. Thus, the models lack some of

he fundamental drivers for the seasonal variation in the AW flow

long the northern Færøy slope. Obviously, the assimilation is not

ufficient to fully overcome these shortcomings.

The long-term average AW volume transport through the FN

ection is 3.5 Sv with a standard deviation of 0.8 Sv (Supplemen-

ary Fig. S12). All the model simulations have lower volume trans-

orts compared with the observations. In both NEMO and TOPAZ,

he volume transports are larger in the free simulations (3.0 Sv

nd 1.9 Sv, respectively) compared to the assimilated simulations

2.3 Sv and 1.5 Sv, respectively; Table 8). However, the modelled

ariability is comparable to the observations in terms of standard

eviation. Relatively speaking, the modelled heat transports are

ower than the observations compared with the volume transports,

hich indicate that all the simulations also have a cold bias. The

bservations show a negative trend in the volume transports of

0.007 Sv/year. All model simulations show larger trends and only

EMO-F has a negative trend (−0.029 Sv/year). The largest trend is

ound in ROMS (0.102 Sv/year). The correlations between modelled

nd observed volume transports are non-significant for all the sim-
lations, except NEMO-A (R = 0.36; p < 0.01) and ROMS (R = 0.19;

< 0.05).

.3.2. Hydrography and current structure

Both the TOPAZ and the NEMO simulations closely resemble the

bserved hydrographic features in the FN section, which is dom-

nated by AW hugging the upper slope and separated from the

orwegian Sea waters by a wedge-shaped front (Supplementary

igs. S13, S14; Østerhus et al., 2005). There is a tendency that the

W extends further into the Norwegian Sea in the free simulations

han the assimilated simulations, which partly explains the higher

W volume transports in the free simulations. In ROMS, the front

s too steep, which indicates too little lateral mixing and too strong

opographical control of the AW flow.

.4. Svinøy Northwest

.4.1. Volume and heat transports

As noted above, we limit our model section to the west by the

000 m isobath to only include the eastern branch of the Nor-

egian Atlantic Current. Only the TOPAZ simulations show signifi-

ant (99%) correlations with the observed seasonal cycle in volume

ransport (Table 9; Supplementary Fig. S15). In terms of heat trans-

ort, also NEMO-F and ROMS are significantly correlated with the

bserved seasonal cycle, but at 95% confidence. The long-term av-

rage AW volume transport is estimated to 4.4 Sv, based on the ap-

roach using a single current meter only, as proposed by Orvik and

kagseth (2003). TOPAZ-F and TOPAZ-A have the smallest volume

ransports (0.6 Sv and 1.4 Sv, respectively), while the correspond-

ng numbers in NEMO-F and NEMO-A are 2.2 Sv and 2.3 Sv, re-

pectively (Table 8; Supplementary Fig. S16). ROMS has the largest

olume transport both in terms of average (2.8 Sv) and variability

epresented by the standard deviation (2.0 Sv). The observed stan-

ard deviation is 1.0 Sv.

TOPAZ-A has a volume transport trend similar to the observa-

ions, while the NEMO-A has a higher trend compared with obser-

ations and NEMO-F has a similar but negative trend. ROMS has a

rend in the volume transport which is almost an order of mag-

itude larger than the observed trend. In terms of heat transport,

he trend is on the low side in both TOPAZ simulations, whereas

EMO-A has a trend similar to the observations. The trend in heat

ransport in ROMS is approximately twice that observed.

The correlations between the modelled and observed volume

ransports are low, although significant to 99% confidence level in

ll simulations. The highest correlation is found in TOPAZ-A and

EMO-A with R = 0.55 and R = 0.54, respectively. Similar correla-

ions are found for the heat transports (Table 9).

.4.2. Hydrography and current structure

Both the TOPAZ and NEMO simulations resemble the observed

ydrographic patterns in the SNW section, with the AW core lo-

ated at the shelf break and AW extending westward into the

orwegian Sea. In ROMS, the AW is too constrained by topo-

raphic steering (Supplementary Figs. S17–S20). The coastal cur-

ent is present in all model simulations, but it is more saline in

oth TOPAZ-A and NEMO-A as compared with both the observa-

ions and the free simulations, especially during winter (March).

Looking at the hydrography in more detail, Supplementary Figs.

21–S24 display the vertical profiles and corresponding T-S rela-

ions for three selected stations representing the shelf, shelf break

nd shelf slope. NEMO-F resembles the observations most closely

t the shelf during winter, whereas the assimilation tends to de-

rease the stratification at the shelf in both TOPAZ-A (winter only)

nd NEMO-A, especially in terms of temperature (Supplementary

ig. S21). By contrast, during summer, the inclusion of assimilation

mproves the vertical temperature gradient at the shelf in TOPAZ
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(Supplementary Fig. S23). At the deeper stations, TOPAZ-A and

NEMO-A again seem to have excessive vertical mixing in the up-

per layer, while the assimilation tends to improve the water mass

characteristics deeper below, especially at the interface between

the AW and the Norwegian Sea Intermediate Water where the as-

similation helps decreasing the depth of this interface towards ob-

served values. Within the AW layer, both NEMO and TOPAZ tend

to have too little vertical stratification, i.e., too steep slopes of

the temperature and salinity vertical profiles. Interestingly, ROMS

is generally in better agreement with the vertical gradients in

temperature and salinity within the AW layer. However, ROMS is

clearly suffering from excessive vertical mixing manifested by too

cold and fresh AW and too warm and saline Norwegian Sea Inter-

mediate Water. A likely source of the enhanced mixing is artificial

diapycnal mixing associated with the use of sigma coordinates over

sloping bathymetry (Marchesiello et al., 2009).

TOPAZ lacks a clearly defined core and the AW flow is too weak

and concentrated within the coastal-influenced water at the shelf

(Supplementary Figs. S17–S20). However, there are indications of a

western branch located approximately at the 2000 m isobaths (not

shown), in agreement with observations (e.g., Orvik et al., 2001).

In NEMO, the core of the AW current is located at the shelf break,

but with lower current speeds than in the observations, resulting

in lower than observed AW volume and heat transports.

3.5. Fram Strait

3.5.1. Volume and heat transports

A net northward volume transport of 3.0 +/− 0.2 Sv of water

masses with T > 2 °C has been reported by Beszczynska-Möller et

al., 2012 for the period 1997–2010. Using a similar criterion for AW

and the period 1993–2009, we find the following volume trans-

ports based on the model results: 1.5 Sv and 1.2 Sv in TOPAZ-F and

TOPAZ-A, respectively, 2.3 Sv and 2.0 Sv in NEMO-F and NEMO-A,

respectively, and 1.4 Sv in ROMS. For a comparison with observed

heat transport, we refer to Schauer et al., 2004, who reported a

net northward heat transport of 16 +/− 12 TW and 41 +/− 5 TW

for the years 1997/98 and 1998/99, respectively, using T > 1 °C to

define AW. Corresponding values for modelled heat transports dur-

ing the full period 1993–2009 are 21 TW and 15 TW for TOPAZ-

F and TOPAZ-A, respectively, 28 TW and 24 TW in NEMO-F and

NEMO-A, respectively, and 21 TW in ROMS. Thus, modelled values

are within the range reported for the two-year period 1997–1999.

Note also that the recirculation of AW within the Fram Strait adds

to the uncertainty in the transport estimates. The model-based es-

timates include the full section and therefore any recirculation will

reduce the net transport.

3.5.2. Hydrography and current structure

The 2-degree isotherm used to define AW in the Fram Strait

is located between the surface and approximately 500 m depth

on the Svalbard slope, and extending towards 2°W (Fig. 2 in

Beszczynska-Möller et al., 2012). Additionally, a core of recircu-

lating AW has been observed at 3°W (Beszczynska-Möller et al.,

2012). The TOPAZ-F and NEMO-F both agrees well with the obser-

vations in terms of the westward extension of the AW layer (Sup-

plementary Fig. S25), although the depth of the 2-degree isotherm

is deeper in the models compared with the observations at the

shelf slope. In TOPAZ-A and NEMO-A, the AW layer only extends to

about 4°E. In ROMS, the extent of AW in excess of 2 °C is limited

to the narrow West Spitsbergen Current core located upslope. The

AW recirculating in the central and western parts of the section is

generally colder in the assimilated simulations compared with the

free simulations. In ROMS, the temperature is generally on the low

side throughout the section.
The current structure varies considerably between the mod-

ls. The West Spitsbergen Current is well-defined in both NEMO

nd the ROMS simulations, along with the southward flowing East

reenland Current along the Greenland slope. In TOPAZ, the West

pitsbergen Current is almost indiscernible, while the East Green-

and Current is well defined. The strongest current speed in the

est Spitsbergen Current is found in ROMS, exceeding 20 cm/s in

he core, which is close to the observed long-term average current

peed (Beszczynska-Möller et al., 2012). The East Greenland Cur-

ent extends towards the bottom and is located between 1°W and

he Greenland shelf, with the core located near the surface be-

ween 4°W and 3°W (Beszczynska-Möller et al., 2012). All model

imulations, except ROMS (1°W–1°E), agrees well with the obser-

ations in terms of position of the deep East Greenland Current.

owever, only ROMS shows current speeds comparable with the

bservations for the below-pycnocline part of the current.

. Discussion

Five model hindcast simulations are evaluated in terms of

ydrography and ocean transports in the Nordic Seas as inferred

rom repeatedly sampled sections. Two of the model simulations

TOPAZ-A and NEMO-A) include data assimilation and are cur-

ently used operationally in forecast mode through the Copernicus

arine Service. Additionally, simulations with these two models

n a non-assimilating mode, as well as a third, non-assimilating

odel (ROMS) are included in our comparison. The purpose

f the study is to provide a first-step model-data and model

nter-comparison that identifies possible differences in model

erformance with respect to some key parameters of importance

oth for the individual model development, the coordination of

he modelling efforts in the ocean science community, and for the

sers of ocean model results.

.1. Challenges when comparing observations with model results

A model evaluation based on comparison with observations

s not straightforward. In this analysis, we compare ocean trans-

orts of water masses defined by specific hydrographic proper-

ies, as well as geographically-dependent hydrographic time series.

he former is prone to hydrographic biases in the model, whereas

he latter is prone to differences in geographical position of ocean

urrents and fronts, arising from, among other things, issues re-

ated to spatial resolution and differences between real-world and

odel bathymetry. Here, we propose a way to overcome some

f these challenges by utilizing a two-step analysis, as presented

or the BSO and FSC. First, we perform a straightforward compar-

son between observed and modelled ocean transports using sim-

lar geographic and hydrographic bounds as used when calculat-

ng observation-based estimates. Then, we use the hydrographic

ime series to calculate model biases, which in turn are used to

djust the applied water mass definition before re-calculating the

odelled ocean transports. Thus, we have reduced the influence of

odel bias in temperature and salinity on the water mass defini-

ions, although the error arising from the geographical dependence

f the hydrographic time series are still retained.

In the FSC, we use the maximum salinity and corresponding

emperature, which is geographically independent, whereas in the

SO, an inspection of the vertical section plots shows that the

W core is in fact located within the geographical boundaries ap-

lied when calculating the hydrographic properties. Moreover, we

nclude the full BSO in our second-step calculation of modelled

cean transports, and thus also remove the geographical depen-

encies. However, this comes at the cost of making the comparison

ith observations less accurate. Expanding on this compromise, it

s important to note that also the observations contain errors and
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ncertainty, arising from their limited geographical extent and/or

patial resolution. In the BSO, the horizontal sampling resolution is

pproximately 50 km (Ingvaldsen et al., 2002), which is an order of

agnitude larger than the internal radius of deformation (Nurser

nd Bacon, 2014). In addition, the measurements are bounded by

1°30’N and 73°30’N, and thus do not fully account for variations

n the width of the AW inflow (Ingvaldsen, 2005). In the FSC, the

ransport time series consist of data from various observation plat-

orms at differing positions that are merged into one composite

ime series. Thus, the observations and the models may capture

patiotemporal variability differently.

Examples of discrepancies between the models and the obser-

ations, possibly due to incomplete observational datasets, include

he modelled BSO inflow maxima during the winters 1999/00 and

004/05 when no concurrent maximum is seen in the observa-

ions with regard to the former peak, while the latter maximum

2004/05) was investigated by Lien et al. (2013b), who proposed

mechanism for transient increases in the AW flow through the

SO outside the monitoring array. Similarly, the most prominent

eak in the observed AW flow through the BSO (winter 2005/06)

s only to some degree captured in the model simulations. These

ndings call for further efforts in identifying the mechanisms for

patiotemporal variability in the BSO throughflow.

The present study compares two regional model simulations

TOPAZ and ROMS) with a global simulation (NEMO). A regional

odel allows for higher spatial resolution, as well as more area-

pecific parameterizations of sub-gridscale processes. However,

hese advantages come with the cost of relying on lateral bound-

ry conditions. Thus, the outer, typically coarser resolution model,

o a varying degree influences the solution of the inner model sim-

lation, whereas in a global model all processes are handled inter-

ally. In this specific case, the ROMS model simulation relies on

onthly values for the physical parameters, such as T and S, from

he coarser SODA simulation (Carton and Giese, 2008) in the North

tlantic, whereas TOPAZ has its southern boundary in the South

tlantic and therefore solves the Atlantic–Nordic Seas exchanges

nternally. This may explain the relatively low score in ROMS in

he FSC section.

.2. Added value from data assimilation

The hydrographic observations used in the above analysis are

lso included in the data assimilation. Thus, the results from the

imulations using data assimilation and the observations have in-

erent dependencies, and therefore improvements such as reduced

iases and especially improved water column structure are to be

xpected. Also, the ROMS simulation applies sea surface salinity

estoration towards monthly averages from the SODA re-analysis

Carton and Giese, 2008). Thus, the ROMS salinities are, to some

egree, forced to vary in phase with observed salinity.

Our comparison between the free and the data assimilating

imulations reveals only a limited added-value by the inclusion of

ydrographical data assimilation. Based on the two sections BSO

nd FSC, we find that hydrographic biases are sometimes reduced

nd sometimes increased, although there is a tendency that rela-

ively large biases are reduced when observations are assimilated.

dding to that, we find that biases in temperature, although re-

uced, tend to persist despite the inclusion of data assimilation.

ne possible explanation for this is a limited amount of data be-

ng available for the assimilation. Looking more specifically at ver-

ical profiles of temperature and salinity at selected stations in the

NW and the BSO, we find that the inclusion of assimilation gen-

rally improves the vertical hydrographic structure.

The inclusion of ocean transport data in the analysis adds an

ndependent measure of model performance and thereby also an

ndependent evaluation of the value added by the assimilation. In-
erestingly, the inclusion of data assimilation only offers limited

mprovements in terms of volume and heat transports and some-

imes even acts to deteriorate the ocean transports (e.g., in the FN

ection), even though the sea surface height, which represents the

arotropic forcing of the ocean currents is assimilated. Actually, the

losest overall agreement between modelled and observed ocean

ransports through the BSO is found in the ROMS model, whereas

OPAZ and NEMO are underestimating and overestimating, respec-

ively, the transports to the Barents Sea (Table 3). Because the

ceanic heat transport to the Barents Sea affects the sea–ice ex-

ent on inter-annual to decadal timescales (Årthun et al., 2012), we

xpect that assimilation of sea ice is needed to maintain a realistic

ong-term average sea-ice extent in both NEMO and TOPAZ.

We identify a general improvement in the performance in the

imulations using data assimilation over the free simulations, es-

ecially for the TOPAZ model (Table 10). The data assimilation in-

reases the performance of TOPAZ in 4 out of 4 sections investi-

ated, while it increases the performance of the NEMO model in 3

ut of 4 sections, of which 2 sections show only minor overall im-

rovements. A similar result is found when looking at individual

arameters (Table 10).

Focusing on individual sections and parameters, we note that

nly one of the models (TOPAZ-A) performs best on more than

ne section (FSC and SNW), whereas only NEMO-A performs best

n more than one parameter (S, V and Q). Focusing on individ-

al models, for example for the BSO (Table 10), TOPAZ has a ten-

ency of performing better on hydrographic properties compared

o ocean transports, whereas ROMS performs equally well on both,

utperforming TOPAZ on transports. This latter result is not sur-

rising, as the higher spatial resolution in ROMS is likely more

dvantageous in terms of dynamical processes as compared with

rocesses important for the hydrographic properties, such as

cean-atmosphere heat fluxes and freshwater fluxes. Summarized,

OMS has a score that is lower or comparable to the free TOPAZ

nd NEMO simulations, whereas the assimilated TOPAZ and NEMO

imulations perform equally well overall.

The main results of our analysis illustrate the complexity of sev-

ral factors contributing to the difference in model skill depend-

ng on region and dominating processes. As an example, ROMS,

hich is the only model with tides included and that has the high-

st resolution in the horizontal and within shallow areas also in

he vertical, shows the highest score in the BSO where both the

tmospheric and tidal forcing is strong. Here, the increased reso-

ution in both the ocean and the atmospheric forcing, which al-

ows for the governing processes to be better resolved and repre-

ented, can be as valuable as the inclusion of data assimilation in

coarser-resolution model. In the SNW section, however, where

asin-shelf interaction over steep topography plays an important

ole TOPAZ shows the highest score. Here, ROMS falls short be-

ause the steep topography gives ROMS and its terrain-following

ertical coordinate a disadvantage due to its’ proneness to internal-

ressure gradient errors (e.g., Haney, 1991) and diapycnal diffusion

e.g., Marchesiello et al., 2009). Thus, it may be impossible to sin-

le out one universally superior model. Rather, carefully assessing

ominating features and processes specific to the region of inter-

st and subsequently choosing adequate model and set-up is nec-

ssary. In principle, high resolution should not replace data assim-

lation or vice versa. Higher resolution increases the model sensi-

ivity to the forcing, and thus, will improve the skills of variables

hat are more or less directly related to the forcing. Data assimi-

ation in coarse resolution models may compensate for the lack of

ensitivity, but may also aggravate the skills if not applied prop-

rly. Data assimilation has the advantage that it can improve the

kills of variables that are less directly related to the forcing. The

mproved skills of the simulations including data assimilation in-

estigated here show that the assimilation was successful, and the
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relative status quo of the three different models can be explained

by the indirect relationship between the model forcings and the

observations used for validation.

5. Concluding remarks

Often, the numerical ocean model results themselves are not

the end product sought, but rather represent the foundation for

higher-complexity models, such as ecosystem models. However,

different applications put different requirements on the model per-

formance. Examples include Lagrangian trajectory models for fish

eggs and larvae and oil spills (e.g., Vikebø et al., 2014, 2015), which

put strong constraints on the quality of the modelled currents and

transports, whereas modelling the basin wide distribution, migra-

tion and life cycle of higher trophic level species such as herring,

blue whiting or mackerel (e.g. Utne et al., 2012), require realis-

tic hydrographic properties throughout the Norwegian Sea basins.

Based on the above results, we find that the ROMS model is a vi-

able option for Lagrangian trajectory simulations, due to its strong

performance in terms of currents and transports, whereas both

TOPAZ and NEMO are better options when the quality of the basin-

wide hydrography becomes important, due to the added value

from the assimilation of hydrographic observations.
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