
Protocol Design and Performance Evaluation
of Wake-up Radio enabled IoT Networks





Debasish Ghose

Protocol Design and Performance Evaluation
of Wake-up Radio enabled IoT Networks

Doctoral Dissertation for the Degree Philosophiae Doctor (PhD) at
the Faculty of Engineering and Science, Specialization in

Information and Communication Technology

University of Agder
Faculty of Engineering and Science

2019

iii



Doctoral Dissertations at the University of Agder 225
ISBN: 978-82-7117-924-3
ISSN: 1504-9272

©Debasish Ghose, 2019

Printed by 07 Media
Oslo

iv



Dedicated to my parents

Dilip Kumar Ghose and Tapati Ghose

v



vi



Abstract

As the Internet of things (IoT) is becoming a reality in almost every corner of our
society, a tremendous amount of research and development efforts are being made
from both academia and industry. In many IoT applications, energy-efficiency
of IoT devices/sensor nodes is one of the most important performance metrics.
Early research efforts have focused on reducing the energy consumption of sen-
sor nodes through duty-cycling (DC) based medium access control (MAC) mech-
anisms. However, DC MAC protocols suffer from overhearing and idle listening
during the active state of a cycle as well as long delay caused by the inactive state
of the cycle. Recently, a paradigm shift from DC MAC to wake-up radio (WuR) has
been envisaged. In a WuR enabled node, a wake-up receiver (WuRx) is attached to
the main radio (MR) and these two components together form an IoT device. While
the MR is only responsible for data communication and it sleeps most of the time,
WuRxs are always on listening to the channel continuously. It is demonstrated that
the power consumption of a WuRx is at the magnitude of 1000 times lower than
that of the MR. Despite this overwhelming advantage, WuR enabled IoT networks
suffer from wake-up call (WuC) collision, overhearing, and longer latency for WuC
decoding. In this dissertation, we focus on data communication protocols to over-
come the limitations of such networks. The objectives of this doctoral dissertation
is twofold, i.e., MAC protocol design and performance evaluation via analytical
models and simulations.

To reduce WuC collision, four MAC protocols have been proposed for syn-
chronous and asynchronous WuR enabled IoT networks respectively. These pro-
tocols employ various techniques, such as clear channel assessment and backoff
before WuC transmission for collision avoidance. Furthermore, to diminish over-
hearing that occurs when a WuR node listens to WuCs which is not intended to it,
we propose an energy-efficient WuC address decoding scheme. Moreover, an ef-
ficient data transmission scheme which eliminates the necessity of a separate data
transmission phase is proposed.

In a multi-hop WuR enabled IoT network, we propose a lightweight relay se-
lection scheme which does not need a route establishment phase and keeps load

vii



balancing among relay nodes.
The performance of the proposed schemes and protocols is evaluated via Markov

chain based analysis and discrete-event simulations. As a whole, the protocol de-
sign and performance evaluation work presented in this thesis advances the state-of-
the-art techniques towards the development and deployment of WuR enabled IoT
networks.
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PART I

1





Chapter 1

Introduction

In this chapter, we first give a brief introduction to the Internet of things (IoT) and
massive IoT. Then the importance of energy-efficient communications in IoT is
highlighted. The motivation of this Ph.D. dissertation is discussed along with the
overview of the research questions. Furthermore, the goals and approaches are
explained and how the dissertation is structured is also outlined.

1.1 IoT and Massive IoT

The IoT refers to a network infrastructure which links physical objects, i.e., ‘things’
to the global Internet through the exploitation of data capture and communication
capabilities [3]. IoT devices usually have identities, physical attributes, virtual per-
ceptions, and data communication capabilities. As an emerging technology, IoT is
playing a pivotal role towards the digital transformations of many societal sectors
such as transportation, healthcare, industry, and agriculture.

More recently, the research and development focus on IoT is moving towards
the direction of massive IoT, a new terminology referring to the 10’s of billions
of devices, objects, and machines that require ubiquitous connectivity even in the
most remote locations, like sensors buried deep underground [4]. According to an
Ericsson report, around 29 billion connected devices are forecast by 2022, of which
around 18 billion will be related to IoT [5]. When connecting potentially 1+ million
IoT devices per km2, cellular networks, particularly the 5th generation (5G) mobile
and wireless communications, appear as the most popular solution. One important
reason for this popularity is the ubiquitous coverage that 5G brings.

To provide ubiquitous connectivity, IoT devices can be connected to the Internet
via either a cellular network connection, i.e., direct third generation partnership
project (3GPP) connection [6] or an indirect non-3GPP connection [7]. A high-
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Figure 1.1: An overview of IoT networks with two types of connections.

level overview of the IoT architecture is shown in Fig. 1.1.

1.1.1 3GPP Connections

3GPP connections provide cellular network based radio access technologies (RATs)
in which IoT devices can connect to the global Internet via a base station (BS)/
Node B (NB), Evolved Node B (eNB)/ 5G new radio (NR) base station (gNB).
Examples of 3GPP connections are 2G, 3G, 4G, and 5G cellular networks. The
ubiquitous coverage of 5G new radio will unleash the possibilities of many future
IoT applications based on machine type communication (MTC) and massive MTC
(mMTC). Indeed, mMTC is one of the three major use cases envisaged by 5G [8].

1.1.2 Non-3GPP Connections

Non-3GPP connections include wireless fidelity (Wi-Fi), digital subscriber line
(DSL), worldwide interoperability for microwave access (WiMAX) which are stan-
dardized by non-3GPP communities like IEEE. For instance, IEEE 802.15.4e is
specially designed to connect IoT devices with the Internet through gateways. To
extend the capability of IEEE 802.11, IEEE 802.11ah (also known as Wi-Fi Halow)
is standardized to connect IoT devices to the Internet over long distances. It oper-
ates in the 900 MHz spectrum to broaden the network size and coverage to much
larger than today’s Wi-Fi networks.
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1.1.3 Key Enabling Technologies of IoT

MTC/mMTC and wireless sensor networks (WSNs) are two key enabling technolo-
gies for IoT thanks to the rapid development of sensor technology and its great
potential in various application scenarios. In a WSN, multiple IoT devices 1 collab-
orate with each other to facilitate data exchange through wireless communications.

1.2 Energy-Efficiency in IoT Networks/WSNs

Long lifetime of sensor devices/WSNs is one of the essential requirements in many
IoT applications. For instance, it is expected that the node lifetime should be 10+
years for IoT devices [9] [6]. Thus it is imperative to develop techniques that can
improve the energy-efficiency of WSNs to fulfill the requirement of IoT services.

Typically, a WSN consists of a single or multiple clusters. A cluster consists of
numerous child nodes and a sink. The primary role of child nodes is to collect infor-
mation about surrounding environment (e.g., temperature, humidity, light intensity,
and vibration) and send the gathered data to the sink. Such data transmissions can
be performed in a time-driven or event-triggered manner. The sink acts as a data
aggregator and sends the collected data to the gateway. All child nodes are low-cost,
low-power devices equipped with limited sensing, communication, and processing
capabilities. These resource-constrained sensor devices are typically powered by
batteries.

For achieving energy-efficiency in WSNs, medium access control (MAC) mech-
anisms play an essential role since power utilization activities are mainly coordi-
nated by MAC protocols [10]. From the last decade, it has become a norm to adopt
duty cycling (DC) MAC to reduce energy wastage or improve energy-efficiency of
WSNs by letting sensor nodes sleep in a periodic or an aperiodic manner. More
specifically, a duty cycle consists of an active and a sleep period. Nodes do not per-
form any communication during the sleep period. Many DC MAC protocols have
been proposed in the literature to improve energy-efficiency in WSNs. An overview
of DC MAC is available in [11].

DC MAC protocols are mainly categorized as synchronous and asynchronous
MAC, based on the sleep schedule of the sensor nodes. In synchronous DC MAC,
all nodes in the network follow the same sleep schedule, wake up at the same time,
and data communication occurs when both sending and receiving nodes are ac-
tive. On the other hand, nodes in asynchronous DC MAC do not need to maintain

1Throughout the dissertation WSN/WSN node and IoT/IoT device are interchangeably used.
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synchronization, i.e., nodes in the network do not follow the same sleep schedule.
However, the intended receiver has to be in the active state when data transmission
happens.

Regardless of the type of operation mode, i.e., synchronous or asynchronous,
DC MAC shows significant performance enhancement in terms of energy-
efficiency. However, such improvements are achieved at a cost of longer latency
and lower channel utilization. In addition, overhearing and idle listening are two
major problems of DC MAC protocols. Idle listening occurs when a node listens
to the channel but there is no ongoing communication and overhearing happens
when a node overhears the packets of the other nodes which are not intended to
it. Overhearing and idle listening occur during the active period of a DC MAC
protocol when nodes wait to exchange control and/or data messages.

1.3 From DC MAC to Wake-up Radio

As mentioned above, idle listening and overhearing are two significant contributors
to the total energy consumption of DC MAC operated nodes. To diminish overhear-
ing and idle listening, a paradigm shift from DC MACs to wake-up radio (WuR) has
been envisaged recently [12]. In a WuR, an ultra-low power, secondary radio called
wake-up receiver (WuRx) is attached to the main radio (MR) to monitor channel
status actively, i.e., to detect incoming wake-up calls (WuCs). Whereas the MR of a
WuR enabled node sleeps most of the time and wakes up when it is needed to trans-
mit or receive a WuC or/and the data frames. In this way, idle listening of MRs is
diminished by enabling a WuR. It is worth mentioning that the energy consumption
of WuRx is at the µW or nW level whereas the energy consumption of MR is at the
mW level [12].

WuR 
transceiver 

MR 
transceiver 

MCU

S
e
n
s
o
r
s

Figure 1.2: The composition of a WuR enabled sensor node/IoT device.
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Figure 1.3: The operating principle of WuR.

A WuRx can decode and validate an address embedded in a WuC message and
wake up the targeted node. Such a self-address decoding capability of WuR mit-
igates the overhearing problem. In addition, since the WuRx is always active and
switches on its MR merely when necessary, it can operate purely in an on-demand
manner. The time needed to activate an MR is at the ms level or less and this feature
solves another problem, i.e., long latency which is caused by DC MAC.

The node architecture and working principle of WuR are shown in Figures 1.2
and 1.3 respectively. Based on the WuR design principle, a WuC is transmitted from
the MR/wake-up transmitter (WuTx) of the sending node. A WuC frame contains a
preamble and the address of the intended node. Upon receiving a WuC, the WuRx
demodulates, decodes, and validates the address. If the address of the received WuC
matches with its own, it then interrupts the micro-controller unit (MCU) of the node
to switch on the MR from the sleep mode to perform data communication. Based on
the MAC protocol embraced for data communication, the MR may follow a backoff
(BO) procedure or directly send data without doing BO. A data communication
finishes with a positive acknowledgment from the receiver. After that, the sender
and receiver go to the sleep mode but keep their WuRxs always active to listening
the channel.

Considering that WuCs are transmitted through wireless medium, the unin-
tended nodes also receive the same WuCs. Thus, the unintended neighboring nodes
will also decode and validate the address of a WuC. When a node identifies that the
WuC is not intended to it, it does not generate any trigger to its MCU and remains
active with its WuRx listening to the channel. Depending on the WuR design prin-
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ciple, WuCs and data transmission can be sent through different channels or over
a single channel. When both data and WuC are sent via a single channel, different
modulation schemes are used to distinguish them. WuCs are generally modulated
with the simplest form of amplitude shift keying, i.e., on-off keying (OOK). The
main reason of adopting OOK for WuC transmission is that it allows a sender to
remain silent while transmitting ‘0’s, thus conserving energy. Moreover, it requires
low implementation cost, i.e., low-processing power. Depending on the design of
a main radio, different modulation schemes can be adopted. For example, binary
phase shift keying (BPSK) or quadrature phase shift keying (QPSK) modulation is
used to modulate data and ACK packets in IEEE 802.15.4. When a data or ACK
frame is transmitted, WuRxs are not able to decode them. The WuRxs treat the data
or ACK packet as unintended signal and stay silent during the data communication
cycle.

WuR is suitable for both synchronous and asynchronous networks. A syn-
chronous WuR network refers to a network where state transition occurs based on
the mini-slots/symbol durations and the occurrence of each state transition (e.g.,
from the sleep state to active state) is aligned to the mini-slot boundaries. However,
not all operations of WuR occur by mini-slots in an asynchronous network. For
example, a WuR can wake up (sleep to active state transition) at any instant of time
whenever it generates a packet. In other words, a state transition in an asynchronous
WuR network does not always occur at the mini-slot boundary.

1.3.1 Categories of WuR Operations

The operation of WuR-enabled IoT networks can be divided into two categories, i.e.,
transmitter-initiated (TI) and receiver-initiated (RI). In an RI-WuR, a receiver ini-
tiates communication and sends a periodic or aperiodic WuC to gather information
from WuR nodes. RI-WuR is suitable for mission-driven data collection scenarios.
In a TI-WuR, a transmitter sends WuC to a receiver node, i.e., the sender initiates
communication by transmitting a WuC to wake up the intended receiver. TI-WuR
is beneficial for event-triggered data reporting scenarios. The research focus of this
dissertation is on TI based WuR enabled networks.

8



Protocol Design and Performance Evaluation of Wake-up Radio enabled IoT
Networks

Wireless Sensor Networks
One of the key 
enabling technologies

Why?

IoT networks
● Battery powered tiny sensor 

devices
● Rapid development
● Low cost

Energy efficiency

Main issue?

Duty-cycle MAC 

Early research efforts

Idle listening  & 
overhearing during 
active state.

Idle listening  & overhearing? yes

Wake-up Radio

Idle listening  & overhearing 
removed from MRs

Research questions: WuC collision happens when traffic load increases in the 
network, overhearing still occurs when WuRx monitors the channel, MRs need to 
wake up to exchange data packet even though it is small data, etc.

Figure 1.4: IoT and WuR: From topic to research questions.

1.4 Motivation and Research Questions

MAC layer protocols specify how sensor nodes access the radio medium. Therefore,
a prime task for MAC protocol design is how to utilize the shared channel in a fair
and efficient manner while considering improving energy-efficiency and reducing
latency.

Various WuR design and MAC protocols have been proposed to improve the
lifetime of WuRs. However, very little work has been done to ensure reliable WuC
transmission when traffic load is higher, especially in TI-WuR networks. A bottle-
neck of most of the existing TI-WuR MAC protocols is collisions among concurrent
WuC transmissions.

Although overhearing of MRs is completely eliminated, overhearing still occurs
in the WuRx mode when the unintended WuRxs decode and validate the address of
a WuC. No existing work focused on reducing overhearing of WuRx and evaluated
the performance of WuR-enabled IoT networks. Thus it has become imperative to
design new protocols to improve the performance of WuR networks.

Furthermore, energy-efficient relay selection is essential when a WuR node
sends collected information to the sink over multiple-hops. Existing relay selec-
tion schemes (e.g., [13]) do not meet the low computational capability of WuRxs
even though it is one of the primary requirements for WuR protocol design.

A logical flow of the research motivation and challenges is illustrated Fig. 1.4.
Motivated by the observation that WuR techniques present a convincing direction
for facilitating energy-efficient IoT applications and that more research efforts are
needed within this topic, this Ph.D. dissertation takes an effort to address a few
research challenges and advance the state-of-the-art techniques in WuR networks.
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More precisely, this Ph.D. thesis addresses the following research questions.

• Question 1: In a synchronous TI-WuR network, reliable WuC transmission is
expected to be maintained while embracing ultra-low power consumption. In
this case, how to design a TI-WuR MAC protocol that reduces WuC collision
probability under heavy traffic load conditions?

• Question 2: In an asynchronous network, traffic load varies from time to
time and TI-WuR MAC protocols should support such traffic variation. Then,
how to develop TI-WuR MAC protocols which support traffic variation while
maintaining low latency and higher reliability?

• Question 3: Overhearing is still not eliminated from WuRxs. Moreover, WuC
transmission prior to data transmission increases latency. How to further re-
duce overhearing energy consumption and delay when the to-be-transmitted
data is very small?

• Question 4: In a multi-hop WuR network, route establishment between sender
and receiver before actual data transmission consumes a significant amount
of energy. How to develop a scheme which reduces energy consumptions of
data communication for a WuR enabled multi-hop network?

1.5 Research Objectives

The main objective of this dissertation is to design protocols which improve the
performance of WuR-enabled IoT networks. Although the performance can be im-
proved through various techniques performed across all seven layers of the open
systems interconnection (OSI) model, the scope of this Ph.D. dissertation is mainly
lean to the MAC layer. More specifically, the main tasks of this dissertation are to
propose protocols and schemes for TI-WuR networks by considering the research
challenges mentioned above and develop analytical and simulation framework to
evaluate the performance. More specifically,

• Aim 1: To develop a TI-MAC protocol for synchronous WuR networks that
ensures reliable transmissions under heavy traffic load conditions.

• Aim 2: To design TI-MAC protocols for asynchronous WuR networks which
consider random packet arrivals and support traffic variations.

• Aim 3: To develop efficient transmission schemes which further reduce over-
hearing and latency for small data transmission in WuR networks.
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• Aim 4: To develop an energy-efficient relay selection scheme which de-
creases latency and energy consumption in multi-hop WuR networks.

• Aim 5: To develop analytical frameworks to evaluate the performance of the
developed protocols and schemes. The accuracy of the developed analytical
models should also be validated.

1.6 Research Contributions

In a nutshell, the contributions of this thesis work are twofold, i.e., protocol design
and performance evaluation via analytical frameworks and simulations. Briefly, the
major contributions are outlined as follows.

• Protocol design: One TI-MAC protocol for synchronous WuR networks;
three TI-MAC protocols for asynchronous WuR networks; one lightweight
relay selection scheme for multi-hop WuR networks; and two data transmis-
sion mechanisms to enable early sleeping and early data transmission are pro-
posed.

• Modeling and validation: Four analytical frameworks to model the proposed
schemes through discrete time Markov chain (DTMC) modeling and queuing
theory are developed. The accuracy of the analytical frameworks is validated
through custom made discrete-event simulations in MATLAB.

In addition, the early sleeping and early data transmission schemes are validated via
a small-scale testbed that is implemented at the University of Agder (UiA).

The results of this study have been published or under review in three journals
and four conferences. Among them, four papers which are published or under re-
view at IEEE Communication Letters, IEEE Transactions on Industrial Informatics,
Computer Networks (under review), and IEEE Global Communications Conference
(GLOBECOM’18) are included in Part B of the thesis.
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Table 1.1: An Overview of the Thesis Organization.

Part I Part II
Question Ch. 2 Ch. 3 Ch. 4 Ch. 5 Paper A Paper B Paper C Paper D

Q1
√ √

Q2
√ √

Q3
√ √

Q4
√ √

† The check mark (
√

) specifies the appearance of particular question and where the solution has been presented.

1.7 Thesis Outline

The dissertation is organized into two parts. Part I contains an overview of the
work carried out throughout this Ph.D. study and Part II includes a collection of
four published or submitted papers, which are mentioned in the list of publications.
In addition to the introduction chapter presented above, the following chapters are
included.

• Chapter II presents several MAC mechanisms for synchronous networks and
introduces one novel scheme which is originally proposed in Paper A.

• Chapter III discusses various MAC schemes for asynchronous networks and
presents three MAC protocols which can handle variable traffic load in asyn-
chronous WuR networks.

• Chapter IV highlights the overhearing and longer latency problems of WuR
networks and introduces two data transmission schemes known as early sleep-
ing (ES) and early data transmission (EDT).

• Chapter V summarizes the different categories of relay selection schemes for
multi-hop WuR networks and presents a lightweight relay selection scheme.

• Chapter VI concludes the dissertation and highlights a few potential future
research directions relevant to the topic addressed in this dissertation.
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Chapter 2

A WuR MAC Protocol for
Synchronous Networks

In this chapter, we first discuss the operating principle of several MAC protocols
for synchronous networks and then propose a backoff mechanism with a fixed con-
tention window (CW) size prior to WuC transmissions for the purpose of WuC colli-
sion avoidance. Such a mechanism improves network throughput, especially under
saturated traffic condition. Lastly, we provide a brief introduction of the developed
analytical framework.

2.1 A Few Popular Synchronous MAC Protocols

In a synchronous network, nodes maintain synchronization by adopting an identical
clock with a fixed phase alteration. Examples of such networks include Wi-Fi and
synchronous DC WSNs. In this section, a few MAC protocols for synchronous
networks are summarized.

2.1.1 Contention-based MAC Protocols

In a Wi-Fi network, carrier sense multiple access with collision avoidance
(CSMA/CA) is adopted where a node performs clear channel assessment (CCA)
to check the channel status whenever it has a packet to transmit. If the channel is
idle for a distributed coordination function (DCF) interframe space (DIFS) time
duration, the station starts a BO procedure. When multiple nodes find the channel
being idle, these nodes start BO at the same instant. In this way, the network
maintains synchronization in the DCF mode. If only one node selects the smallest
BO slot, it wins the channel access competition and transmits its data packet
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successfully if the channel is error-free. A data transmission cycle ends when an
ACK from the receiver is received. If multiple nodes select the same lowest BO
slot, then a collision occurs in the network. For the collided packet, no ACK is
generated. After the ACK timeout period, the involved nodes follow the same
procedure for BO, however, based on a larger CW size according to the exponential
BO procedure.

Data

Data

Timer frozen

Timer frozen

Timer frozen Timer frozen

BO slot=15

BO slot=20

BO slot=22 BO slot=7

BO slot=10

BO slot=5

Node A

Node B

Node C

Figure 2.1: An overview of the CSMA/CA BO procedure.

The operation of CSMA/CA is shown in Fig. 2.1 where nodes A, B, and C
compete for channel access. At the first round of channel access competition, node
A wins the competition and finishes its data transmission. The remaining nodes
freeze their BO and start counting again when the channel becomes idle. Next, node
C wins and transmits its data. The same procedure continues until all nodes finish
their data transmissions. Such a scheme improves channel utilization by reducing
collisions among simultaneous transmissions.

2.1.2 Synchronous DC-MAC protocols

Sensor-MAC (S-MAC) [14] is one of the popular synchronous protocols that im-
proves energy-efficiency of WSNs by reducing idle listening. To eliminate idle
listening, it allows a node to follow a periodic active and sleep schedule. S-MAC
uses in-band control messages to reduce contention latency. The underlying work-
ing principle of S-MAC is shown in Fig. 2.2.
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Figure 2.2: The working principle of S-MAC.
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All nodes in S-MAC keep their transmitter switched off during the sleep period
and activate at the same time instant to check whether any neighboring node intends
to perform communication or not. If any node has data to transmit, it first follows
a contention procedure, i.e., it selects a random slot from the CW and broadcasts a
request to send (RTS) message as soon as its backoff timer expires. The intended
node replies with clear to send (CTS) message. Other nodes synchronize their sleep
schedule by decoding the value specified in the network allocation vector (NAV)
of the RTS or CTS packet. When multiple nodes contend for sending RTS, the
node which selects the lowest backoff wins the competition and transmits its RTS
message. If no node has data to exchange in the active period, one of the neighbor-
ing nodes distributes a sleep schedule to synchronize all the nodes about the sleep
schedule. In this way, S-MAC reduces collision and overhearing.

DW-MAC [15] is another representative synchronous MAC protocol. It reduces
latency by adopting a novel schedule algorithm which allows a neighboring node
to wake up and perform data communication during the sleep period [15]. Such
an on-demand wake-up and data transmission scheme improves channel utilization
and reduces latency.
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Figure 2.3: The working principle of DW-MAC.

In DW-MAC, each cycle is divided into three parts, i.e., a sync, data, and sleep
period. The clock synchronization of all the neighboring nodes is done mainly in
the sync period. It is worth mentioning that no RTS/CTS control is transferred in
the sync period as in S-MAC. A CSMA/CA-based contention MAC mechanism
is utilized to exchange a scheduling frame (SCH) among nodes in the data period
to perform data communication in the sleep period of the duty cycle. The basic
design of DW-MAC is illustrated in Fig. 2.3 where a sender and a receiver are
synchronized in the sync period. In the data period, the transmitter sends SCH to
the respective receiver. Then data communication is performed in the sleep period.
The data communication cycle finishes with an ACK. The drawback of DW-MAC
is that it requires to maintain synchronization in the network.
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2.2 WuC Collisions in Synchronous TI-WuR Net-
works

Currently, an IEEE standard amendment, i.e., IEEE 802.11ba [16] is under stan-
dardization by the IEEE 802.11ba Task Group for ultra-low power WuR-enabled
Wi-Fi networks. The target of this standard is to further reduce energy consumption
and improve the battery lifetime of Wi-Fi stations based on the principle of WuR.
Moreover, IEEE 802.11ah [17] is specifically designed to enlarge the coverage area
to connect a massive amount of IoT devices. As a common feature, both IEEE
802.11ba and IEEE 802.11ah Task Groups investigate the potential of connecting
IoT devices (non-3GGP connections) with existing Wi-Fi networks.

WuC 
collisions

WuC

WuC

WuC

WuC

Figure 2.4: WuC collisions in a WuR network.

As briefly mentioned above, WuC collisions occur in a synchronous network
(e.g., Wi-Fi) when multiple transmissions overlap with each other. Such a phe-
nomenon is common under heavy traffic load conditions. When multiple nodes
have packets to transmit, they wake up at the same time instant and send WuCs.
These concurrent transmissions lead to WuC collision and reduce transmission re-
liability for data exchange in a network. On the other hand, reliable transmission is
one of the most important performance metrics in many IoT applications. For in-
stance, consider that a WuR-enabled IoT is deployed to monitor a specific area of a
forest, as shown in Fig. 2.4. At the same time, multiple nodes detect a fire and start
to send their sensed information to the sink. Due to WuC collisions in the network,
the sink is unable to receive or decode the information. Thus the consequence of
such WuC collisions has an adverse effect. It is also evident from our study that
WuC alone may not perform better under heavy traffic conditions [18]. This ob-
servation triggered our motivation to propose a TI-WuR MAC protocol which can
reduce WuC collisions in such a network.
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2.3 BO-enabled WuR (BoWuR)

In this section, we outline the working principle of a proposed protocol, i.e., BoWuR
which has been reproduced as Paper A in Part II of this thesis. The primary purpose
of BoWuR is to reduce collisions among WuCs when a WuR-enabled network is op-
erated in the TI mode. To do so, we adopt a similar procedure as used in CSMA/CA
to WuCs. When a WuR node generates a packet, it senses the channel to check
whether it is occupied or not by performing CCA. If the node finds channel being
idle for a CCA period, it chooses a random BO slot from a fixed CW. Otherwise,
it performs CCA again. If it is the only node which selects the smallest BO slot, it
wins channel access competition and sends a WuC. The intended receiver validates
the received WuC and triggers its MCU to switch on MR. When the MRs of both
sending and receiving nodes are active, a data communication occurs immediately.
The data communication cycle finishes with an acknowledgment from the target re-
ceiver. If no ACK is received within the timeout period, the node follows the steps
explained above to retransmit the WuC packet. Note that no ACK is needed when a
WuC is received in order to reduce latency. A successful data transmission cycle is

WuC

Sender Receiver

WuRx WuRx      MR   MR

t

ACK

Data

Trigger MCU to activate MR:

C
C
A
B
O

Figure 2.5: The operating principle of BoWuR.

illustrated in Fig. 2.5. The neighboring nodes which do not win the channel access
competition freeze their BO counter for the duration specified in the NAV field of
the WuC frame. The length of a WuC MAC frame is considered to be 48 bits. In a
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WuC frame, 1 byte, i.e., bits 24-31, is allocated for the NAV field. The time needed
for both WuC and data transmissions is specified in the first 7 bits of the NAV field,
and the last bit is reserved for error check which is known as a parity bit. Bits 32-47
are reserved for the WuR address.

2.4 Performance Evaluation of BoWuR

To evaluate the performance of BoWuR, a DTMC is used as a mathematical tool
for our performance analysis. A DTMC is a stochastic process with a finite state
space which has discrete time and memory-less property. The developed model is
inspired by [19] and [20] which are two popular analytical models for performance
evaluation of a legacy CSMA/CA protocol under saturated and unsaturated traffic
conditions respectively. However, the BO procedure applies prior to WuC transmis-
sion instead of data transmission.

We define four metrics, i.e, collision probability, system throughput, latency,
and energy-efficiency for performance evaluation of BoWuR. Based on the devel-
oped analytical model, we first calculate the collision probability as network traffic
load varies. The other performance metrics are derived from the obtained collision
probability.

2.5 Chapter Summary

In this chapter, we have discussed several existing MAC protocols for synchronous
networks. We explain the impact of WuC collisions in a WuR enabled IoT network.
Furthermore, the main idea of the proposed BoWuR MAC protocol is outlined.
Such a scheme provides higher network throughput, lower collision probability,
shorter delay, and higher energy-efficiency. For more details on BoWuR, refer to
Paper A in Part II of this dissertation.

18



Chapter 3

WuR MAC Protocols for
Asynchronous Networks

In this chapter, we first present an overview of asynchronous MAC protocols. We
also discuss why existing WuR protocols are not efficient when traffic load increases
in a network. Furthermore, we propose three TI-WuR MAC protocols which can
support various traffic loads in WuR-enabled networks.

3.1 A Few Popular Asynchronous MAC Protocols

In an asynchronous network, a node does not need to know the active or sleep status
of other neighboring nodes. Moreover, a node can wake up at any instant of time,
i.e., state transition does not occur at the mini-slot boundary. A typical example of
such a network is asynchronous WSNs. In this section, a few popular asynchronous
MAC protocols are summarized.

3.1.1 Unslotted CSMA-CA

The WSN/IoT standard amendment, i.e., IEEE 802.15.4/802.15.4e, adopts con-
tention based MAC, i.e., unslotted CSMA-CA for an asynchronous network. It is
worth noting that unslotted CSMA-CA is different from CSMA/CA (Wi-Fi standard
IEEE 802.11). The difference is the order of performing BO and CCA. In an unslot-
ted CSMA-CA adopted network, a node follows BO before performing CCA whereas
a node performs CCA first and then BO in a CSMA/CA based network. Moreover,
the BO freezing mechanism of CSMA/CA cannot be directly adopted in WSNs
since no NAV field is defined in the MAC frame format of IEEE 802.15.4/IEEE
802.15.4e. Such BO freezing, i.e., transmission deferral for other nodes’ transmis-
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Figure 3.1: The working principle of unslotted CSMA-CA [1].

sions often increases queuing delay, leading to a longer packet delay especially for
low-power devices which transmit at a lower data rate (e.g., 20 kbps, 250 kbps).

Considering the resource constraints (e.g., battery-powered, small buffer size,
and limited computational capability) of sensor nodes, employing CSMA-CA in-
stead of CSMA/CA is a more delay- and energy-friendly option. This is because
BO consumes much lower energy than CCA. For instance, MR consumes 20.28 mA
and 5.16 mA current during CCA and BO respectively [21]. Furthermore, neither
BO freezing of other nodes’ transmissions nor network synchronization is needed
in CSMA-CA.

The flowchart of unslotted CSMA-CA is shown in Fig. 3.1. In unslotted
CSMA-CA, a node which has a packet to transmit waits for a random number
of BO slots selected uniformly in the range from 0 to 2BE − 1, i.e., window
(Wmin = 2BEmin) where BE indicates the BO exponent. BEmin is set to the
minimum value of the BO exponent (macMinBE). When the BO counter reaches
0, the node senses the channel by performing CCA. If the channel is idle for
the duration of CCA, the node transmits data. Otherwise, the node follows the
BO procedure again, however, BE will be increased by one. At the ith stage,
Wj = min(2iWmin,Wmax) where Wmax = 2BEmax . BEmax denotes the maximum
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BO exponent macMaxBE. A node will continue its attempt to transmit until the
maximum BO limit (macMaxCSMABackoffs) is reached. If the data trans-
mission is not successful within the maximum BO limit, it declares a transmission
failure. After a transmission failure, the node retries to send the data packet until
the maximum number of retries (macMaxFrameRetries) exceeds.

3.1.2 X-MAC

X-MAC [22] is one of the popular asynchronous DC-MAC protocols in which
nodes in the network follow an individual sleep and wake-up schedule. This means
that nodes in the network do not need to exchange control messages to maintain
synchronization. A strobed preamble mechanism is adopted in X-MAC, allowing a
node to send short preambles to the target receiver when it has any data to send. The
interval between two short preambles allows an intended receiver to send an ACK
to inform the transmitter that it is ready for data reception. As soon as the sender re-
ceives an ACK from the target receiver, the communication cycle is finished. When
no incoming preamble is detected by a node during its active state, it goes to sleep
after a specific period.
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t  Transmitter

      
     Receiver

P P

P A

A Data   

P AShort preamble ACK

Active period

Sleep period Sleep period

Sleep period
Active period

P

Figure 3.2: The working principle of X-MAC.

The operation of X-MAC is shown in Fig. 3.2 where node A sends consecutively
a sequence of short preambles to node B after following its sleep schedule. When
B wakes up, it sends an early ACK message to start a data communication cycle.
After data communication, A goes to sleep if no more packet is queued in its buffer.
B remains active for a sample period before going to sleep by checking whether
any queued packet from A is transmitted or not. However, X-MAC still suffers
from overhearing and long latency. Since the sending node needs to wait until the
target node wakes up for receiving a short preamble, this procedure increases data
communication latency.
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Figure 3.3: The working principle of RI-MAC.

3.1.3 RI-MAC

RI-MAC [23] is another asynchronous MAC protocol in which data transmissions
occur in a receiver-initiated manner, meaning that it is the intended receiver which
always triggers a packet transmission. Fig. 3.3 shows the basic operation of RI-
MAC. In RI-MAC, each node wakes up according to its own wake-up schedule and
broadcasts beacon messages, advertising that it is prepared to receive packets.

In contrast, a sending node which has a packet to transmit wakes up accord-
ing to its schedule and silently scans for beacon messages from the target receiver.
Upon detecting a beacon message from the target receiver, the sender transmits the
data packet immediately. Then the intended receiver responds with another beacon
message. The beacon carries twofold information, i.e., it acts as an ACK for the
previous packet transmission and the announcement to receive packets intended for
it. If the receiver does not receive any data frame after sending the beacon, it goes
to sleep. The sender waits a bit more time and then it goes to sleep. In this way,
RI-MAC reduces channel occupancy and improves network throughput. However,
like other DC protocols, RI-MAC also suffers from its latency performance. The
reason is that a sending node needs to wait until the target receiver wakes up and it
needs time to advertise its readiness for packet reception.

3.2 Existing Asynchronous TI-MAC WuR Protocols

Sparse topology and energy management (STEM) [24] is one of the representative
TI-WuR MAC protocols for asynchronous networks. It uses separate channels for
sending WuC and data messages. Two variations of STEM exist in the literature,
i.e., STEM-T and STEM-B. In STEM-T, a node sends a broadcast WuC to wake
up its neighboring nodes. In STEM-B, a node transmits a unicast WuC to wake
up an intended node. STEM adopted a DC mode for WuRxs while keeping MRs
in the sleep mode unless it is required to switch on. Similar to STEM, pipelined
tone wake-up (PTW) presented in [25] uses different channels for data and WuC
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transmissions. In PTW, the WuRxs operate in a DC manner. A sender broadcasts a
WuC over the wake-up channel and sends the notification frame on the data chan-
nel to explicitly specify the intended node. Such a scheme is suitable for oppor-
tunistic networking. An energy harvesting TI-WuR MAC protocol, referred to as
WUR-transmitter initiated cycled receiver (TICER), is proposed in [26] in which
embedded battery is charged by an ambient environment. WUR-TICER utilizes the
same channel for data and WuC exchange. Whenever a sender generates a packet,
it broadcasts a WuC to inform other receivers that it has a packet to transmit.

However, a major problem of existing TI-MAC WuR protocols is that WuCs colli-
sions may happen frequently when two or more nodes wake up and send WuCs at
the same time.

3.3 TI-WuR MAC protocols

In this section, we outline the three TI-WuR MAC protocols which have been pro-
posed in Paper B of this thesis.

WuC

Sender Receiver

WuRx WuRx      MR   MR

t

ACK

Data

Trigger MCU to activate MR:

C
C
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Figure 3.4: The working procedure of the CCA-WuR protocol.
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3.3.1 CCA Enabled WuR (CCA-WuR)

As mentioned earlier, WuRs are not efficient when traffic load gets higher in a net-
work. To ensure reliable transmission in the network, we propose the CCA-WuR
protocol. The primary purpose of CCA-WuR is to reduce WuC collision. In a
CCA-WuR adopted network, a node performs channel sensing by CCA to check
the channel status, i.e., whether the channel is occupied by other transmission or
not. A node sends a WuC if the channel is found to be idle for a CCA period. Oth-
erwise, it senses the channel again and this procedure continues until the maximum
retry limit is reached. When the WuC transmission is not successful within the retry
limit, a node will discard the packet or inform the higher layer to take actions. Such
a CCA enabled scheme fits well when traffic is light. The working principle of
CCA-WuR is shown in Fig. 3.4.

3.3.2 CSMA-CA Enabled WuR (CSMA-WuR)

When traffic load becomes heavier, performing channel sensing using CCA prior to
WuC transmission only is not enough to avoid concurrent transmissions.

WuC
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Figure 3.5: The working procedure of the CSMA-WuR protocol.

To support high traffic load in WuR-based IoT networks and overcome the con-
straint of CCA-WuR, we further propose the CSMA-WuR protocol. Although the
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principle of CSMA-WuR is similar to CSMA-CA used in IEEE 802.15.4/IEEE
802.15.4e, it is tailored to WuC transmissions. Moreover, CSMA-WuR adopts a
fixed CW size whereas CSMA-CA embraces an exponential CW size.

In a CSMA-WuR adopted network, a node which generates a packet performs
BO first without sensing the channel. When the BO counter reaches 0, the node
performs CCA to check the channel status. If the channel is unoccupied, the node
transmits a WuC. Otherwise, this process (i.e., BO and CCA) is repeated. A node
discards the WuC packet if the transmission is not successful within the retry limit
and informs the higher layer about the unsuccessful status of the WuC transmission.

As mentioned earlier, the energy consumption of BO much is less than CCA,
i.e., P (BO) < P (CCA). It is worth mentioning that under heavy traffic conditions
multiple CCAs may be needed for CCA-WuR while CSMA-WuR requires merely
one or few CCAs. The rest of the operation of CSMA-CA is similar to CCA-WuR.
The operating principle of CSMA-WuR is presented in Fig. 3.5.

3.3.3 Adaptive WuR (ADP-WuR)

CCA-WuR and CSMA-WuR are suitable for light and high traffic respectively.
However, traffic load in a network is not always static. Thus, employing CCA-WuR
or CSMA-WuR alone will not be beneficial to all traffic load episodes. To handle
traffic variation in a network, we further propose a learning-based MAC protocol,
referred to as ADP-WuR. ADP-WuR can ensure reliable transmission for various
traffic load conditions.

In an ADP-WuR adopted network, a node adaptively changes its MAC pro-
cedure, i.e., it activates CCA-WuR or CSMA-WuR based on the observed traffic
load condition. To know the traffic load condition, a node keeps track on its WuC
transmission attempts and measures it with the predefined threshold value for MAC
mechanism alteration.

Fig. 3.6 describes the operating principle of ADP-WuR. In the beginning, a node
adapts CCA-WuR. At each attempt stage, the node compares the attempt counter
with a predefined threshold (NB) value. When the attempt counter exceeds the
threshold, it alters its MAC, i.e., it adapts CSMA-WuR. The threshold value of
a node can be configured dynamically. In that case, each node has to keep the
statistics of the previous transmissions (e.g., WuC collisions, latency, number of
attempts needed for the previous successful packet). Such a dynamic threshold
adaptation is resilient to the MAC alteration.
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Figure 3.6: The working procedure of the ADP-WuR protocol.

3.4 A Brief of the Analytical Framework

To model the proposed protocols, we develop a novel analytical framework. There
exists a framework in [27] which deals with a similar scenario. In [27], the authors
modeled unslotted CSMA-CA based on a busy period of a regenerative cycle in
an M/G/1 queue. The authors assume that the queue size is infinite. However, a
finite queue size assumption is more realistic than the infinite queue assumption,
specifically for WuRs since these devices are equipped with very limited storage
capacity. Their model can be adopted only if both BO and CCA are present in
the MAC mechanism. Since our purpose is to compare the performance of different
MAC protocols (WuR, CCA-WuR, CSMA-WuR, and ADP-WuR), we cannot adopt
the analytical model presented therein.

Furthermore, a state transition in most of the existing CSMA-CA frameworks
including [28–36] is based on the approximation of mini-slots/symbol durations.
That is, the occurrence of each state transition (e.g., from sleep state to active state
and CCA to BO) is aligned to mini-slot boundaries where each state of a protocol
operation consists of multiple mini-slots. However, due to the on-demand nature of
WuR, a node can wake up (a sleep to active state transition) at any instant of time
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whenever it generates a packet. In other words, a state transition in WuR operation
does not necessarily occur at the mini-slot boundary. This observation triggered
our motivation to develop a new framework which is based on finite queue size and
does not dependent on the assumption that state transitions happen only at mini-slot
boundaries.

Different from M/G/1, our framework is based on an M/G/1/2 queue. Accord-
ingly, we define a busy period which can be interpreted as the period that starts
from a packet arrival in a vacant queue and finishes when the queue is vacant again.
When the queue is not empty, the newly arrived packet will stay in the queue until
it is either successfully transmitted or discarded from the queue in the same busy
period. The interval between two consecutive busy periods is regarded as an idle
period. During the idle period, no activity occurs but WuRxs continue to monitor
the channel.

3.5 Chapter Summary

In summary, this chapter discusses several asynchronous MAC protocols. It high-
lights the WuC collision problem in a WuR network when traffic load is medium or
high. Furthermore, it explains briefly how CCA-WuR, CSMA-WuR, and ADP-
WuR reduce WuC collisions in an asynchronous network. CCA-WuR, CSMA-
WuR, and ADP-WuR are proposed and investigated in-depth in Paper B.
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Chapter 4

Further Reducing Overhearing and
Latency in WuR Networks

This chapter provides an overview of the state-of-the-art WuR implementations.
It highlights the impact of overhearing and latency in WuR networks. Moreover,
we propose two schemes that can further reduce overhearing and latency for data
transmission in WuR networks. Lastly, it briefly describes how these two schemes
are validated through a WuR prototype.

4.1 State-of-the-art WuR Implementations

Since WuR represents a promising tendency for WSN evolution, a rapidly growing
number of WuR implementations have been reported in the literature. A few notable
implementations are outlined in this section. Two comprehensive surveys of the
state-of-the-art WuRs can be found in [37] [38].

A sub-GHz WuR reported in [13] consumes merely 1.27 µW for channel mon-
itoring. Its WuRx uses the OOK modulation scheme and consists of four major
blocks, i.e., a matching network, an envelope detector, a comparator and a pream-
ble detector. The output from the preamble detector triggers PIC12LF1552 MCU
to validate address and wake up the MR if the address is matched. This sub-GHz
WuR provides sensitivity and a data rate at -55 dBm and 100 kbps respectively. Its
coverage reaches up to 45 m. This design was further improved by reducing the
power consumption of WuRx in the listening mode to 0.152 µW with a coverage
range of 50 m [39]. Another notable WuR design that integrates AS3933 for Wi-Fi
device, i.e., IEEE 802.11, was proposed in [40]. The designed prototype achieves
a sensitivity level of -52 dBm and has the capability of self-address decoding. It
consumes 10.8 µW in the listening mode and 24 µW in the active mode. An off-
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the-shelf WuR transceiver which was developed based on ZL70103 for healthcare
applications was presented [41]. The WuRx operates on out-of-band at 2.45 GHz
with nW power consumption. This implementation is mainly suitable for body area
networks. In most of the WuR implementations, OOK modulation appears as a pop-
ular modulation scheme for WuRxs since it offers better noise resistance capability
and a simpler demodulation scheme. Nonetheless, frequency shift keying (FSK)
based WuR design has been proposed in [42] where WuRx achieves a sensitivity
level of -89 dBm with a bit rate of 45 kbps.

However, almost all the implementations highlighted above suffer from overhearing
in the WuRx mode. Furthermore, these implementations require a WuC transmis-
sion prior to actual data transmission even it is designated to send small IoT data.

4.2 Effects of Overhearing and Latency

As mentioned earlier, overhearing occurs when a node overhears a packet which
is not intended to it. In a WuR network, each WuRx always keeps listening to the
channel. It decodes and validates all WuC packets from its neighbors in order to
know whether the incoming WuC is targeted to it or not. It is worth mentioning that
WuRxs consume much higher energy for decoding and validating a WuC packet
than for actively monitoring channel. For instance, the WuR implementation in [2]
operates on three energy consumption levels, i.e., deep sleep (0.39 µA), light sleep
(1.9 µA), and active (4.1 mA) for channel monitoring, address validation, and data
communication respectively. Such overhearing consumes a significant portion of
energy, especially when the node density is high and traffic load is heavy in the
network. That means, overhearing energy wastage has an adverse impact on the
battery life of WuR nodes. Thus, it is of great interest to further reduce overhearing
to prolong the lifetime of WuR nodes.

On the other hand, latency is another essential metric that has an impact in any
form of communication as it represents the time taken by a packet to successfully
reach the receiver. Many IoT/MTC applications such as remote monitoring, health-
care, and industrial automation require low latency communication.

In a WuR network, a WuC transmission is required prior to actual data trans-
mission. Such a WuC exchange prior to data transmission adds extra latency for
packet transmission.

30



Protocol Design and Performance Evaluation of Wake-up Radio enabled IoT
Networks

 1101

 1101

 1101

 1101

 1101

WuC:

Address:0111

Address:1101

Address:0001

Address:0011

Intended Receiver

Sender
Address:1111

(a)

 1101

 1101

 1101

 1101

 1101

WuC:

Address:0111

Address:1101

Address:0001

Address:0011

Intended Receiver

Sender
Address:1111

(b)

Figure 4.1: Full address decoding (a) versus early sleeping (b).

4.3 WuC Overhearing Avoidance

In a WuR network, a WuR node decodes a WuC packet, i.e., full address of a WuC
to know whether the WuC packet is targeted to it or not [43]. If the WuC address
matches with own address, then the WuRx triggers the MCU to wake its MR up.
Otherwise, the MR keeps sleeping while the WuRx remains active to monitor the
channel. In this section, we propose an early overhearing avoidance mechanism
referred to as early sleeping. Furthermore, we explain how it is validated through a
testbed developed at UiA [2].

4.3.1 Early Sleeping

The disadvantage of full address decoding is that unintended nodes need to decode
and validate a complete address to identify an unintended WuC. Such full address
decoding is not an energy-friendly option in WuR networks.

In early sleeping adopted WuR networks, a node decodes and validates a WuC
address bit-by-bit to improve the performance of full address decoding. Unlike full
address decoding, early sleeping allows a WuRx to decode and match the incoming
WuC in a bit-by-bit manner. In other words, a WuRx decodes the first bit of a
WuC address with its corresponding address bit. If the first bit matches, then it
will decode and validate the next bit. For a targeted WuR node, this decoding
procedure will continue until the complete address is matched with its own address.
On the other hand, an unintended node in the network stops decoding and validating
whenever a bit of the incoming WuC address mismatches with its own.

The benefit of early sleeping is that it minimizes overhearing energy consump-
tion in WuR networks by letting unintended nodes sleep at an earlier phase before
the full address validation is complete.
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As an example, the difference between full address decoding and early sleeping
is shown in Fig. 4.1. In both sub-figures, 4.1(a) and 4.1(b), the sender (address:
1111) sends a WuC to an intended receiver (address: 1101). Since the WuC is
sent through a shared medium, the other three unintended nodes (addresses: 0011,
0111, and 0001) in the network receive the same WuC. With full address decod-
ing, the unintended nodes also need to decode and validate the complete address
sequence as shown Fig. 4.1(a). An unintended node with early sleeping enabled
stops decoding the address whenever a bit of the received address mismatches with
its corresponding address bit. Accordingly, it is clearly shown in Fig. 4.1 (b) that all
the unintended nodes go to sleep after validating the first bit of the received address
since it does not match with their first address bit.

Clearly, the number of sleeping nodes after the first bit validation in the early
sleeping mechanism is increased in comparison with full address decoding. In this
way, early sleeping reduces overhearing in the network.

4.4 Early Data Transmission

Massive IoT will have significant impact on network traffic [44]. Statistics have
shown that 50% of IoT packets are small in size, i.e., less than 100 bytes [45]- [46].
We observe that some IoT packets are tiny, i.e., few bytes in size. Examples of such
IoT packets are pressure, temperature, humidity, and light intensity.

Furthermore, in many IoT applications, sensor nodes infrequently send a small
amount of information to the data center, e.g., one packet per day or every other
hour [6]. A handshake simplification mechanism, referred to as early data trans-
mission, is currently under standardization by 3GPP to support infrequent small
data transmissions in IoT networks [47]. Early data transmission allows a node to
transmit data during the random access procedure. Such a mechanism increases the
battery lifetime of a node and minimizes latency of packet transmission.

To the best of our knowledge, no prior study has investigated early data trans-
mission for WuR networks. In this section, we propose to enable early data trans-
mission in WuR networks. Accordingly, we develop two variations of early data
transmission , i.e., with and without ACK after early data transmission, and explain
how these schemes are validated.

4.4.1 Early Data Transmission with ACK

The main idea of early data transmission is to send tiny data during the WuC trans-
mission phase. In early data transmission with ACK, an ACK message is required
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from the receiver side to acknowledge the successfully delivery of a transmitted
packet. To enable early data transmission with ACK, a sending WuR node first
protects its tiny data using an error-correcting code, e.g., cyclic redundancy check
(CRC). Then it encodes the destination WuRx address with the CRC appended data
using the XOR operation. The output bits of the XOR operation are sent as a WuC
from the MR of the sender.

ACK
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WuC
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Data
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Figure 4.2: A successful transmission cycle of early data transmission with ACK.

A receiver follows a reverse operation to extract the information. That is, the re-
ceiver performs the XOR operation between its own address and the received WuC
packet. The results of the XOR operation will be treated by the CRC polynomial as
used at the sender. If the CRC value matches, then the WuRx interrupts the MCU to
switch on its MR to send an ACK to inform the sender that the WuC transmission
has been successful.

Early data transmission with ACK reduces the latency it takes to transmit small
data and improves the energy efficiency of WuRxs. A successful transmission cycle
of early data transmission with ACK is shown in Fig. 4.2.

Data

CRC 

Output

Address

XOR

WuC

WuC

Address
XOR

Output

CRC

Data

WuC

Sender Receiver

WuRx WuRx    MR   MR

Figure 4.3: A successful transmission cycle of early data transmission without ACK.
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4.4.2 Early Data Transmission without ACK

Early data transmission with ACK fits better for IoT applications where reliable data
transmission is required along with low latency communication. However, achiev-
ing reliable data transmission via ACK might be costly in terms of energy consump-
tion. From this observation, we propose another version of early data transmission
referred to as early data transmission without ACK. In this scheme, no ACK is re-
quired from the MR of the receiving node to inform the sender about the successful
delivery of a data transmission.

This scheme further reduces the latency and improves energy-efficiency since a
data transmission cycle is finished without even waking up the MR. A successful
transmission cycle of early data transmission without ACK is shown in Fig. 4.3.

4.4.3 Testbed Validation

Based on a testbed developed at UiA [2], we validate early sleeping and early data
transmission. The current consumption of the developed WuRx is at the nanoam-
pere level (390 nA). It adopts the OOK modulation and operates at a carrier fre-
quency of 433 MHz. nRF52832 is used as the MR of a WuR node. The WuR node
has three power consumption modes, i.e., deep sleep (for channel monitoring to
detect WuCs), light sleep (for WuC address decoding), and active (for data trans-
mission). The current consumption levels of these three modes are 0.39 µA, 1.9
µA, and 4.1 mA respectively. It is worth mentioning that WuCs can be decoded in
the light sleep mode but it is not possible to send and receive data packets in this
mode. To send and receive a data packet, the MR has to be in the active mode.

Figure 4.4: A WuR testbed with one gateway, one WuTx, and two WuRxs [2]

Whenever a WuRx detects a WuC, it activates the partial function of MCU to de-
code and validate the address. If the WuC address matches with its own, it switches
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on its MR for data communication over Bluetooth low energy (BLE). Fig. 4.4
presents the developed prototype for functionality validation which includes one
gateway, one WuTx, and two WuRxs.

4.4.4 Validation of Early Sleeping

Based on the developed testbed, we have performed various experiments to mea-
sure the time taken by a WuRx to decode a WuC address when early sleeping or full
address decoding is adopted respectively. A WuRx decodes and validates a com-
plete address if full address decoding is adopted. When early sleeping is employed,
the WuRx activates partial functions of MCU to check the first clock flank of the
WuC address. Then it immediately starts the timeout timer to verify every bit of the
received WuC address to avoid the MCU from accumulating a whole sequence of
the address. The WuRx fully actives MCU, i.e., all functions of the MCU when it
finds the received WuC address matches with its address entirely. The WuRx goes
to sleep, i.e., it discards the decoding process whenever it finds a mismatch between
the received address and its address. We find that the WuRx takes 10 ms to decode
one bit. Accordingly, a WuRx needs 95 ms to decode a full 8-bit address which in-
cludes the time for preamble (13 ms) detection and switch-on time of MCU (2 ms).
When early sleeping is deployed, a WuRx stops address decoding when it finds that
the first bit of the received address does not match with its corresponding address
bits after 23 ms. This is obvious since a WuRx requires 13 ms for the preamble and
1× 10 =10 ms for decoding and validating one bit of an 8-bit received address.

For instance, when full address decoding is deployed (as shown in Fig. 4.1(a)),
nodes consume (1.9 µA × 90 ms ) = 0.513 µW more energy than when early early
sleeping is adopted (as shown in Fig. 4.1(b)).

4.4.5 Validation of Early Data Transmission

We validate the functionality of early data transmission through the same testbed
as used for validating the early sleeping mechanism. For early data transmission,
a WuRx adopts a similar principle as full address decoding, i.e., a WuRx decodes
and validates the entire sequence of the received address by activating the partial
functions of the MCU. In case of early data transmission with ACK, the WuRx
activates the full function of the MCU and switches on the MR to the active mode
for sending an ACK. The WuRx goes to monitor the channel without switching on
its MR since no ACK is needed in early data transmission without ACK.

The benefit of introducing early data transmission is that, when a data frame is
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tiny, it eliminates the necessity of separate data transmission after WuC transmis-
sion. Thus it saves energy cost for a packet transmission.

4.5 Chapter Summary

In summary, this chapter points out the overhearing and latency drawbacks caused
by full address decoding and WuC handshake respectively. It proposes two
schemes, i.e., early sleeping and early data transmission for WuR networks, which
are presented in details in Paper C. Moreover, it explains how the early sleeping
and early data transmission schemes are validated through a WuR testbed.
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Chapter 5

Energy-Efficient Relay Selection in
Multi-hop WuR Networks

5.1 Introduction

Having investigated various aspects of single-hop WuR networks, this chapter stud-
ies relay selection for multi-hop WuR enabled WSNs and highlights their relative
strengths and weaknesses. Furthermore, a relay selection scheme which improves
energy-efficiency by ensuring load-balancing in such networks is proposed.

5.2 Relay Selection Schemes for WSNs

This section focuses on traditional WSNs. There exist a vast number of relay se-
lection schemes/protocols but they are designed for WSNs and cannot be directly
applied to WuR enabled IoT networks. A few notable relay selection schemes for
WSNs are briefly explained in this section.

Since WSNs consist of power-constrained IoT devices, efficient relay selection
schemes/routing protocols play a major role to improve network lifetime. Accord-
ing to energy-efficient relay selection proposed in [48], the source node broadcasts
a message and a set of next-hop relay nodes overhear that packet. A subset of re-
lay nodes forward that packet to the sink or fusion center. This scheme reduces
the number of relay nodes at each hop. However, such a scheme increases end-
to-end energy consumption for data transmission since the sink receives the same
data from multiple relay nodes. A multiple relay selection mechanism which was
proposed in [49] selects the best relays by maximizing signal-to-noise ratio (SNR).
The relays are sorted based on the received SNR in order to cooperate in data trans-
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mission. Like [48], this scheme is not energy friendly either since multiple copies
of the same data packet get transmitted from several relays towards the destination.

A cooperative communication with a relay selection scheme for provisioning
quality of service (QoS) in WSNs, referred to as QoS-RSCC, was proposed in [50].
QoS-RSCC was developed using a reinforcement learning framework to select op-
timal relays based on outage probability and channel efficiency. It can achieve near-
optimal performance in terms of diversity gain and channel efficiency and fits well
in dynamic networks. However, it is computationally expensive considering the
low-computing capabilities of IoT devices. Relay selection based cooperative rout-
ing (RBCR) [51] calculates routing paths based on the channel state information and
energy consumption of intermediate nodes. RBCR exhibits superior performance
than ad hoc on-demand distance vector (AODV) routing in terms successful packet
transmission rate and power consumption. However, RBCR requires to establish
a path from source to destination prior to actual data transmission, thus increasing
data communication latency.

5.3 Existing Relay Selection Schemes for WuRs

Existing relay selection protocols for WuR enabled WSNs can be classified into
five categories: topology-based; energy-aware; semantic addressing based; load-
balancing based; and flooding based schemes.

5.3.1 Topology-based Relay Selection

In this category, each node maintains the information about its next hop relay nodes
along the end-to-end route towards the sink. This information is collected by the
sink through control message dissemination. The authors in [52] proposed a topol-
ogy control scheme to maintain the end-to-end routes for dual-radio enabled WSNs.
Each node uses its WuR to establish an end-to-end route to the sink. This protocol
operates on an out-of-band channel and reduces WuC collisions in the network.
However, it increases latency for data communication.

5.3.2 Energy-aware Relay Selection

The primary objective of energy-aware relay selection protocols is to prolong net-
work lifetime by selecting optimal relays. These relays are typically selected based
on residual energy. Opportunistic wake-up MAC (OPWUM) is an energy-aware re-
lay selection scheme proposed in [53] which relies on timer-based contention. OP-
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WUM selects the best relay node among a set of neighbor nodes based on the resid-
ual energy metric. The sender does not require any prior knowledge about its neigh-
bor nodes for selecting the best relay candidate. However, it utilizes RTS/CTS/about
to send (ATS) handshake messages for selecting the best relay nodes, resulting in
longer latency.

5.3.3 Multicast-based Relay Selection

In multicast-based relay selection, a sender selects a set of relay nodes from its
neighborhood to forward data packets. The authors in [13] proposed a multicast
based cross-layer protocol for WuR networks, known as ALBA-WUR. In ALBA-
WUR, each node is a member of a specific group and a multi-hop WSN consists of
multiple groups. When a node of a specific group wakes up, it multicasts its WuC.
Then the next-hop nodes in the same multicast group will wake up. Multicast groups
are selected based on region/neighborhood. After this phase, the sender transmits
RTS and the awakened nodes reply with CTS. In the CTS packet, nodes include
their queue priority index and geographic priority index. Based on this information,
the sender selects the relay candidate. Nevertheless, this scheme still suffers from
overhead in the relay selection process. Moreover, it is computationally expensive
and not beneficial since a node is required to select a relay node based on a given
metric, e.g., energy consumption.

5.3.4 Load-Balancing based Relay Selection

A few relay selection schemes are designed for load balancing in a network. Such
schemes do not choose the shortest path metric towards the destination but con-
sider the residual energy of the nodes to prolong network lifetime. WuRx-optimised
routing and topology optimization approach (WRTA) [54] is a load balancing relay
selection scheme which combines path calculations and topology optimization for
on-demand communication. WRTA selects intermediate relay nodes towards des-
tination based on the energy level, QoS parameters, and bandwidth towards the
nodes. WRTA suits well for light traffic load. Nevertheless, it experiences high
packet loss when traffic load is high in a network.

5.3.5 Flooding based Relay Selection

In flooding based protocols, a node which has data to transmit broadcasts a
WuC. All the neighboring nodes which are in the broadcast zone forward the
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same received packet. The same procedure is repeated until the packet reaches
the destination successfully. This type of protocols will introduce lots of traffic
(broadcast storm). Zippy [55] is a cross-layer relay selection algorithm which
adopts on-demand network flooding for multi-hop WuR networks. The Zippy
protocol features asynchronous wake-up, bit-level data dissemination, and carrier
frequency randomization, leveraging low complexity for WuRs. This protocol does
not require costly topology maintenance and route or intermediate relay or route
discovery process. However, it generates a large amount of redundant traffic.

To summarize, the state-of-the-art relay selection mechanisms for WuR enabled
IoT networks suffer from long latency or energy wastage due to control message
overhead or route establishment prior to data transmissions. Thus it is imperative to
further study relation selection and develop new relay selection schemes for WuR
enabled multi-hop WSNs.

5.4 A Lightweight Relay Selection Scheme for WuR

In this section, we present a lightweight relay (LR) selection scheme proposed for
WuR enabled IoT networks, referred to as LR-WuR. LR-WuR is a cross-layer pro-
tocol which minimizes overhead by allowing a WuR node to choose a relay node
from a set of relay nodes to forward data towards the destination without requiring
a route establishment phase.

In a nutshell, LR-WuR maintains a lookup table for relay selection and ensures
load balancing among relay nodes in the network. To do so, a sender maintains an
address lookup database of its next level nodes to choose the next hop forwarder.
As such, each node keeps track of the transmissions of its upper-level nodes which
are within its coverage. When a sender has a packet to transmit/forward, it checks
its database to select a relay which did not perform data packet exchange in the
previous round(s) of transmission. When all the addresses of the connected next
level nodes are marked, the lookup database will be reset. The neighbor discovery
cost can be subsequently reduced by introducing such a lookup table in the node for
forwarding packets.

The working principle of LR-WuR is presented in Fig. 5.1 where N1 and N2
are associated with two higher level nodes N3 and N4. All the nodes can generate
packets and act as a relay for lower level nodes. When N1 generates a packet, it
wakes up N3 from the sleep mode for forwarding its packet. Upon receiving the
data packet, N3 sends an ACK packet to node N1. Then, N1 marks N3 as used in
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Figure 5.1: The operations of LR-WuR.

the database by inserting an ‘X’ in the lookup table. When N3 wakes up a next level
node, N1 and N2 overhear the WuC packet. N2 utilizes this overheard transmission
to update its database. N1 does not take any action since it already knows that N3
has been utilized.

Afterwards, when N2 generates a packet, it will wake N4 up instead of N3 since
it knows from its lookup table that N3 transmitted/forwarded a packet in the pre-
vious round. Then N4 will forward the packet to the next level node towards the
sink/destination. N1 and N2 will overhear the WuC transmission of N4. Accord-
ingly, N1 will update its lookup table. When a node finds that all the connected
next level nodes are exploited, it will reset its lookup table by deleting ‘X’ from the
row. The same procedure will be repeated at each hop until the packet has reached
the destination. It is worth mentioning that LR-WuR allows retransmission, i.e.,
the sending node/forwarding node retransmits the WuC and data packet if no ACK
is received within an ACK timeout period. A node discards the packet if the pre-
configured retransmission limit is exceeded.

LR-WuR requires neither a path establishment phase prior to actual data com-
munication nor a control message dissemination protocol for relay selection. There-
fore, LR-WuR ensures energy-efficient communication in WuR networks.
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5.5 An Introduction to the Analytical Framework

In this section, we briefly introduce the analytical model to assess the performance
of multi-hop LR-WuR enabled IoT networks.

To analyze the performance of LR-WuR in WuR enabled multi-hop networks,
we develop an M/G/1 queuing framework. We calculate the collision probability of
WuC transmissions using the developed model and compute packet error probabil-
ity based on channel quality, i.e., SNR. We assume that no packet loss occurs due
to buffer overflow. In a multi-hop WuR network, a WuR node sends a WuC to the
targeted relay node in an on-demand manner whenever it generates a data packet or
receives a data packet from a lower level node. Collisions among WuC transmis-
sions may happen due to the randomness of packet generations in a WuR enabled
IoT network. Within a hop, the probability that a packet loss occurs due to collision
and channel error, denoted by Pl, can be computed as

Pl = Pc + (1− Pc)Pe (5.1)

where Pc and Pe are the collision probability and packet error probability (packet
error occurs due to channel impairment) respectively. We further consider that the
packet loss probability of a hop is independent of other hops towards the destination.
Thus, based on the obtained Pl for a single hop, we compute the end-to-end packet
loss probability by taking the product of the packet loss probability at each hop
over N hops. Accordingly other performance metrics, i.e., end-to-end packet loss
probability, latency, and energy consumption, are calculated.

5.6 Chapter Summary

This chapter provides a clue on relay selection and proposes a relay selection
scheme for multi-hop WuR enabled IoT networks. The LR-WuR scheme with its
details presented in Paper D ensures load balancing in the network and eliminates
the necessity of route establishment prior to actual data communication. Thus it
conserves energy and reduces latency of end-to-end data communication.
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Chapter 6

Conclusions and Future Work

This final chapter is organized into three sections. It first summarizes the disserta-
tion work. Then, the contributions of this dissertation are highlighted. Finally, it
points out a few potential future directions to continue the research work relevant to
the issues addressed in this thesis for WuR enabled IoT networks.

6.1 Conclusions

WuR is one of the key enabling techniques as it prominently improves the energy-
efficiency of IoT networks/WSNs and prolongs substantially the lifetime of a node.
After an extensive review on the state-of-the-art WuR protocols and mechanisms in
the literature, a few fundamental problems are identified for this thesis work, i.e.,
WuC collisions, overhearing of WuC transmissions, latency, and overhead of data
transmission.

In Chapter 2 and Chapter 3, the WuC collision problems are investigated for
synchronous and asynchronous WuR networks respectively. Accordingly, we pre-
sented several MAC protocols to combat WuC collisions. The proposed protocols
along with their performance evaluation are illustrated in details in Paper A and
Paper B.

Chapter 4 discusses the overhearing energy wastage and latency issues in
WuR networks. To reduce overhearing and latency, it introduces two transmission
schemes which are proposed in Paper C.

For a multi-hop WuR network, route establishment before data transmission is
a burden considering the energy constraint of WuR nodes. In Chapter 5, existing
relay selection schemes for WuR networks are outlined and an energy-efficient relay
selection scheme is presented. The proposed scheme is presented in Paper D.
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6.2 Contributions

This dissertation takes forward the state-of-the-art research efforts on WuR enabled
IoT networks from four directions: MAC mechanism design, enabling early sleep-
ing and early data transmission, relay selection, and mathematical modeling for
performance evaluation of WuR enabled IoT networks. In particular, the main con-
tributions are summarized as follows.

• To improve the performance of WuR enabled IoT networks, four protocols,
i.e., BoWuR, CCA-WuR, CSMA-WuR, and ADP-WuR, have been proposed
and the performance of the proposed protocols is compared with a few pop-
ular WuR protocols. BoWuR is dedicated when traffic load is heavy in syn-
chronous WuR networks. On the other hand, CCA-WuR, CSMA-WuR, and
ADP-WuR protocols are suitable for asynchronous WuR networks under low,
high, and variable traffic load conditions respectively.

• A bit-by-bit address decoding scheme, i.e., the early sleeping scheme, is pro-
posed to avoid overhearing energy wastage of unintended WuR nodes. The
performance of the bit-by-bit address decoding scheme is compared with the
full address decoding scheme. It is evident that early sleeping prolongs the
lifetime of WuR nodes thanks to the early stage sleeping property of bit-by-bit
address decoding.

• An early data transmission scheme, i.e., EDT, has been developed to reduce
delay and minimize energy consumption of data communications. EDT en-
codes tiny data with a WuC address and sends data together with the WuC
as an encoded WuC frame to the target node. The target node decodes the
encoded WuC packets in the light sleep mode of the MCU. No additional
transmission by the MR is needed to send such tiny data packets.

• LR-WuR has been proposed and it is shown as an energy-efficient relay se-
lection scheme for multi-hop WuR networks since it does not require a route
establishment phase prior to actual data transmission. Moreover, LR-WuR
does not require control messages for relay selection. Therefore, it reduces
latency of data communication and improves energy-efficiency of WuR net-
works.

• The performance of the proposed MAC protocols, relay selection scheme,
early sleeping and early data transmission mechanisms is theoretically as-
sessed by the developed queuing frameworks and DTMC models. Discrete-
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event based simulations are performed to validate the accuracy of the de-
veloped models. Moreover, early sleeping and early data transmission are
implemented through a WuR testbed.

6.3 Future Work

This dissertation focused mainly on MAC layer protocol design when WuR nodes
are operated in the transmitter-initiated mode. Accordingly, a few schemes and pro-
tocols have been developed, and their performance has been investigated through
mathematical analysis and discrete-event simulations. Beyond the research ques-
tions investigated in this thesis, other topics relevant to the focused research area
can also be explored. For instance, RI-WuR, i.e., another branch of WuR transmis-
sion mode, WuR enabled massive IoT networks with dynamic traffic, edge comput-
ing for IoT devices are emerging areas where a communication paradigm shift is
expected to meet the demands for emerging massive IoT applications. Relevant to
these potential research themes, the following topics can be taken into consideration
for future research.

• In many cases, a communication procedure is initiated by a data collector or
receiver, i.e., RI-WuR. In RI-WuR, a sending/child node needs to be waken
up from sleep after receiving a WuC even if it does not have any packet to
transmit. Such an occurrence has a negative impact on the lifetime of the
node. Thus more efficient MAC protocols need to be developed to avoid
unnecessary wake-up of sending nodes. Moreover, investigating multi-hop
communication in RI-WuR will enrich this research direction.

• Recently a research trend is moving from IoT to massive IoT. In massive IoT,
one of the main challenges is to connect a huge amount of IoT devices (e.g.,
WuR nodes, 802.15.4e enabled sensor nodes) to the gateway/sink. Therefore,
it is essential to develop novel access control mechanisms which are able to
handle a vast volume of IoT connections as well as heterogenous types of IoT
traffic efficiently.

• In our study, we considered a static network topology for performance evalu-
ation of WuR. In real-life, network topology is not always static due to node
activities (some nodes may become inactive and the deployed network topol-
ogy may change due to reconfiguration). Therefore, one potential topic could
be performance evaluation of MAC or cross-layer protocols for WuR enabled
dynamic IoT networks.
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• In many WSN/IoT applications, low latency for data collection is one of the
key performance metrics. Thus one potential research topic could be imple-
menting edge computing at the sink/gateway to enable IoT device’s percep-
tions using lightweight machine learning algorithms.

• Ultra-reliable low latency communication (URLLC) is one of the three key
features of 5G. However, it is very challenging to ensure URLLC when it
comes to massive IoT. So far, how to combine massive IoT and URLLC for
non-3GPP connections has not been well studied in the research community.
Thus, developing novel data transmission protocols to ensure URLLC for
massive IoT with non-3GPP connections could be an important research task.
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Enabling Backoff for SCM Wake-Up Radio: Protocol
and Modeling

Debasish Ghose and Frank Y. Li

Abstract — In sub-carrier modulation (SCM) wake-up radio (WuR) en-
abled wireless sensor networks, a node can initiate data transmission at any
instant of time. In this letter, we propose to activate a backoff procedure be-
fore sending wake-up calls (WuCs) in order to avoid potential collisions among
WuCs. Consequently, no backoff is needed for the main radio after a WuC
is received. A discrete-time Markov chain model is developed to evaluate the
performance. Numerical results on network throughput, energy efficiency, av-
erage delay, and collision probability reveal the benefits of enabling backoff
for SCM-WuRs, especially under heavy traffic loads or saturated traffic condi-
tions.

Keywords—WSNs, wake-up radio, wake-up call collision, Markov modeling,
performance evaluation.

I. INTRODUCTION

Recently, a paradigm shift from duty-cycled (DC) medium access control (MAC) to
wake-up radio (WuR) based wireless sensor networks (WSNs) is envisaged. With a
reception power consumption level in the magnitude of 1000 times lower than the
main radio (MR) [1] [2], WuR appears as a promising solution for achieving much
longer lifetime by eliminating overhearing and idle listening in DC WSNs [1]– [4].
Among various platforms and implementations of WuRs, the sub-carrier modula-
tion (SCM) WuR is probably the most popular approach due to its long coverage
and in-depth studies in realistic scenarios [1] [2]. In a SCM-WuR based WSN, an
auxiliary transceiver is introduced for the purpose of awakening up adjacent sen-
sor nodes in an on-demand manner. A wake-up receiver (WuRx) is attached to the
micro-controller unit (MCU) of a sensor node to detect the wake-up call (WuC) sent
by a wake-up transmitter (WuTx). Upon the detection of such a WuC, the WuRx
interrupts the MCU of the sensor node to switch on the MR from the sleep mode.
When the MR is turned on, the active nodes can communicate with each other for
data exchange. If multiple nodes are awoken at the same time, collisions among
data frames are handled by adopting a contention based MAC protocol among the
MRs.

Manuscript received December 16, 2016; accepted January 4, 2017. Date of publication January
12, 2017.
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The benefits of WuR over DC MAC were discussed in [1]. Communications
among the WuR enabled sensor nodes may be performed either in a transmitter-
initiated (TI) or in a receiver-initiated (RI) mode. Which mode suits better is sce-
nario specific, depending on the application requirements of a WuR based WSN.
In general, RI suits better for data collections whereas TI is more appropriate for
event-triggered data reporting in WSNs. Even though both RI and TI were pre-
sented in [1], the authors focused mainly on the RI mode when demonstrating the
superiority of SCM-WuRs over a few popular DC MAC protocols. In the TI mode,
however, collisions may occur among WuCs when multiple SCM-WuRs detect an
event at the same time. The depiction of how to tackle such a collision problem
among WuCs is not found in [1], nor is the performance analyzed mathematically
therein.

The observation that collision avoidance was not addressed in [1]- [4] triggered
our motivation to further investigate the performance of single-radio WuRs. In this
letter, we propose a fixed-size contention window (CW) based backoff (BO) pro-
cedure together with clear channel assessment (CCA) in order to avoid collision
among WuCs and reduce delay. Furthermore, we develop a discrete time Markov
chain (DTMC) model to evaluate the performance of the BO-enabled transmission
protocol. Apart from reducing the number of collisions among WuCs, such a back-
off mechanism for WuCs would also help to achieve higher network throughput and
energy efficiency.

II. NETWORK SCENARIO AND PROTOCOL DESIGN

In this section we describe the network scenario and WuR principle, and
propose a BO-enabled SCM-WuR protocol.

A. Network Scenario and WuR Principle
Consider a distributed WuR-based WSN consisting of n number of sensor nodes.
All sensor nodes encompass an integrated WuR and can communicate with each
other over a single hop. A node can send a WuC to initiate a communication at
any instant of time on an on-demand basis. The WuR platform is considered in
this study is the SCM-WuR mentioned above. Its detailed design and performance
assessment can be found in [1] [2]. In an SCM-WuR, there is only one channel
through which both data and WuC are transmitted by switching the antenna
configuration dynamically. A WuR may operate as either a WuRx or a WuTx,
controlled by a programmable MCU. In what follows, we focus on a WuR-based
WSN operated in the TI mode.
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When operated in the TI mode, a node which has a packet to send transmits a
WuC to the targeted node to initiate a data transmission by the MR. After detecting
the WuC, the receiving node also switches on its MR for data communication. It is
worth mentioning that no ACK is needed for acknowledging the successful reception
of the WuC [1] to avoid frequent switches between WuR and MR. When both MRs
are turned on, the node which sent the WuC follows the procedure of the adopted
MAC protocol for data transmission. Depending on the type of MAC protocol be-
ing used, the MR may or may not perform a BO procedure before data transmission.

B. Backoff enabled SCM-WuR (BoWuR)
The main idea of the proposed fixed-size BO enabled SCM-WuR is to avoid
collision among WuCs. The BoWuR works similar to the CSMA/CA MAC
protocol but applies to WuCs. When an event is detected by a WuR, it performs
CCA first to check whether the channel is idle or not. If the WuR finds the channel
being idle then it selects a random backoff time from a fixed CW size, otherwise it
performs CCA again. The node which selects the shortest backoff time sends its
WuC and switches on its MR.

ACK

SIFS ACKReceiving
Node WuRx 

WuTx

WuRx 
WuTx

Rx 
Tx

Transmitting
Node

Data

WuC

WuC

Data

BO

BO Random backoff time

Rx 
Tx

CCA

Main Radio

Main Radio

WuR

WuR

Figure A.1: Illustration of the working principle of the BoWuR protocol.

Since the WuC is sent through a wireless medium, all neighboring WuRs receive
the same WuC. After decoding the WuC frame, the targeted WuR switches on its
MR for communication. The other WuRs which have packets to send but lost WuC
access contention, freeze their remaining backoff time and use it for next round
access competition. When both transmitting and receiving MRs are switched on,
data exchange starts immediately. The transmission cycle ends up with an ACK
from the receiving MR to the transmitting MR. The principle of BoWuR is shown
in Fig. A.1 for one data frame transmission.

However, WuC collision happens if two or more nodes select the same smallest
backoff time after CCA. Since no ACK is needed after the WuC, the sending node
will simply transmit its data frame from its MR. If no ACK is received at the MR
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after the ACK timeout period has elapsed, the sending node will retransmit its WuC
following the same procedure.

The BoWuR WuC frame structure is extended from the one designed in [8]
and it is shown in Fig. A.2. A WuC frame is of 48 bits long in which one byte is
reserved for the network allocation vector (NAV) field and two bytes are dedicated
to allocating WuR addresses.

Preamble

 Bits: 0 - 15                 16-23 24-31 32-47

Carrier Burst NAV field Address Pattern 

Duration specified (bits: 24-30) Parity bit (bit: 31)

WuC Frame Structure

Figure A.2: The designed BoWuC frame format for SCM-WuR.

III. DTMC MODELING OF BOWUR

Let b(t) be a stochastic process which represents the BO counter for the node
of interest. A discrete and integer time scale is adapted to illustrate the BO process.
In the time scale, t and t + 1 correspond to the initial instants of two successive
BO slot durations after CCA. Each node reduces its BO time counter at the starting
instant of each slot. The BO time decrement halts when the communication channel
is sensed as busy. Thus, the slot duration between t and t + 1 may be longer than
one specified slot time, as it may be comprised of a packet transmission or collision.

In a BoWuR enabled WSN, each node selects its random BO time after CCA
from the fixed-size CW, regardless its transmission history. That is, no matter
whether the to-be-transmitted packet is a fresh or collided one, the BO time is al-
ways selected from {0, CW −1}. Since the backoff time selection depends only on
the fixed CW size, the retry limit does not affect the DTMC model. In the DTMC,
the one-step transition probabilities are given as

P{b(t+ 1) = k|b(t) = k + 1} = 1, kε{0, CW − 2},

P{b(t+ 1) = k|b(t) = 0} = 1/CW, kε{0, CW − 1},

where the first and second parts of the expression indicate the BO time decrement
at the beginning of each slot time and that a WuR has selected its random BO time
from the uniformly distributed fixed-size CW, {0, CW − 1}, respectively.

Let bk = limt→∞ P{b(t) = k}, k ∈ {0, CW − 1} be the stationary distribu-
tion of the Markov chain. We have
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bk =
CW − k
CW

b0, k ∈ {0, CW − 1}. (A.1)

In (1), bk is presented in terms of b0. Thus it is easy to obtain a solution since
the sum of bk is equal to 1. That is,

1 =
CW−1∑
k=0

bk =
CW−1∑
k=0

b0 ·
CW − k
CW

= b0

CW−1∑
k=0

(1− k

CW
)

= b0 ·
CW + 1

2
. (A.2)

When the backoff counter reaches zero, a transmission occurs, i.e., a node wins
the competition and transmits its WuC. However, the WuC transmission may not be
successful since collision may occur. Accordingly, the transmission probability, τ ,
can be derived from (2) as τ = b0 = 2

CW+1
. It is clear that the value of τ depends

only on the CW size and it is independent of the transmission history. That is, τ is
the same for a fresh WuC or a retransmitted WuC.

IV. PERFORMANCE ANALYSIS

No hidden terminal existence is a common assumption for DTMC modeling
of CSMA/CA, e.g., in [5]. Assume also that no packet loss occurs due to buffer
overflow or channel error.
A. Network Throughput
Denote by S the network throughput, defined as the size of the MR data frame
transmitted successfully over the length of a slot duration. The network throughput
depends on the probability of a node being in the idle state Pi, probability of trans-
mission Pt, probability of successful transmission Ps, and probability of collision
Pc. Pt is the probability that at least one node transmits its WuC in the observed
slot duration. Assuming that all n nodes have packets to send and they compete for
channel access to transmit their WuCs, each node with a transmission probability
τ , then Pi = (1 − τ)n. From Pi, it is easy to compute Pt, i.e., Pt = 1 − (1 − τ)n.
The successful transmission probability that a data frame from the MR has been
received at the destination correctly is

Ps =
nτ(1− τ)n−1

Pt
. (A.3)
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Furthermore, Pc is the probability that a collision occurred among the WuCs in the
observed slot duration. A collision occurs when two or more nodes selected the
same minimal backoff time and obtained channel access to transmit their WuCs at
the same time, expressed as Pc = Pt · (1− Ps).

Now, S can be formulated as [5]

S =
E[Data sent by the MR in a slot duration]

E[length of a slot duration]

=
L · Ps · Pt

Ts · Ps · Pt + Tc · Pc + σ · Pi
, (A.4)

where Ts and Tc are the expected slot duration for a successful (no collision) and
an unsuccessful transmission (since a collision happened) respectively. σ is an idle
slot time, i.e., the duration between two idle slots, and L is the average size of the
transmitted packet from the MR. To obtain the throughput in BoWuR, we need to
elaborate the time needed for CCA, BO and WuC transmission respectively when
calculating Ts and Tc, as shown below

Ts = tcca + twuc + th + tl + SIFS + tack

Tc = tcca + twuc + th + tl.
(A.5)

In (A.5), tcca, twuc, th, tl, SIFS, and tack are the duration of CCA, WuC
duration, time needed to transmit the MAC layer header and payload from the MR,
short inter-frame space time (SIFS), and the ACK frame time respectively. As
mentioned earlier, the MR in BoWuR transmits a data packet immediately after the
WuC is sent no matter it is collided or not. Due to this reason, th and tL are also
included in the Tc computation.

B. Average Delay
The average delay is defined as the time duration needed to complete a packet
transmission, from the starting instant of the CCA and until the instant when a
positive ACK is received at the MR. The average packet delay, E[D], is given
by [6]

E[D] = E[Y ] · E[length of a slot duration] (A.6)

whereE[Y ] is the expected number of slot durations required for successfully trans-
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mitting a packet from the MR considering retransmissions, and
E[length of a slot duration] is the expected duration of a slot duration.

For calculating E[Y ], the conditional collision probability of a WuC, pc, and the
WuC drop probability, pdrop, need to be calculated. Conditioned on that a WuC is
being transmitted, we have pc = 1− (1− τ)n−1. pdrop is defined as the probability
that a WuC has been retransmitted for a maximum number of times (i.e., the retry
limit m has been reached) and it is dropped. In other words, pdrop is the probability
that a WuC encounters m + 1 number of collisions. Since the CW size in BoWuR
is fixed for both fresh and retransmitted packets, the packet drop probability can be
simply expressed as pdrop = pm+1

c . Correspondingly, we can express E[Y ] by:

E[Y ] =
m∑
i=0

[
(pic − pm+1

c ) · CW+1
2

1− pm+1
c

]
, (A.7)

where 1− pm+1
c is the probability that a WuC is in the queue even though it exceeds

the maximum retry limit and (pic − pm+1
c ) · CW+1

2
/1− pm+1

c is the probability that
a WuC is in the queue when it is in the ith retransmission stage. By substituting the
values of E[length of a slot duration] and E[Y ] into (6), the average delay E[D]

can be computed.

C. Energy Consumption and Efficiency

Let En be the average energy consumed by a reference node l in one slot du-
ration. The reference node is a node randomly selected among those n nodes in
the network. En can be computed as En =

∑
i∈ω E(i)π(i) where ω is the set of

events (transmission, reception or collision) that can take place in a single slot dura-
tion, while E(i) and π(i) are the energy consumed during event i and its probability
respectively [7].

Consider an identical transmission probability τ among n nodes. The six possi-
ble events and their probabilities are obtained as follows. 1) Idle slot, πi = (1−τ)n;
2) Successful reception of a packet destined to node l, πrs = τ(1− τ)(n−1); 3) Suc-
cessful reception of a packet not destined to node l, i.e., overhearing, πroh = (n −
2)τ(1−τ)(n−1); 4) Reception of a collided packet, πrc = (1−τ)[1−(1−τ)n−1−(n−
1)τ(1−τ)n−2]; 5) Successful transmission of a packet by node l, πts = τ(1−τ)(n−1);
and 6) A packet transmitted by node l collided, πtc = τ [1 − (1 − τ)n−1]. Note that
the sum of these probabilities is equal to 1.
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Table A.1: Parameter Configuration [1] [2] [8] [9]

Approach Parameter Value Unit
Common Supply voltage 3 V

Main radio

Data rate 20 kbps
Transmission current 17.4 mA
Reception current 18.8 mA
Idle current 20 µA
SIFS duration 100 µs
Payload size 30-120 bytes
ACK frame size 5 bytes

Wake-up radio

WuC duration 6 ms
Data rate 8192 bps
Transmission current (WuTx) 152 mA
Reception current (WuRx) 8 µA
Sleep current 3.5 µA
Backoff current 5.16 mA
CCA current 20.28 mA
CCA duration 128 µs
Slot time 320 µs
CW size 16, 32 slots
WuC packet size 6 bytes

Moreover, the energy consumed during each event is computed respectively as
follows. 1)Ei = ρboσ; 2)Er

s = ρccatcca+ρrxw twuc+ρ
rx
m (th+tl)+ρimSIFS+ρtxmtack;

3)Er
oh = ρccatcca+ρrxw twuc+ρ

sl
w(th+tl+SIFS+tack); 4)Er

c = ρccatcca+ρrxw twuc+

ρslw(th + tl); 5) Et
s = ρccatcca + ρtxw twuc + ρtxm(th + tl) + ρimSIFS + ρrxm tack; and

6) Et
c = ρccatcca + ρtxw twuc + ρtxm(th + tl), where ρbo and ρcca represent the power

consumption during the BO and CCA duration. ρslw , ρrxw , and ρtxw denote the sleep,
reception, and transmission power of the WuR, ρim, ρtxm, and ρrxm are idle, reception,
and transmission power of the MR respectively. Accordingly, En can be expressed
as

En = πiEi + πrsE
r
s + πrohE

r
oh + πrcE

r
c + πtsE

t
s + πtcE

t
c. (A.8)

Finally, energy efficiency η is calculated as the number of successfully transmit-
ted bits per Joule, i.e., η = πtsL/En.

V. NUMERICAL RESULTS AND DISCUSSIONS

The obtained results are based on the parameters specified in Table A.1 unless oth-
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Figure A.3: Throughput comparison of WuR, slotted WuR, and BoWuR.

erwise stated. The propagation delay is not considered. For throughput calculation,
we consider that each node always has a WuC to transmit, i.e., the network operates
under the saturation traffic condition.

Fig. A.3 shows the network throughput comparison in percentage between
BoWuR and two flavors of WuR MAC protocols. From this figure, it is evident that
the maximum throughput of BoWuR is around four or two times higher than that
of WuR or slotted WuR. This is because the latter two protocols work in an Aloha
or slotted Aloha manner. In Aloha or slotted Aloha, it is well understood [10] that
the maximum throughput is 18.4% and 36.8% respectively. Thanks to the CCA
and BO mechanisms introduced in BoWuR, collision happens much rarer under the
same network configuration, leading to much higher throughput.
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Figure A.4: Average delay as network traffic load varies.

Fig. A.4 depicts the delay performance as the injected traffic load increases. As
expected, a longer delay is experienced with a higher traffic load for all protocols.
This is because a packet experiences a higher number of retransmissions before it is
successfully received, when more nodes are competing with each other. For Aloha
and slotted Aloha, packets experience very long delays once the network is close
to congestion or becomes saturated. For average delay calculation of BoWuR, the
retry limit is configured as m = 7. In this case, E[Y ] becomes larger with a higher
traffic load whereas E[length of a slot duration] does not vary significantly for
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Figure A.5: Collision probability as network traffic load varies.
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Figure A.6: Energy efficiency comparison of WuR, slotted WuR, and BoWuR.

each transmission. Consequently, E[D] becomes longer. With the same traffic load,
the larger the packet size, the longer the delay since it takes longer time to transmit
a larger packet.

Furthermore, the collision probabilities are compared in Fig. A.5. For WuR
or slotted WuR, a collision occurs when two or more nodes access the channel
within a period of two slot durations or one slot duration respectively, and this
collision probability increases rapidly with a higher traffic load. Consequently, the
saturation points appear very early as traffic load grows, meaning that WuR and
slotted WuR are inefficient to handle a large amount of traffic. On the other hand,
BoWuR performs better than its two counterparts since it adopts a BO mechanism
to avoid collision. In BoWuR, Pc depends not only on the number of competing
nodes but also on the CW size. The larger the CW size, the lower the Pc.

Finally, Fig. A.6 illustrates the obtained energy efficiency for the reference node
as the traffic load varies. For all studied protocols, η decreases with a heavier traffic
load. As a node experiences a higher collision probability in a larger network, it
consumes higher energy to transmit a packet successfully compared with in a small
network. From this figure, it is clear that the energy efficiency of BoWuR is much
higher than that of its counterparts thanks to its much lower collision probability.
Furthermore, higher η is achieved with a larger size data packet. This is due to the
fact that when a node obtains a transmission opportunity, more bits can be transmit-
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ted with a larger size packet, resulting in higher energy efficiency.

VI. CONCLUSIONS

In this letter, we advocate to activate a backoff procedure with a fixed
contention window size before initiating WuCs for SCM-WuR enabled WSNs.
Through DTMC modeling, we demonstrate the benefits of adopting such a BO
procedure for WuCs, i.e., higher network throughput, lower collision probability,
shorter delay, and higher energy efficiency. Although BoWuR is targeted at
SCM-WuR, the same principle applies to other WuR implementations as well.
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MAC Protocols for Wake-up Radio: Principles,
Modeling and Performance Analysis

Debasish Ghose, Frank Y. Li, and Vicent Pla

Abstract — In wake-up radio (WuR) enabled wireless sensor networks
(WSNs), a node triggers a data communication at any time instant by sending
a wake-up call (WuC) in an on-demand manner. Such wake-up operations
eliminate idle listening and overhearing burden for energy consumption in
duty-cycled WSNs. Although WuR exhibits its superiority for light traffic, it is
inefficient to handle high traffic load in a network. This paper makes an effort
towards improving the performance of WuR under diverse load conditions
with a twofold contribution. We first propose three protocols that support
variable traffic loads by enabling respectively clear channel assessment (CCA),
backoff plus CCA, and adaptive WuC transmissions. These protocols provide
various options for achieving reliable data transmission, low latency, and
energy efficiency for ultra-low power consumption applications. Then, we
develop an analytical framework based on an M/G/1/2 queue to evaluate the
performance of these WuR protocols. Discrete-event simulations validate the
accuracy of the analytical models.

Keywords—IoT/WSNs, energy-efficient communication, WuR, MAC protocol,
modeling and performance evaluation.

I. INTRODUCTION

The global Internet is shifting rapidly from connected computers to connected small
devices, i.e., the Internet of Things (IoT). As one of the key enabling technolo-
gies, wireless sensor networks (WSNs) form an integral part of the IoT thanks to
their low-power consumption and rapid deployment features. In many IoT applica-
tions, the energy-efficiency of IoT devices, e.g., battery-powered sensor nodes, is
of paramount importance. Traditionally, duty-cycle medium access control (MAC)
has been adopted in WSNs to reduce energy consumption by letting nodes sleep
and wake up cyclically. However, duty-cycle MAC mechanisms suffer from idle
listening and overhearing during their on-states. While idle listening occurs when a

Manuscript received September 28, 2017; revised December 14, 2017; accepted January 21,
2018. Date of publication February 12, 2018; date of current version May 2, 2018. Paper no. TII-
17-2251. The research of V. Pla was supported in part by grant number TIN2013-47272-C2-1-R
from the Spanish Ministry of Economy, Industry and Competitiveness.
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node listens to the channel for receiving control messages, overhearing occurs when
a node overhears the control messages which are not intended to it. Although some
of the proposed duty-cycle MAC protocols (e.g., PW-MAC [1] and RI-MAC [2])
are able to mitigate these problems from the transmitter end, idle listening cannot
be completely eliminated from the receiver end since a receiver has to listen to the
medium for receiving beacon messages.

In recent years, a paradigm shift from duty-cycled WSNs to wake-up radio
(WuR) has been envisaged. A WuR provides energy-efficient communication by di-
minishing overhearing and idle listening thanks to its superior energy performance.
In a WuR enabled sensor node, an additional wake-up receiver (WuRx) is attached
to the micro-controller unit (MCU) of the node to detect wake-up calls (WuCs). As
demonstrated in [5] [6], the power consumption of a WuRx is 1000 times lower than
that of the main radio, i.e., at the µW level versus mW for the main radio. Upon
detection/reception of such a WuC sent by a transmitter, the WuRx triggers the
MCU of the sensor node to wake up its main radio from the sleep mode. When the
main radio is activated, data communication is performed according to the adopted
MAC protocol. A WuR may function either in a transmitter-initiated or a receiver-
initiated mode. Which mode suits better depends on the application requirements
of a WuR based WSN. In general, receiver-initiated suits better for data collection
whereas transmitter-initiated is more appropriate for event-triggered data report-
ing. The superiority of WuR over duty-cycle MACs was demonstrated in [5]. One
of the primary advantages of WuR is that it works in an on-demand manner. Such
an on-demand communication does not only increase energy efficiency but also re-
duces latency of data transmissions [5] [6]. In addition, the address decoding and
matching abilities of WuRx exhibit its proficiency to process the received data in
an energy-efficient way [7] [8]. That means, a WuRx wakes up its associated MCU
only when the received WuC address has been validated, thus diminishing potential
false wake-up and reducing energy consumption due to overhearing in the network.

In its initial form, WuR is designed for low traffic WSNs regardless of applica-
tion scenarios. A typical application of WSNs is environment surveillance. Over
time, applications have been expanded to more diverse areas, such as health mon-
itoring, smart home and smart city, industrial automation, and potentially in WiFi.
In certain scenarios, the offered traffic load in a WuR WSN could become very high
due to suddenly increased packet generation rates. Despite enormous energy sav-
ing, timely reporting and low packet loss are essential if an abnormal event/behavior
is observed. As a motivating example, consider a distributed WuR WSN deployed
to monitor an industrial environment, such as a goods storage warehouse or a ship-

74



B

Protocol Design and Performance Evaluation of Wake-up Radio enabled IoT
Networks

ping harbor, and it is operated in the transmitter-initiated mode. If multiple nodes
detect an abnormality, such as a fire, and report it at the same time, collisions may
happen. Then heavy packet loss occurs since there is no mechanism adopted in
WuR for collision avoidance among WuCs. On the other hand, the traffic pattern of
a WuR WSN may vary from time to time [10]. It is shown in [9] that WuR loses
its superiority when traffic load is high. So far very few protocols which deal with
WuC collisions can be found in the literature. Hence, it is of essential interest to
reconsider WuR design and propose MAC protocols by taking traffic load into ac-
count. The aforementioned observations triggered our motivation to propose new
WuR protocols in order to improve the performance of WuR under various traffic
load conditions.

One essential reason for WuC collisions is that no clear channel assessment
(CCA) before WuC transmission is performed for on-demand WuRs. In this pa-
per, we propose three CCA enabled WuR protocols to improve the performance of
WuRs. Furthermore, we develop a queuing model to evaluate the performance of
WuR protocols and validate the accuracy of the model through extensive discrete-
event simulations.

The main contributions of this work are as follows:

• Three MAC protocols are proposed for WuR-enabled WSNs: CCA-WuR,
carrier sense multiple access (CSMA)-WuR and adaptive (ADP)-WuR.

• To model the behavior of the CCA-WuR, CSMA-WuR and ADP-WuR proto-
cols, we develop a generic analytical framework based on an M/G/1/2 queue.
The accuracy of the model is validated through discrete-event simulations.

• Closed-form expressions for calculating WuC loss probability, energy con-
sumption, and latency are obtained based on the proposed analytical frame-
work.

• To further improve the performance of WuR, two techniques are proposed.
These techniques are targeted at increasing WuC transmission data rate and
shortening WuRx addresses.

The remainder of this paper is structured as follows. In Section II, we summarize
the related work and highlight the differences between our work and existing work.
Section III presents the network scenario and assumptions. In Section IV, we present
the three proposed protocols: CCA-WuR, CSMA-WuR and ADP-WuR. Section
V presents the generic analytical framework for WuR protocols in details. Then
the performance metrics are analyzed in Section VI. Section VII introduces the
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proposed techniques to improve the performance of WuR. Numerical results are
presented in Section VIII, before the paper is concluded in Section IX.

II. RELATED WORK

The number of MAC protocols for WuR is growing in the literature. Two
comprehensive surveys on the state-of-the-art WuR hardware, networking and
MAC protocols were presented in [15] [16]. In brief, existing work falls into
three main categories: 1) WuR circuit design; 2) WuR protocol design; and 3)
performance evaluation of WuR. However, many studies cover two categories, e.g.,
circuit or protocol design plus performance evaluation.

A. WuR Circuit Design
The subcarrier modulation based correlator WuR [4] is one of the most popular
inband WuR circuitry designs which uses a single channel to transmit both WuC
and data. One of the key features of correlator WuR is that it can reach up to 100
meters which is the highest WuR transmission range among the designs that have
been reported in the literature. ALBA-WUR [6] is another WuR which focuses
on low-power consumption of WuRx. The authors presented the circuit design
of ALBA-WUR and showed the effect of the data rate of WuC on the achieved
transmission range. An ultra-low power, lower than 1 µW, WuR was reported
in [7]. Its implementation can be adapted to different frequencies in the ISM band.

B. WuR Protocol Design
DoRa/DC-DoRa [21] is a WuR protocol which operates over two radios. For
data transmission, the sink periodically sends a WuC addressed to each node, and
the subsequent data transmission is performed on a separate channel. However,
such a periodic polling mechanism increases transmission cost at the sink node.
CMAC [22] is another multi-channel WuR protocol that uses a separate channel
to send WuC and follows backoff (BO) before WuC transmission. In [20] the
authors studied multi-hop WuR networks and proposed a protocol known as
OPWUM. A node in OPWUM opportunistically selects the best relay node among
its neighbors based on a given metric to resolve undesired neighborhood wake-up.
For a similar reason, ZeroMAC [18] utilizes a radio frequency (RF) watchdog to
wake up only the nodes on the communication path by sending unaddressed WuC
in a hop-by-hop manner. RTM [19] and BoWuR [17] are two CSMA/collision
avoidance (CA) alike WuR schemes which enable CCA plus BO before a WuC
transmission.
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C. Performance Evaluation of WuR
The superiority of Cor-WuR over duty-cycle MACs was demonstrated based on
discrete-event simulations in [5]. However, the authors did not consider potential
collisions for their performance evaluation. OPWUM [20] was validated using com-
puter simulations. Extensive simulations were performed to validate the DoRa/DC-
DoRa protocols [21], showing their performance improvement over IEEE 802.15.4
and duty-cycle MAC protocols. Furthermore, ALBA-WUR was validated using a
testbed. Its benefit over duty-cycle MAC was demonstrated based on a point-to-
point topology using selective awakening. Both an analytical model and a testbed
validation of WuR were presented in [8]. For their performance evaluation, the au-
thors adopted a model based on an absorbing Markov chain. However, how to deal
with WuC collisions is not reflected in that paper. The BoWuR [17] protocol was
analyzed using a discrete time Markov chain and its performance improvement over
WuR was shown under saturated traffic conditions.

In Table B.1, we summarize the major differences between our protocols and
a few other state-of-the-art WuR protocols. None of the WuR protocols that have
been reported in the literature considered purely asynchronous networks for tack-
ling WuC collisions. Rather, the existing WuR protocols either perform network
synchronization before WuC transmissions, adopt a synchronous mode, or employ
CSMA/CA (IEEE 802.11) MAC to handle WuC collisions. For instance, multiple
nodes in a BoWuR based network count down their BO counters from the same
time instant, the same as what is used in WiFi where multiple stations start counting
down after a distributed coordination function (DCF) interframe space. Recall that
WuR works in an on-demand and purely asynchronous manner and the MCU of a
WuR-enabled node only wakes up when it generates a packet. The clusterhead does
not adopt any mechanism to keep track of such an on-demand wake-up pattern.
Therefore, it is infeasible to exchange periodic/aperiodic beacons for maintaining
network synchronization, especially in transmitter-initiated mode which is the
focus of this work. In this paper, we propose three MAC protocols which are
tailored to WuR-enabled WSNs/IoT networks operated in an asynchronous mode
and develop an analytical framework to evaluate the performance of these protocols.

III. NETWORK SCENARIO AND WUR DESCRIPTION

In this section, we first describe the network scenario and assumptions and then
present the design of a reference WuR.
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A. Network Scenario and Assumptions

Star and tree topologies are two popular network topologies that are used for
environmental surveillance in typical battery-powered WSN applications. In such
a network, sensor nodes monitor the environment in a specific sensing area and
transmit their measured/monitored data towards one common destination, the sink
or clusterhead. In this study, we consider an event-triggered data reporting WSN
with a star topology since such a scenario is more prone to transmission collisions.
The sensor nodes are WuR-enabled and are operated in the transmitter-initiated
mode. Collisions occur if the transmissions of more than one node overlap with
each other.

Cluster head

Clusterhead

Figure B.1: A WSN with multiple contending nodes and a sink.

Under such a scenario, consider a network cluster consisting of N + 1 sensor
nodes including one clusterhead andN member nodes, as shown in Fig. B.1. TheN
member nodes compete with each other in an asynchronous mode for data reporting
towards the clusterhead over a single hop. Each node has a finite queue capacity and
is equipped with a WuR transceiver in addition to its main radio.

Assume that at each node (except the clusterhead) packets are generated based
on a Poisson process with an arrival rate of λ. The channel is considered to be
error-free and no hidden terminal exists in this cluster.

B. Description of the Reference WuR Prototype
The reference WuR design considered in this study is based on the subcarrier
modulation WuR introduced in [3]. Its design details can be found in [3] [4]. A
CC1101 [25] chip, which operates in the 868 MHz ISM band and supports different
modulation techniques including on-off keying, is used as the main radio of a
node. To extend its transmission range, an additional CC1190 RF front-end [4] is
integrated at the transmitter, reaching a transmission power level of +20 dBm. A
125 kHz wake-up signal is modulated using on-off keying modulation on the 868
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Figure B.2: Illustration of the Cor-WuR, CCA-WuR, and CSMA-WuR protocols.

MHz carrier frequency at the transmitter. At the transmitter side, there is only one
channel through which both data and WuC are transmitted from the main radio by
switching the antenna alternatively.

At the receiver side, a WuRx is built based on an off-the-shelf low-frequency
integrated circuit, AS3932 [27], that works at 125 kHz with address decoding and
matching capabilities. An on-off keying modulated WuC is demodulated at the
receiver using a Schottky diode, followed by a low-pass filter. Afterward only the
envelope signal is processed at the WuRx. Upon detecting a wake-up signal, it inter-
rupts the MCU to switch from the sleep to the active mode. The WuC frame struc-
ture is based on AS3932 [27], consisting of a carrier burst, a preamble (0101010....
ON/OFF modulated carrier), and a 16-bit address.
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IV. TRANSMISSION PROTOCOLS FOR WUR

In this section, we present the design and working principle of a reference WuR
and then propose three MAC protocols with a focus on collision avoidance among
WuCs.

A. Correlator-WuR (Cor-WuR): A Benchmark Protocol

The reference WuR protocol considered in this paper is Cor-WuR, also refer-
eed to as SCM-WuR in [5], [11] and [17]. It can operate either in the transmitter-
initiated or the receiver-initiated mode. In what follows, we focus on a Cor-WuR
based WSN operated in the transmitter-initiated mode. A data transmission cycle
of the transmitter-initiated WuR lasts from the instant of a WuC initiation to the
instant when an acknowledgment (ACK) is received, as illustrated in Fig. B.2(a). In
the transmitter-initiated mode, a node which has a packet to transmit sends a WuC
to the targeted node using its main radio. After receiving the WuC and decoding
the address correctly, the targeted node switches on its main radio from the sleep
mode for data communication. Right after a data exchange finishes, both trans-
mitter and receiver switch off their main radios and go to sleep. However, both
nodes keep their WuRxs active and continuously listen to the channel. It is worth
mentioning that in Cor-WuR no ACK is sent upon the successful reception of the
WuC [5] [11]. Neither does it exist any MAC mechanism for WuC transmissions.
For the subsequent data transmission after receiving a WuC correctly, a MAC pro-
tocol, for instance CSMA/CA, could be adopted. Depending on the MAC protocol
being adopted, the main radio of the sending node may or may not perform CCA
or/and a BO procedure before a packet transmission.

In the rest of the section, we propose three MAC protocols for WuR to avoid
WuC collisions and explain their principles.

B. CCA Enabled WuR (CCA-WuR)

As mentioned earlier, the existing WuR solutions do not perform carrier sensing
prior to a WuC transmission. The main idea of a CCA enabled WuR is to make sure
that no other node is transmitting a WuC before it starts sending its own WuC. Such
a CCA mechanism reduces collision among WuCs. When an event is detected by
a WuR integrated sensor node, it performs CCA first to check whether the channel
is idle or not. If the WuR finds the channel idle for a CCA duration, it transmits
the WuC; otherwise it performs CCA again. This procedure will continue until the
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maximum number of attempts is reached. If the maximum number of attempts is
reached, the data frame will be discarded from the queue.

Since the WuC is sent through a wireless medium, all neighboring WuRxs
receive the same WuC. After decoding the WuC frame, the targeted WuR, i.e., the
clusterhead switches on its main radio for communication and the main radio of
the other nodes will continue to sleep. When both transmitting and receiving main
radios are switched on, data exchange starts immediately. The transmission cycle
ends up with an ACK from the receiving main radio to the transmitting main radio.
At the end of each transmission cycle, the main radios of both nodes go to sleep but
their WuRxs are still actively listening to the channel. The principle of CCA-WuR
is shown in Fig. B.2(b) for one data communication cycle.

C. CSMA-CA Enabled WuR (CSMA-WuR)

Although CCA-WuR is capable of handling light traffic load in WuR-based
WSNs, performing CCA alone is not sufficient to eliminate collisions among WuCs
during a high traffic load episode. To overcome the limitation of CCA-WuR, we
further propose CSMA-WuR, a CSMA-CA enabled WuR MAC protocol. CSMA-
WuR works similarly to the unslotted CSMA-CA MAC protocol of IEEE 802.15.4
but it is tailored to WuCs. It is worth mentioning that the main difference between
the CSMA/CA and the CSMA-CA protocol is the order of performing CCA and
BO. In CSMA/CA, a node performs CCA first and then BO afterward, whereas the
order is reversed in CSMA-CA.

In CSMA-WuR, upon detecting an event by a node, it first performs a BO
procedure without checking whether the channel is idle or not. As soon as the BO
waiting time ends, it checks the channel status by performing a CCA. If it finds the
channel idle for a duration of CCA, it sends a WuC. Otherwise it repeats the BO
and CCA procedure again. Similar to CCA-WuR, this procedure will be repeated
until the attempt limit has been reached. The rest of the CSMA-WuR operation
is the same as in CCA-WuR. The whole operation procedure of the CSMA-WuR
protocol is presented in Fig. B.2(c).

D. Adaptive WuR (ADP-WuR)

From the design principles of CCA-WuR and CSMA-WuR, it is clear that CCA-
WuR and CSMA-WuR are well suited for light and heavy traffic respectively. How-
ever, traffic load varies over time and it might not be beneficial to always employ
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ADP-WuR
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Perform CCA

NB> threshold?

Channel idle? Yes

Success

NB=NB+1

NB > MaxAttempt ?

Yes

Failure

No

Yes

Delay for random 

backoff period

No

No

Figure B.3: The working procedure of the ADP-WuR protocol.

either CCA-WuR or CSMA-WuR alone under all traffic conditions. Therefore, we
further propose an adaptive protocol which enables either CCA-WuR or CSMA-
WuR adaptively based on traffic conditions. To do so, each node needs to keep track
on its WuC transmission attempt counter and compares it with a pre-configured at-
tempt threshold for MAC mechanism adaptation.

Fig. B.3 illustrates the working procedure of ADP-WuR, where NB stands for
the BO stage. Considering a static network cluster, we set a pre-configured attempt
threshold in this study. Initially, a node follows the CCA-WuR mechanism for a
WuC transmission. If the transmission is unsuccessful up to the pre-configured
threshold (i.e., NB), it switches to CSMA-WuR for its next attempts of the ongoing
WuC transmission. Let us consider the attempt threshold as two. Whenever a node
detects an event, it follows CCA-WuR first. After two unsuccessful attempts, the
node adopts CSMA-WuR from its third attempt onward until the limit is reached.

Furthermore, the attempt threshold of a node may also be configured dynam-
ically based on traffic conditions or/and transmission status. To do so, each node
has to keep the statistics of its previous transmissions (e.g., WuC loss, successful
packet delay, number of attempts required for previous successful WuC transmis-
sions). Such a dynamic threshold provides more flexibility for MAC operations at
the cost of high complexity. On the other hand, for event-triggered data report-
ing, congestion may arise abruptly and releases after a short period. In this case,
the threshold adaptation scheme may not be able to keep up with the instantaneous
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traffic conditions and thus may not achieve the expected performance improvement.
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Figure B.4: Illustration of a busy period based on the proposed WuR protocols.

Fig. B.4 illustrates a generic busy period of CCA-WuR, CSMA-WuR and ADP-
WuR. A busy period is defined as the period that begins with the arrival of a packet
into an empty queue and ends when the queue becomes empty again. Note that all
packets generated during a busy period will be processed (either successfully trans-
mitted or discarded) in that busy period. In other words, a busy period may consist
of multiple packets, with one or more transmission attempts per packet as shown in
this figure. A successful attempt means that a packet is successfully delivered with
an ACK received at the transmitter, whereas a failed attempt means that a packet
is discarded after the retry limit has been reached. The lower half of this figure
illustrates the behavior of the transmitter for a successful and a failed attempt (note
that the detailed behavior within a transmission attempt is protocol dependent. As
an example, CSMA-WuR which requires BO plus CCA is shown in Fig. B.4 for
illustration purposes).

V. MODELING WUR PROTOCOLS

The analytical framework for modeling WuR and the proposed protocols is pre-
sented in this section. This framework was initially inspired by the approach pre-
sented in [12], which was based on the analysis of a regenerative cycle of the M/G/1
queue. In [12], the authors considered BO first and CCA afterward and accord-
ingly calculated packet loss probability based on a similar busy period definition
presented therein. However, their model was based on an infinite size queue and
assumed the same packet processing rate regardless of the BO period structure of
the adopted MAC protocol. A consequence of their assumption is that the key
performance metrics have the same value irrespectively of the BO periods of the
protocol under study. Furthermore, Cor-WuR, which is the benchmark for our pro-
tocol design, does not perform BO or CCA prior to WuC transmissions. Hence,
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the presented model in [12] is not directly applicable for performance evaluation of
Cor-WuR.

Considering a finite size queue, we develop below a generic framework for
performance evaluation of both Cor-WuR and the proposed protocols based on
an M/G/1/2 queuing model which captures the on-demand nature of the WuR
operation. Unlike the M/G/1 model, our model considers that there can be at most
two packets in the queue, i.e., the one at the head of the queue (HoL), whose
transmission is underway, plus another one. This choice is motivated by the fact
that sensors usually have small buffers, and also because a reduced buffer size
model (e.g., buffer-less; or equivalent formulations) is a technique that has been
adopted to extend Bianchi’s model [13] to a non-saturated scenario (see, e.g., [14]).
The validity and accuracy of this modeling approach will be verified through
extensive computer simulations (see Sec. VIII). The notations of the analytical
model are summarized in Table B.2.

A. Models for CCA-WuR, CSMA-WuR and ADP-WuR

In our model, we focus on a single representative device, referred to as the
tagged device. The tagged device is modeled as an M/G/1/2 queue in which the ser-
vice time of a packet represents the duration from the epoch that the packet arrived
at the HoL to the epoch it is transmitted successfully with an ACK or it is discarded.

The analysis of the model revolves around the calculation of the probability of
an unsuccessful attempt, i.e., the probability that the channel is sensed as busy right
after a CCA. Denote this probability as α and assume that it is constant regardless
of the attempt stage. A similar assumption is also adopted in many MAC protocol
studies, including [13]. Based on this assumption, it follows that the service time is
independent and identically distributed.

Using the same reasoning as in [12] we can write

α =
(N − 1)(1− PL) E[Γ](TCCA + TTA)

1/λ+ E[Γ] E[DHoL]
, (B.1)

where Γ is the number of packets served (note that served includes both success-
fully transmitted and acknowledged, and discarded after the maximum number of
attempts, M + 1) in a busy period; PL is the probability of a packet being discarded
after M + 1 unsuccessful attempts; TTA = Twuc + TMST + Tdata + TSIFS + Tack is
the total duration of a transmission attempt, including the reception of ACK; and
DHoL is the duration from the time a packet arrives at the HoL until right after the
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Table B.2: Notations Used in the Analytical Framework

Notation Description
N Number of nodes in the network/network cluster
Q Queue capacity of a node (in packets)
M + 1 Maximum number of attempts incl. 1 initial transmission and M attempts
Wi Contention window size in ith contention stage
λ Packet generation rate to a node
α Probability that the channel is sensed as busy right after each CCA
E[Γ] Expected number of packets served in a busy period
PS Successful packet transmission probability
PL WuC loss probability
a0 Probability that no packet arrives during the time a packet is at the HoL
wk Mean accumulated duration including BO and CCA for the k-th attempt
E[DHoL] Mean sojourn time of a packet at the HoL
TFA Duration of a failed transmission attempt
TSA Duration of a successful transmission attempt
E[TBP] Mean duration of a busy period
E[A] Expected number of transmission attempts per frame

last CCA for that packet (after the last CCA the packet will be either transmitted or
discarded).

In what follows, we derive expressions for PL, E[DHoL], and E[Γ], which in
turn depend on α. Thus, when substituted into (B.1) a non-linear equation will be
obtained from which the value of α can be solved numerically. Clearly,

PL = αM+1. (B.2)

Let Wi and σ denote, respectively, the contention window size at the i-th BO stage
and the duration of a BO slot. The mean accumulated duration of the BO plus CCA
until the k-th transmission attempt, wk, is given by

wk =
k−1∑
i=0

Wi − 1

2
σ + kTCCA. (B.3)

Then, the expected HoL delay can be obtained as

E[DHoL] =
M∑
v=0

αv(1− α)wv+1 + αM+1wM+1. (B.4)

The first part of (B.4) corresponds to a situation where the transmission, includ-
ing WuC and data, is successful, whereas the second part corresponds to a situation
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where a WuC is discarded after M + 1 unsuccessful CCA attempts.

At the time instant a packet reaches the HoL, it will be the only packet in the
queue. Thus, if no packet arrives during its sojourn at the HoL, that packet will be
the last one in a busy period (see Fig. B.4). Let us denote by a0 the probability of
this event, i.e, that no packet arrives during the time a packet is at the HoL. Then,
the number of packets served in a busy period, Γ, follows a geometric distribution

Pr(Γ = k) = (1− a0)k−1a0, k = 1, 2, . . . , (B.5)

and
E[Γ] =

1

a0

. (B.6)

Let us now represent by S the sojourn time of a packet at the HoL, i.e., the
time from its arrival at the HoL until it is successfully transmitted (including the
reception of ACK) or discarded. Note that S = DHoL if the packet is discarded, and
S = DHoL + TTA if it is transmitted. Furthermore, let fS(t) denote the probability
density function of S. Then, recalling that the packet generation process is Poisson,
we can write

a0 =

∫ ∞
0

fS(t)e−λt dt = L{fS}(λ), (B.7)

where L{fS}(λ) denotes the Laplace transform of fS evaluated at λ.

Using Laplace transforms it can be shown that (the details of this deduction are
omitted due to the page limit)

a0 =
M∑
v=0

αv(1− α)Hv+1(λ)e−TTAλ + αM+1HM+1(λ), (B.8)

where

Hn(s) =
e−nTCCAs

(1− e−σs)n
n−1∏
i=0

1− e−Wiσs

Wi

. (B.9)

Although the numerical evaluation of (B.8) does not pose a problem, we propose
herein an alternative approach to obtain a0, based on an approximation, that leads
to a simpler derivation and expression. The approximation consists of substituting
the random duration of each BO stage by its mean value. Using this approximation,
it easily follows that

a0 ≈
M∑
v=0

αv(1− α)e−(wv+1+TTA)λ + αM+1e−wM+1λ. (B.10)
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As noted, substituting (B.2), (B.4), (B.6) (along with (B.8) or (B.10)) into (B.1)
yields a non-linear equation from which the value of α can be solved numerically.

Next we particularize the coefficients wk (defined in (B.3)) for each of the con-
sidered protocols and introduce a minor adaptation of the analysis for the case of
WuR.

B. CCA-WuR
CCA-WuR performs CCA prior to a WuC transmission but not BO. This is equiva-
lent to considering a contention window of size equal to 1 regardless of the attempt
stage, i.e., Wi = 20 = 1 for i = 0, 1, . . . ,M . Then,

wk = kTCCA. (B.11)

C. CSMA-WuR
Prior to WuC transmission, the CSMA-WuR protocol performs BO and then
CCA. In all attempt stages the random number of slots is selected uniformly from
{0, 1, . . . ,W −1}, i.e., the size of the contention window is kept constant: Wi = W

for i = 0, 1, . . . ,M .

Hence, wk can be calculated as

wk = k

(
W − 1

2
σ + TCCA

)
. (B.12)

D. ADP-WuR
The ADP-WuR protocol is a combination of the two previous ones. In the first t
attempts it behaves as CCA-WuR, and as CSMA-WuR after that. That is,

Wi =

1 if i = 0, . . . , t− 1

W if i = t, . . . ,M + 1,
(B.13)

and then

wk =

kTCCA if k = 0, . . . , t− 1

(k − t+ 1)W−1
2
σ + kTCCA if i = t, . . . ,M + 1.

(B.14)

E. Model for Cor-WuR
According to Cor-WuR, a node sends a WuC to the intended WuRx whenever it
generates a data packet. Unlike in the above analyzed protocols, collisions with the
transmission of other devices are more likely to occur since no CCA is performed.
Thus, it is essential to investigate the collision probability.
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Let us denote by α the collision probability. As before, α represents the prob-
ability of an unsuccessful transmission attempt, but now the transmission (of the
WuC and the data frame that follows) actually occurs and the failure is detected
when the ACK timer times out.

After a failed attempt, a device starts over the transmission process until the
maximum number of attempts, M + 1, has been reached. If the transmission could
not be completed successfully after the maximum number of attempts, the device
simply discards that data packet. The illustration of a frame transmission is pre-
sented in Fig. B.5, where TFA = Twuc +TMST +Tdata +TSIFS (respectively, TSA = TTA)
is the duration of a failed (respectively, successful) transmission attempt.

A transmission attempt of the tagged device will be successful if no busy periods
of the otherN−1 devices overlap with its. For this to occur, none of the otherN−1

devices should start a busy period during the vulnerable period of the transmission
of the tagged device. For simplicity, we assume that all busy periods have a constant
duration equal to its mean, E[TBP]. With this assumption, an approximation for the
collision probability can be obtained as follows

1− α ≈
(
e−

λ
E[Γ]

(E[Γ] E[A]TFA+TSA)
)N−1

. (B.15)

In this approximation, it is also assumed that busy periods occur according to a
Poisson process with rate λ/E[Γ].

The mean duration of a busy period is given as

E[TBP] = E[Γ] E[A]TFA, (B.16)

where A is the number of transmission attempts per frame, and its mean value is
obtained as follows

E[A] =
M∑
i=0

αi(1−α)(i+1)+(M+1)αM =
1− αM+2

1− α
+(M+1)αM−(M+2)αM+1.

(B.17)

Since the WuC is sent without a prior BO or CCA, the probability that no packet
arrives during a packet sojourn at the HoL can be approximated as

a0 ≈
M∑
v=0

αv(1− α)e−(vTFA+TSA)λ + αM+1e−(M+1)TFAλ. (B.18)

As no retransmission (after a failed attempt) is considered in Cor-WuR, (B.18)
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Figure B.5: A transmission cycle of Cor-WuR.

is simplified by setting M = 0

a0 ≈ (1− α)e−TSAλ + αe−TFAλ, (B.19)

which can be further simplified if we assume that TTA = TSA ≈ TFA:

a0 ≈ e−TTAλ. (B.20)

Similarly, E[A] = 1. Substituting these simplified equations into (B.15) yields

α ≈ 1− e−(N−1)λTSA(1+e−TTAλ). (B.21)

VI. PERFORMANCE ANALYSIS

To evaluate the performance of the WuR MAC protocols, we define three per-
formance metrics and derive their expressions based on the obtained unsuccessful
attempt probability.

A. WuC Loss Probability
The WuC loss probability, denoted by PL, is defined as the probability of a packet
being discarded after M + 1 unsuccessful attempts. The WuC loss probability has
already been introduced in Sec. V.A and its general expression is given in (B.2).
Note, however, that the mean accumulated duration including BO and CCA for the
k-th attempt, wk, which is needed for PL calculation, is protocol specific.

Since Cor-WuR discards a packet after one unsuccessful attempt, PL can be
obtained directly using (B.21), i.e., PL = α.
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B. Average Packet Delay
The average delay, denoted by TS , is defined as the duration from the time a packet
arrives at the HoL until it is successfully transmitted or discarded. This means that
the delay experienced by an unsuccessful packet before it is discarded has been
counted in the expressions derived below. Accordingly, TS can be calculated as

TS = (1− PL)Tt + PLTL, (B.22)

where Tt and TL are the mean delays from the time a packet arrives at the HoL until
it is successfully transmitted (including the reception of ACK) and lost respectively.
TL is given as

TL =
M∑
i=0

Wi − 1

2
σ + (M + 1)TCCA.

The mean HoL delay can be written as E[DHoL] = PLTL+(1−PL)(Tt−TTA), where
the (Tt − TTA) term corresponds to the HoL delay for a successfully transmitted
packet. Now, Tt can be obtained as

Tt =
E[DHoL]− PLTL

1− PL
+ TTA.

For a given protocol, E[DHoL] and TL can be formulated based on the protocol
behavior (e.g., for CCA-WuR, we have TL = (M + 1)TCCA).

The Cor-WuR protocol does not perform CCA or BO. Correspondingly, we
have TS = PLTFA + (1− PL)TSA.

C. Energy Consumption

The energy consumption is quantified by ES (in Joule), which represents the av-
erage energy consumed by the tagged device when it attempts to transmit a packet.
This attempt can result in a successful transmission or a failed one. Let Ewuc, Edata,
Eack, ECCA, ESIFS, Eidle, Ebo, and EMST be respectively the energy consumptions for
WuC transmission, data packet transmission, ACK reception, CCA, SIFS, idle slot,
BO, and switching on the MCU. Then ES is given as

ES = (1− PL)Et + PLEL, (B.23)

where Et and EL are the energy consumed for a successful and lost packet respec-
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tively, and EL can be calculated as

EL =
M∑
i=0

Wi − 1

2
Ebo + (M + 1)ECCA.

The average energy consumed by a packet during BO and CCA, denoted as EHoL,
can be formulated as

EHoL = PLEL + (1− PL)(Et − ETA), (B.24)

where ETA = Ewuc + EMST + Edata + ESIFS + Eack and (Et − ETA) is the energy
consumed by a successful packet during BO and CCA. Now, Et can be calculated
as

Et =
EHoL − PLEL

1− PL
+ ETA, (B.25)

where

EHoL =

M∑
v=0

αv(1− α)

M∑
i=0

Wi − 1

2
Ebo + (M + 1)ECCA + αM+1EL.

Note that EL and EHoL depend on the behavior of each specific protocol (e.g., for
CCA-WuR, EL = (M + 1)ECCA and EHoL = (M + 1)ECCA + αM+1EL).

As mentioned earlier, Cor-WuR does not perform CCA or BO. Therefore, ES =

PLEFA + (1− PL)ESA where ESA = ETA and EFA = Ewuc +EMST +Edata +ESIFS.

VII. EFFECT OF DATA RATE AND ADDRESS SCHEME

In this section, we present two techniques for performance improvement of WuR
protocols obtained from our MAC protocol design experience.

A WuC consists of a carrier burst, preamble, and 16-bit address scheme. Since
a WuC is modulated using on-off keying and transmitted at a lower data rate, the
duration of a WuC is indeed longer than that of a data packet. For example, the time
needed to transmit a data packet with a size of 35 bytes at a data rate of 250 kbps
is 1.12 ms [12], whereas the WuC transmission time is 12.2 ms [5]. Due to such a
long WuC transmission, the busy period increases, resulting in a reduced successful
packet transmission probability. One of the effective ways to shorten WuC duration
is to increase the date rate for WuC transmissions. It is worth mentioning that the
benchmark Cor-WuR [5] adopted 2730 bps for its WuC transmission. We recom-
mend therefore to increase the data rate of WuC transmissions, to, e.g., 5460 bps.
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Table B.3: Parameter Configuration [5] [11] [17] [26] [27]

Radio type Parameter Value Unit
Common Supply voltage 3 V

Main radio

Data rate 250 kbps
Transmission current 17.4 mA
Reception current 18.8 mA
Idle current 20 µA
SIFS duration 192 µs
Payload size 35 bytes
ACK frame size 11 bytes

Wake-up radio

WuC duration 6, 12.2 ms
WuC Transmission current 152 mA
Reception current (WuRx) 8 µA
Sleep current 3.5 µA
BO current 5.16 mA
CCA current 20.28 mA
MCU switching current 2.7 µA
Time to switch on MCU 1.79 ms
CCA duration 1.92 ms
Slot time 320 µs
Contention window size 32, 64 slots
WuC packet size 4, 2 bytes
Maximum WuC attempts 7 times

However, a tradeoff between WuC duration and coverage needs to be considered
before deciding which data rate to adopt.

Another point for performance improvement is to apply a shorter address
scheme. The IEEE 802.15.4 standard adopts a 16-bit address scheme to cover
up to 216 nodes. However, such a network size is not common for small or
medium size WuR enabled WSNs since it increases WuC delay and energy cost
significantly. With a shorter address, the busy period shrinks and the successful
WuC transmission probability increases. For a network cluster composed of up to
256 nodes, we would configure the address length to 8 bits.

VIII. NUMERICAL RESULTS AND DISCUSSIONS

In this section, we provide numerical results to evaluate the performance of the
WuR protocols. The accuracy of the analytical model has been verified by discrete-
event simulations. In all cases, the discrepancy between the analytical results and
those obtained by simulations was below 2%. Note that ana and sim in these fig-
ures indicate the results obtained from analytical expressions and simulations re-
spectively.
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Consider a WuR WSN as shown in Fig. 1, with an average packet arrival rate of
λ = 10 packets/s and variable traffic load represented by different number of nodes,
N ∈ {10, 15, ..., 30}, in the network. The remaining parameters are configured
based on the specifications listed in Table B.3.

To perform computer simulations, we made a custom-built discrete-event
simulator. The developed simulator mimics the behavior of the studied WuR
MAC protocols according to the principle of each protocol presented above.
That is, a WuR-enabled node wakes up upon the arrival of a packet into the
queue and maintains a timestamp to keep track the time duration of every single
state transition. The sending node follows the procedure of the adopted MAC
protocol, i.e., Cor-WuR, CCA-WuR, CSMA-WuR, or ADP-WuR prior to each
WuC transmission. Upon receiving a WuC, the clusterhead, which is the only
targeted receiver in our scenario, decodes and validates the address of the WuC.
If the decoded address matches its own, it switches on its main radio for data
communication. The timestamp for each packet is maintained until the packet has
been successfully delivered or is discarded. Note that the simulation results are
completely independent of the analytical model and expressions presented earlier
in Section V.

A. WuC Loss Probability: A Comparison of Four Protocols

Fig. B.6 presents the PL variation as the network size, N , varies. From this
figure, it is evident that the analytical results match precisely the simulation results.
With a large margin, all three proposed protocols outperform the Cor-WuR protocol
in terms of WuC loss probability, PL. The reason is that Cor-WuR does not have a
defer mechanism for WuC transmissions. On the contrary, our proposed protocols
enable CCA, or BO plus CCA, or adaptive mechanism prior to WuC transmissions,
thus eliminating collisions. Therefore, data transmissions with higher reliability can
be achieved based on the proposed protocols.

On the other hand, PL increases with the number of nodes. When traffic load
increases in the network, the duration of busy periods increases, leading to a lower
successful WuC transmission probability. A similar trend applies to all the studied
protocols as the network size grows. Among CCA-WuR, CSMA-WuR, and ADP-
WuR, the latter two perform slightly better than CCA-WuR, thanks to the additional
BO procedure. The CSMA-WuR and ADP-WuR show nearly similar performance
all the studied network size. This is due to the fact that the ADP-WuR performs BO
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Figure B.6: WuC loss probability comparison of Cor-WuR, CCA-WuR, CSMA-WuR, and
ADP-WuR with the WuC duration as 12.2 ms.
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Figure B.7: Average packet (successful/discarded) delay comparison of Cor-WuR, CCA-
WuR, CSMA-WuR, and ADP-WuR when the WuC duration is 12.2 ms.

in addition to CCA when the transmission when pre-configured threshold exceeds.

B. Average Packet Delay

Fig. B.7 illustrates how the average delay for a successful or discarded packet
varies with different network sizes. From the figure it is clear that TS of Cor-WuR
is the shortest one among all four protocols and it is constant regardless of the
network size. This behavior is mainly due to the fact that Cor-WuR neither performs
CCA or BO prior to a WuC transmission nor does it allow any retransmissions. On
the contrary, our proposed protocols perform CCA or CCA plus BO before WuC
transmissions for both initial and retry attempts. Such CCA or BO plus CCA and
retry stages introduce extra delay for WuC transmissions. Among the proposed
three protocols, the average packet delay of CCA-WuR is the shortest since it needs
only CCA before a WuC transmission. Between CSMA-WuR and ADP-WuR, the
latter one performs better since it performs BO (prior to CCA) only after the pre-
configured attempt threshold is reached. On the other hand, the average packet
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Figure B.8: Comparison of proposed protocols in terms of average delay for a successful
packet when the WuC duration is 12.2 ms.
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Figure B.9: Energy consumption comparison of Cor-WuR, CCA-WuR, CSMA-WuR, and
ADP-WuR when the WuC duration is 12.2 ms.

delay, Ts, of CSMA-WuR and ADP-WuR becomes longer with a larger network
size, whereas an opposite trend is observed for the delay of CCA-WuR. The reason
is as follows. The CCA-WuR protocol keeps a packet in the queue for only up
to 7 CCA intervals, (i.e., 7 × TCCA = 13.44 ms) before discarding the packet and
this duration is shorter than the duration of a successful packet transmission. More
specifically, a successful transmission (even if it occurs after the first CCA, i.e.,
TCCA + TTA = 17.382 ms where TCCA= 1.92 ms and TTA= 12.2 ms + 1.79 ms +
(35+11)×8 bits/250 kbps = 15.462 ms) takes more time than discarding the packet
after seven unsuccessful CCA attempts. As observed in Fig. 6, the proportion of
packets that are discarded, PL, increases with network size. As a consequence, the
average packet delay decreases.

Fig. B.8 represents the average delay for transmitting a packet successfully
based on the proposed protocols. It is observed that CCA-WuR performs better
than the other two protocols since no BO is performed in CCA-WuR. When com-
paring the delay and loss probability performance of Cor-WuR versus the proposed
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protocols as shown in Fig. B.6 - Fig. B.8, we need to keep in mind that Cor-WuR,
which achieves the shortest delay, does not allow retransmissions. This means that
each generated packet will be transmitted only once, regardless of its transmission
history. Therefore, employing Cor-WuR directly could lead to a disadvantage that
no packets will be transmitted successfully when the network size is large.

C. Average Energy Consumption
The average energy consumption for each WuC transmission (success-
ful/unsuccessful) with various network sizes is illustrated in Fig. B.9 for
these four protocols. As shown in the figure, the energy cost of all three proposed
protocols is lower than that of Cor-WuR. This is obvious because a node needs
to consume nearly an equal amount of energy for a lost or a successful WuC
transmission when Cor-WuR is employed. On the other hand, a node that operates
on one of our protocols consumes lower energy for the lost WuC transmission
since it simply discards data packet after performing CCA or BO plus CCA when
the attempt threshold has been reached. Among these three protocols, CCA-WuR
consumes lowest energy since it performs merely CCA prior to WuC transmissions.

D. Tradeoff of Higher Bit Rate and Short Address
We now demonstrate the benefits of applying a shorter address and a higher data
rate for WuC, the two techniques presented in Section VII. Although the numerical
results are obtained based on an 8-bit address and a 5460 kbps WuC transmission
data rate, these parameters are application dependent and are re-configurable.

Fig. B.10 illustrates the effects of these two techniques on the performance the
three proposed protocols in terms of WuC loss probability, average packet delay
and average energy consumption respectively. From Fig. B.10(a), it is evident that
the WuC loss probability decreases with a higher WuC transmission data rate. This
is because the WuC duration becomes shorter with a higher data rate. Similarly, the
performance with an 8-bit address is better than that of a 16-bit address for all three
protocols since shorter time is needed to transmit a WuC with a smaller frame size,
leading to a lower PL.

The effects on average packet delay are presented in Fig. B.10(b). All the pro-
posed protocols exhibit similar behavior, i.e., TS with a higher data rate (at 5460
bps), is shorter than the one that is obtained from its counterpart (at 2730 bps).
When a shorter address is adopted, the average packet delay of all the protocols
further reduces. For the delay behavior with respect to traffic load or network size,
the same trend as shown in Fig. B.7 has been observed. That is, the average packet
delay increases with a larger network size for CSMA-WuR and ADP-WuR but de-
creases for CCA-WuR. The reason is the same as explained in Subsection VIII.B.

97



B

Paper B: MAC Protocols for Wake-up Radio

10 15 20 25 30
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Number of nodes (N)

W
uC

 lo
ss

 p
ro

ba
bi

lit
y 

 

 

10 15 20 25 30
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Number of nodes (N)

 

 

W
uC

 lo
ss

 p
ro

ba
bi

lit
y 

10 15 20 25 30
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Number of nodes (N)

W
uC

 lo
ss

 p
ro

ba
bi

lit
y 

 

 

WuC= 12.2 ms (sim)
WuC= 12.2 ms (ana)
WuC= 6.3 ms (sim)
WuC= 6.3 ms (sim)
WuC= 4.7 ms (sim)
WuC= 4.7 ms (ana)

WuC=12.2 ms (sim)

WuC=12.2 ms (ana)

WuC=6.3 ms (sim)

WuC=6.3 ms (ana)

WuC=4.7 ms (sim)

WuC=4.7 ms (ana)

WuC=12.2 ms (sim)
WuC=12.2 ms (ana)
WuC=6.3 ms (sim)
WuC=6.3 ms (ana)
WuC=4.7 ms (sim)
WuC=4.7 ms (ana)

(I) CCA−WuR (II) CSMA−WuR (III) ADP−WuR

(a) WuC loss probability.

10 15 20 25 30
0.013

0.014

0.015

0.016

0.017

0.018

0.019

0.02

Number of nodes (N)

A
ve

ra
ge

 p
ac

ke
t d

el
ay

 (
in

 s
ec

.)

 
10 15 20 25 30

0.032

0.034

0.036

0.038

0.04

0.042

0.044

0.046

0.048

Number of nodes (N)

A
ve

ra
ge

 p
ac

ke
t d

el
ay

 (
in

 s
ec

.)

 10 15 20 25 30
0.032

0.034

0.036

0.038

0.04

0.042

0.044

0.046

0.048

Number of nodes (N)

A
ve

ra
ge

 p
ac

ke
t d

el
ay

 (
in

 s
ec

.)

 

WuC=12.2 ms (sim)

WuC=12.2 ms (ana)

WuC=6.3 ms (sim)

WuC=6.3 ms (ana)

WuC= 4.7 ms, (sim)

WuC=4.7 ms (ana)

WuC=12.2 ms (sim)

WuC=12.2 ms (ana)

WuC=6.3 ms (sim)

WuC=6.3 ms (ana)

WuC=4.7 ms (sim)

WuC=4.7 ms (ana)

WuC=12.2 ms (sim)

WuC=12.2 ms (ana)

WuC=6.3 ms (sim)

WuC=6.3 ms (ana)

WuC=4.7 ms (sim)

WuC=4.7 ms (ana)

(III) ADP−WuR(II) CSMA−WuR(I) CCA-WuR

(b) Average packet delay.

10 15 20 25 30

1.5

2

2.5

3

3.5

4

A
ve

ra
ge

 en
er

gy
 co

ns
um

pt
io

n 
(in

 m
J)

WuC=4.7 ms (ana)
WuC=4.7 ms (sim)
WuC=6.3 ms (ana)
WuC=6.3 ms (sim)
WuC=12.2 ms (ana)
WuC=12.2 ms (sim)

10 15 20 25 30
1.5

2

2.5

3

3.5

4

4.5

Number of nodes (N)

A
ve

ra
ge

 en
er

gy
 co

ns
um

pt
io

n 
(in

 m
J)

 

WuC=4.7 ms (ana)
WuC=4.7 ms (sim)
WuC=6.3 ms (ana)
WuC=6.3 ms (sim)
WuC=12.2 ms (ana)
WuC=12.2 ms (sim)

10 15 20 25 30
1.5

2

2.5

3

3.5

4

Number of nodes (N)

A
ve

ra
ge

 en
er

gy
 co

ns
um

pt
io

n 
(in

 m
J)

 

WuC=4.7 ms (ana)
WuC=4.7 ms (sim)
WuC=6.3 ms (ana)
WuC=6.3 ms (sim)
WuC=12.2 ms (ana)
WuC=12.2 ms (sim)

Number of nodes (N)

(I) CCA-WuR (II) CSMA-WuR (III) ADP-WuR

(c) Average energy consumption.

Figure B.10: Effects of data rate and address length for WuC transmissions.
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Figure B.11: WuC loss probability comparison of BoWuR, CCA-WuR, CSMA-WuR, and
ADP-WuR with the WuC duration as 12.2 ms.

As can be observed in Fig. B.10(c), lower energy consumption is achieved
for all three protocols with a higher data rate and a shorter address length. This
is because the higher the data rate, the shorter the WuC duration. So does the
effect from a shorter WuC address. With a shorter WuC duration, lower energy is
consumed. Since in our protocols a discarded packet consumes lower energy than a
successfully transmitted packet does and the number of discarded packets increases
with a larger N , the downward trend of E with N is self-evident.

Furthermore, it is expected that the performance of all these protocols dete-
riorates under an error-prone channel. However, the performance curves will still
exhibit a similar trend as shown above under an error-free channel assumption since
WuC losses due to protocol behavior is statistically independent of losses caused by
channel impairments [23]. Accordingly, we can claim that Cor-WuR will reach the
non-deliverable stage for packet transmissions earlier due to both channel failures
and transmission collisions in an error-prone channel, whereas our proposed proto-
cols would still be operational over a wider range of network size and traffic load
conditions.

E. Performance Comparison with BoWuR

In this subsection, we compare the performance of our proposed protocols with
BoWuR [17], which is a representative WuR protocol based on CSMA/CA. The
BoWuR protocol performs CCA first and then BO (i.e., as in IEEE 802.11 DCF
but prior to WuC transmissions). BoWuR assumes that all nodes in a network are
synchronized, and can freeze their BO and defer transmissions upon overhearing a
WuC transmission. It allows a node to retransmit a WuC if a collision happened
in the previous transmission attempt. A node discards a WuC if the retransmission
limit attempt is exceeded. The performance of BoWuR is evaluated under saturated
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Figure B.12: Average energy consumption comparison of BoWuR, CCA-WuR, CSMA-
WuR, and ADP-WuR when the WuC duration is 12.2 ms.

traffic in [17]. To make a fair comparison, we have studied and analyzed the per-
formance of BoWuR versus our protocols under unsaturated traffic condition based
on [23]. For the performance comparison results presented below, we considered
N ∈ {1, 2, ..., 30} and the remaining parameters are configured according to Table
B.3.

The performance of the WuC loss probability as the number of nodes varies
is shown in Fig. B.11. The WuC loss probabilities for these four protocols, i.e.,
BoWuR (marked as BoWuR [loss] in the figure), CCA-WuR, CSMA-WuR and
ADP-WuR, are calculated based on the discarded packets when the attempt limit
is exceeded. From the figure, it is observed that BoWuR outperforms the proposed
protocols with respect to this probability. This benefit is however achieved at an
assumption on network synchronization which is not realistic for on-demand based
WuR operations. In the same figure, we show another curve for BoWuR (marked as
BoWuR [collision]), illustrating the collision probability for BoWuR which will be
used for delay and energy comparison in the following paragraphs.
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Figure B.13: Average successful packet delay comparison of BoWuR, CCA-WuR, CSMA-
WuR, and ADP-WuR when the WuC duration is 12.2 ms.
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The average energy consumption comparison of these four protocols is illus-
trated in Fig. B.12. As expected, the proposed protocols require lower energy than
BoWuR under all configured network sizes. This is because a BoWuR node still re-
transmits its WuC even if the previous WuC transmission is collided. With a higher
collision probability (the BoWuR [collision] curve shown in Fig. B.11) at a larger
network size, the number of retransmissions for a successful WuC transmission will
be higher, leading to higher energy consumption. On the contrary, the proposed pro-
tocols perform CCA after BO to check the channel occupancy status and continue
the BO procedure if the channel is not idle, i.e., the energy needed for WuC trans-
missions is saved. The same procedure will be repeated until a WuC transmission
is successful or the attempt limit has been reached.

Furthermore, Fig. B.13 presents a comparison of the average packet delay for
successfully transmitted packets among BoWuR and our proposed protocols. It is
observed that the average successful packet delay of all the proposed protocols is
shorter than that of BoWuR for a large network. This is because a BoWuR node
freezes its BO counter if it does not win the channel access competition and it has
to retransmit the packet if the previous WuC transmission collides. The delay of
BoWuR increases significantly with the number of nodes since the WuC collision
probability (the BoWuR [collision] curve shown in Fig. B.11) grows with a larger
network size.

IX. CONCLUSIONS

In this paper, we proposed three WuR protocols known as CCA-WuR, CSMA-WuR,
and ADP-WuR respectively with a focus on collision avoidance of WuCs and apply-
ing WuR to various traffic conditions. An M/G/1/2 model is developed to evaluate
the performance of the proposed protocols as well as of a benchmark protocol, Cor-
WuR. The obtained analytical and simulation results coincide with each other and
demonstrate that all three proposed protocols outperform Cor-WuR in terms of WuC
loss probability and average energy consumptions, at the cost of a longer packet de-
lay. Among these three protocols, CCA-WuR suits best for applications where both
short delay and high energy-efficient communication are required while a moderate
packet loss probability is tolerable. Meanwhile, CSMA-WuR and ADP-WuR are
preferable when packet delivery reliability is of more importance. Between CSMA-
WuR and ADP-WuR, the latter one performs better in terms of packet delay and
energy consumption. As our future work, we will further study quantitatively the
impact of error rate in error-prone channels on the performance of the studied pro-
tocols, investigate the feasibility of using pseudo-orthogonal sequences for wake-up
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signal generation, and implement the proposed protocols in a test-bed for real-life
experiment based performance evaluation. With such implementations and deploy-
ments, the applicability of WuR-based WSNs/IoT networks to industrial as well as
other environments is expected to boom in years to come.
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Enabling Early Sleeping and Early Data Transmission
in Wake-up Radio-enabled IoT Networks

Debasish Ghose, Anders Frøytlog, and Frank Y. Li

Abstract — Wireless sensor networks (WSNs) are one of the key enabling
technologies for the Internet of things (IoT). In such networks, wake-up radio
(WuR) is gaining its popularity thanks to its on-demand transmission feature
and overwhelming energy consumption superiority. Despite this advantage,
overhearing still occurs when a wake-up receiver decodes the address of a
wake-up call (WuC) which is not intended to it, causing a certain amount of ex-
tra energy waste in the network. Moreover, long latency may occur due to WuC
address decoding since WuCs are transmitted at a very low data rate. In this
paper, we propose two schemes, i.e., early sleeping (ES) and early data trans-
mission (EDT), to further reduce energy consumption and latency in WuR-
enabled IoT/WSNs. The ES scheme decodes and validates an address bit-by-
bit, allowing those non-destined devices go to sleep at an earlier stage. The
EDT scheme enables a sender to transmit small IoT data together with WuC
packets so that the main radio does not have to be in full operation for data
reception. We implement both schemes through a WuR testbed. Furthermore,
we present a framework based on M/G/1 and assess the performance of the
schemes through both theoretical analysis and simulations.

Keywords—WSNs, IoT, WuR, early sleeping, early data transmission, imple-
mentation and testbed, modeling and performance evaluation.

I. INTRODUCTION

The 5th generation (5G) wireless network aims to facilitate various unprecedented
capacities such as enhanced mobile broadband (eMBB), massive machine-type
communications (mMTC), as well as ultra-reliable low latency communications
(URLLC) [2]. Furthermore, a heterogeneous network integrating 5G with the
Internet of things (IoT) paves the way for massive IoT applications [3] [4]. With
the inter-network connectivity 5G IoT provides to small-size, low-cost, and often
battery-powered devices, a variety of applications are envisaged, ranging from
mission-critical services, smart home and smart city, to industrial automation and
smart farming [5] [6] [7]. In such massive IoT and wireless sensor network (WSN)

*Manuscript submitted October 02, 2018. This work was presented in part at the IEEE Interna-
tional Conference on Communications (ICC), Kansas City, MO, USA, May 2018 [1].
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applications, performing energy-efficient communication for battery powered
IoT/WSN devices is of vital importance [8] [9].

Traditionally, duty-cycled (DC) medium access control (MAC) mechanisms,
which allow WSN devices sleep and wake up periodically or aperiodically, have
been adopted to reduce energy consumption. However, idle listening and overhear-
ing occur in DC-MAC mechanisms during their active periods when a node senses
the channel for receiving control messages and when an unintended node overhears
the transmission of other nodes respectively. In recent years, wake-up radio (WuR)
has emerged as a convincing solution to replace DC-MAC for providing energy-
efficient communication in IoT/WSN networks [10] [11].

In a WuR-enabled IoT/WSN node, an auxiliary wake-up receiver (WuRx) is
attached to the micro-controller unit (MCU) of a main radio (MR). While the MR,
which is responsible for data transmission, is active only when necessary, the WuRx
is always on, waiting for detecting wake-up calls (WuCs) at any time. The power
consumption of a WuRx is 1000 times lower than that of the MR, i.e., the reception
power of WuRx is in µW whereas it is in mW when a main radio is in full opera-
tion [10]- [16]. Upon the detection/reception of such a WuC sent by a transmitter,
the destined WuRx triggers its MR to wake up from the sleep mode to perform
data communication afterwards. In addition to this overwhelming energy saving,
another advantage of WuR is that it works in a purely asynchronous manner. Such
an on-demand communication operation remarkably reduces latency in comparison
with DC-based MAC operations.

WuR was initially developed for energy-efficient data collection and reporting
in WSNs. Over time, the application scenarios of WuRs have been expanded to
diverse wireless networks including IoT, Wi-Fi, and mMTC. Despite the great su-
periority on energy consumption that WuR provides, overhearing is not eliminated
in WuR-enabled IoT networks. Indeed, overhearing occurs when a node decodes
and validates an address of a WuC which is not intended to it. Although a WuRx
operates in µW, the effect of overhearing in WuR-IoT cannot be simply ignored
considering the effect of energy-hungry (decoding and matching) components in
WuRxs, long WuC duration, and network size. On the other hand, low latency com-
munication is an important performance indicator in many IoT applications. Very
recently, the third generation partnership project (3GPP) has started to work on stan-
dardizing early data transmissions (EDT) as one of the 5G new radio techniques to
further support energy-efficient and low latency communication for mMTC appli-
cations [17] [18]. So far, little work can be found in the literature with respect to
reducing overhearing and latency in WuR-enabled IoT considering WuC decoding
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and EDT. This paper makes an effort towards this direction.
In this paper, we propose two schemes, referred to as early sleeping (ES) and

EDT respectively, tailored for eliminating overhearing and shortening latency in
such networks. More specifically, ES decodes and matches the address of a WuC
bit-by-bit so that the non-destined nodes can go to sleep at an earlier stage. EDT
enables a transmitter to send IoT small data encoded with a WuC so that a data
transmission may be completed without fully waking up the MR. Both schemes are
implemented through a WuR testbed. Furthermore, we develop a queuing model to
evaluate the performance of the proposed schemes in WuR-IoT. Extensive simula-
tions are performed to validate the accuracy of the analytical model. In brief, the
main contributions of this work are as follows:

• Two energy-efficient schemes are proposed for WuR-enabled IoT, i.e., ES and
EDT. While both schemes reduce the energy consumption of such a network,
the latter one also minimizes the latency of data transmission.

• For proof of concept, the schemes are implemented in a small-scale WuR
testbed and the functionalities of these schemes are demonstrated via the
testbed.

• To evaluate the performance of the ES and EDT schemes for a larger network,
we present a generic framework based on an M/G/1 queuing model. The
accuracy of the model is validated through discrete-event simulations.

• Analytical expressions for three performance parameters including packet de-
livery ratio (PDR), latency, and energy consumption are derived based on the
proposed analytical framework.

The remainder of this paper is structured as follows. In Section 2, we summarize
the related work and highlight the qualitative differences between our work and the
existing ones. The network scenario and the WuR principle are presented in Section
3. In Sections 4 and 5, we first propose the ES and EDT schemes and then develop
a generic M/G/1 queuing framework for performance evaluation of these schemes.
The performance metrics are defined and derived in Section 6, followed by testbed
implementation and experimental validation presented in Section 7. The simulation
results are explained in Section 8, before the paper is concluded in Section 9.

II. RELATED WORK

In this section, we summarize briefly the related work relevant to this study from
four perspectives, i.e, WuR prototype implementation, WuR protocol design, theo-
retical frameworks for WuR-enabled IoT networks, and early data transmission for
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5G new radio. For more detailed surveys on the state-of-the-art WuR techniques,
please refer to [19] [20].
A. WuR Prototype Implementation

The nanowatt wake-up radio [11] is a WuR prototype which focuses on ultra-low
power consumption for WuRxs, with a WuRx power consumption level around
1 µW when listening to the channel. The prototype can operate in different
frequencies of the industrial, scientific and medical (ISM) band through on-off
keying (OOK) modulation. Its minimum sensitivity is -35 dBm and the response
time for an interrupt is 100 µs. Subcarrier modulation WuR [13] is another popular
inband WuR circuitry design and its WuC can reach up to 100 meters. It also
employs OOK modulation for sending addressable WuC with a sensitivity level of
around -53 dBm. A near-zero power WuRx design with -69 dBm sensitivity was
proposed in [21], and it was implemented based on an insulator complementary
metal-oxide-semiconductor (CMOS) process using metal-oxide-semiconductor
field-effect transistor (MOSFET) devices. The wake-up signal implemented therein
is also OOK-modulated, but it is operated at 113.5 MHz with a power consumption
level of 4.5 nW. Furthermore, the authors in [22] proposed a Bluetooth low energy
(BLE)-compliant WuRx achieving a sensitivity level of -80 dBm. It consumes
power at 240 nW and maintains latency at 200 µs. Such ultra-low power consump-
tion is achieved by employing a low power bandpass filter-based frequency-shift
keying (FSK) demodulator and a correlator. Furthermore, a DC scheme and a
packet structure were constructed to maintain the tradeoff between latency and
power consumption while ensuring low false alarm rates.

B. WuR Protocol Design

Many WuR protocols have been proposed to show the benefits of WuR over
traditional DC-MAC based WSNs or to improve the performance of existing WuR
schemes. SCM-WuR [10] is a WuR scheme which relies on a single channel for
WuC and data packet transmissions. No acknowledgment (ACK) is sent after the
successful delivery of a WuC but it is needed when a data packet is received. The
performance of SCM-WuR was evaluated using simulations, showing its superior
performance over DC-MAC protocols. Another energy-aware cross-layer scheme
is OPWUM [14] which opportunistically selects the best relay nodes for forward-
ing packets based on neighbors’ energy. Moreover, ALBA-WuR [15] employs
semantic addressing for relay selection, providing a geographic cross-layer solution
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Table C.1: A comparative analysis of our schemes with the recent state-of-the-art WuR
schemes

Considerations/Features
[10] [15] [16] [27] [25] [23] [24]

ES [1] EDT

Collision probability No No No No Yes Yes Yes Yes Yes
Testbed implementation Yes Yes No Yes No No No Yes Yes
Theoretical analysis No No Yes Yes Yes Yes Yes Yes Yes
Discrete-event simulations Yes Yes Yes No No No Yes Yes Yes
Overhearing No No No No No No No Yes Yes
Address scheme for WuR No No No No Yes No No Yes Yes

for WuR-enabled WSNs. Considering that multiple wake-up transmitters (WuTxs)
may send WuCs at the same time, a backoff-enabled WuR scheme, BoWuR, was
proposed in our earlier work in order to reduce collision probability for transmitter-
initiated (TI) data reporting [23]. For receiver-initiated (RI) data collection, a
multiple packet transmission MAC scheme has been proposed which reserves the
channel for a node to send multiple packets consecutively [24]. Furthermore, the
authors of [25] proposed to adopt a short local address to reduce the latency of
WuC transmission. Their addressing scheme utilized partial functions of MCU to
decode and match a full address. Improved performance over the correlator-based
address decoding approach is shown therein. As part of this study, we proposed
in [1] a bit-by-bit WuC address decoding scheme which is known as ES in this
paper.
C. Theoretical Frameworks for WuR-enabled IoT
Although a number of theoretical frameworks for modeling IoT or massive IoT
applications exist, e.g., [4], there are few frameworks which deal with WuR-enabled
IoT networks. Among them, an analytical model which is based on an absorbing
Markov chain was presented in [27] to assess the performance of WuR-enabled IoT
networks. In [23], the performance of the BoWuR protocol was analyzed using
a discrete time Markov chain for a single hop SCM-WuR enabled IoT network
under saturated traffic conditions. Based on duty-cycled received-initiated WuR IoT
networks, an analytical model was developed in [24] to evaluate the performance of
aggregated packet transmissions. However, none of these frameworks considered
an ES or/and EDT scheme for their performance evaluation.

D. EDT for 5G New Radio

To enhance the capability of LTE towards 5G new radio, 3GPP is currently
investigating EDT techniques for the purpose of further reducing power consump-
tion and latency for mMTC in cellular networks [17] [18]. More specifically, EDT
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applies to both uplink and downlink data transmission and it is performed during
the random access procedure (after the physical random access channel (PRACH)
transmission and before the radio resource control (RRC) connection setup is com-
pleted). With EDT, a small amount of data exchange can be achieved during the
random access procedure before the data link is formally established.

However, none of the aforementioned WuR prototypes and protocols considered
eliminating overhearing for WuC transmissions. In Table C.1, we make a qualitative
comparison of our schemes with a few state-of-the-art WuR protocols. To the best
of our knowledge, this work is first effort which applies EDT to WuR-enabled IoT
networks.

III. NETWORK TOPOLOGY AND WUR PRINCIPLE

In this section, we illustrate the network scenario as well as the design and
operating principle of WuR.
A. Network Scenario and Assumptions

 N

 4

 S

 3

 R

 ...

 ...

 1

represents transmission overhearing 
represents transmission from sender to receiver

Figure C.1: A single-hop WuR-IoT/WSN with N contending nodes where S and R stand for
the sender and the receiver, and the solid and dashed arrows represent intended transmission
and other nodes’ overhearing, respectively.

Consider a WuR-enabled IoT/WSN consisting of N number of nodes as shown
in Fig. C.1. All IoT/WSN devices are integrated with a WuR and can communicate
with each other over a single-hop in a full mesh topology. Packet arrivals follow
a Poisson process with rate λ for each device. Assume further that the channel is
error-free and no packet loss occurs due to buffer overflow. However, packet loss
occurs due to collisions.

B. Operating Principle of WuR
In a WuR based IoT/WSN, a WuRx is embedded with the sensor node for awaken-
ing up the MCU of its MR in an on-demand manner. A data communication cycle
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in a WuR network starts with a WuC and ends with an ACK after the data packet is
correctly received. WuR can operate either in the receiver-initiated or transmitter-
initiated mode. While RI-WuR is suitable for data collection, TI-WuR fits better
for event-triggered data reporting. In what follows, we focus on TI-WuR for per-
formance evaluation of WuR-IoT. In TI-WuR, a node sends a WuC to the intended
node once it has a packet to transmit. After receiving the WuC, the intended node
turns on its main radio for data communication unless EDT without ACK, which
will be presented in the next section, is employed. When both MRs are active, data
communication is performed. A transmission cycle finishes with an ACK from the
targeted receiver. It is worth mentioning that no ACK is necessary to acknowledge
the successful delivery of a WuC transmission to avoid frequent switching of radio
operation mode [10] [23]. The working principle of TI-WuR is shown in Fig. C.2.

IV. ENABLING ES AND EDT FOR WUR

In this section, we propose ES and EDT tailored for WuR-enabled IoT/WSNs
and explain their working principles.

A. Early Sleeping for WuC Decoding
Typically a WuRx needs to decode the full address of a WuC before it decides
whether to wake its MR up or not [25]. This procedure is referred to as full address
decoding (FAD), which is a typical scheme for WuC address decoding. In this pa-
per, we propose to decode an address bit-by-bit in order to improve the performance
of FAD.

More specifically, the ES scheme defines an address decoding and validating
rule that is able to diminish WuC overhearing energy cost for unintended WuRxs. It
uses partial MCU functions to decode and validate the address. Different from FAD,
ES allows a node to decode and match the received address bit-by-bit instead of

DataWuC

Rx 

Tx/WuTx

ACK

ACKReceiving

Node

WuRx

Rx 

Tx/WuTxTransmitting

Node

WuC

Data

*AT: Time needed to fully activate MCU

SIFS

AT

Main Radio

Main Radio

WuRx

Figure C.2: Illustration of a data transmission cycle of WuR.

113



C

Paper C: Enabling Early Sleeping and Early Data Transmission

After validating the 2nd  bit of the received address

After validating the 3rd   bit of the received address

After validating the 4
th

   bit of the received address

WuTx

0001 0010 0011 0100 0101 01110110 1000 1001 1010 1011 1100 1101 1110 1111

0001 0010 0011 0100 0101 01110110 1000 1001 1010 1011 1100 1101 1110 1111

After validating the 1st bit of the received address

0001 0010 0011 0100 0101 01110110 1000 1001 1010 1011 1100 1101 1110 1111

0001 0010 0011 0100 0101 01110110 1000 1001 1010 1011 1100 1101 1110 1111

0001 0010 0011 0100 0101 01110110 1000 1001 1010 1011 1100 1101 1110 1111

0000

WuC to Node [Address:1110]

WuRxs

WuRxs

WuRxs

WuRxs

WuRxs

Node is in the receiving state Node is in the sleep state

After validating the 2nd  bit of the received address

After validating the 3rd   bit of the received address

After validating the 4
th

   bit of the received address

WuTx

0001 0010 0011 0100 0101 01110110 1000 1001 1010 1011 1100 1101 1110 1111

0001 0010 0011 0100 0101 01110110 1000 1001 1010 1011 1100 1101 1110 1111

After validating the 1st bit of the received address

0001 0010 0011 0100 0101 01110110 1000 1001 1010 1011 1100 1101 1110 1111

0001 0010 0011 0100 0101 01110110 1000 1001 1010 1011 1100 1101 1110 1111

0001 0010 0011 0100 0101 01110110 1000 1001 1010 1011 1100 1101 1110 1111

0000

WuC to Node [Address:1110]

WuRxs

WuRxs

WuRxs

WuRxs

WuRxs

Node is in the receiving state Node is in the sleep state

Figure C.3: Operation of ES with a network which consists of 16 nodes and uses a 4-bit
address.

decoding and validating a complete address after all bits are received. That means,
the MCU decodes the first bit of the received address sequence and matches it with
its corresponding address bit. If the first bit of the received address matches, then
it will decode and validate the next bit. For an intended receiver, this process will
continue until the whole address matches with its own address. For a non-intended
receiver, whenever a bit of the received address mismatches with its own, the node
stops the decoding and matching process and goes to sleep immediately. In this way,
ES reduces energy consumption in a network by letting overhearing nodes sleep at
an earlier stage before the whole WuC decoding procedure is complete.

As an example, consider a network cluster consisting of 16 nodes and let
us use a 4-bit local address for illustration. All nodes in this cluster hear each
other. Assume now that a sender (address: “0000”) transmits a WuC to wake
up a targeted node (address: “1110”) for performing data communication. All
unintended nodes overhear the WuC transmission. If ES is employed, 7 nodes with
addresses “0XXX” will go to sleep right after decoding and validating the first bit.
The remaining 8 nodes will decode the second bit. Among these 8 nodes, 4 nodes
with addresses “10XX” will go to sleep right after decoding the second bit. This
process will continue as more overhearing nodes go to sleep, thus reducing energy
consumption for the whole network. In the end, only the intended node will wake
up after decoding and validating all 4 bits. The hierarchical structure of the address
decoding and matching stage of ES is illustrated in Fig. C.3. Clearly, the number
of sleeping nodes in a WuR with ES will be increased in comparison with WuR
with FAD.

B. Early Data Transmission Together with WuC
In this subsection, we propose an early data transmission scheme which is tailored

114



C

Protocol Design and Performance Evaluation of Wake-up Radio enabled IoT
Networks

to WuR-enabled IoT/WSNs. The scheme is still referred to as EDT. The proposed
EDT scheme defines a data transmission procedure in which a small-size data
packet is jointly encoded with the WuRx address and transmitted through a
WuC before the MR is fully waken up. That is, a WuR transmitter performs data
transmission simultaneously while sending a WuC with the support of partial
operation * of the main radio of an intended node. Such a scheme reduces the
latency it takes to transmit small data and improves the energy efficiency of WuRxs.
Depending on whether an ACK upon the successful reception of a small data is
needed or not, EDT can be operated in one of the following two modes.

C. EDT with ACK

In this mode, the to-be-transmitted small data is encoded via an error-detecting
code, e.g., cyclic redundancy check (CRC), at the transmitter side. The checksum
for a given polynomial of CRC is appended to the small data. After that, the ap-
pended data will be encoded with the intended WuRx address. Then the output bits
of the XOR operation will be transmitted as the WuC frame. After receiving a WuC,
the MCU of the MR performs partial functions to decode and validate the received
the WuC.

More specifically, a reverse operation will be performed at the receiver side.
That is, the receiver will perform the XOR operation between its address and the
received packet. The output bits of the XOR operation will be divided by the same
polynomial used at the transmitter. If the result of this division is zero, then the
WuRx will issue an interrupt to fully wake up the MR to the active mode for sending
an ACK after each successful data transmission. If the result of the division is not
equal to zero, it will treat the WuC as overhearing and the MCU will go to the deep
sleep mode as soon as the decoding process is finished. The data transmission cycle
of EDT with ACK is illustrated in Fig. C.4(a) and its workflow chart is shown in
Fig. C.5 respectively.

As an example, consider a TI-WuR scenario where a sender intends to send a
small data, e.g., humidity 53% (data “110101”) to an intended receiver (WuRx ad-
dress “11111100”). For a given polynomial, g(x) = x2 + 1 (101), the data packet
with CRC will be “11010111”. Then, the CRC appended data packet will be en-

*The hardware of the MR used in our implementation is nRF52832. It has three modes: deep
sleep, light sleep, and active with corresponding current consumption at each mode as 0.3 µA, 1.9
µA, and 4.1 mA respectively (refer to Footnote 4). In the light sleep mode, the MCU is able to
perform partial functions for WuC decoding.
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Figure C.4: The data transmission cycle of EDT: (a) with and (b) without ACK.

coded with the wake-up receiver address “11111100” using the XOR operation.
The output bits of XOR, i.e., “00101011”, will be transmitted as an encoded WuC.
At the receiver side, a reverse operation will be performed to extract the actual data
message. That is, the intended receiver will perform XOR operation between its
address “11111100” and the received WuC “00101011”. The output of this opera-
tion, “11010111”, will be checked with the same CRC polynomial using division. If
the remainder is zero, the intended node removes the CRC bits to extract the actual
data. The detailed procedures for this data encoding and decoding process at the
transmitter and the receiver are presented in Fig. C.6 respectively.
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Figure C.5: Operations of EDT with ACK at the transmitter and the receiver.

D. EDT without ACK

From the design principle of EDT with ACK, it is clear that EDT with ACK
is well suited for IoT/WSN applications where ACK for a successful data recep-
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Transmitter

Step 1.  Encode data with CRC

Data : 1 1 0 1 0 1,  CRC polynomial:1 0 1

1 1 0 1 0 1 0 0 ÷ 1 0 1

Quotient:1 1 1 0 1, Remainder: 1 1

Message with CRC: 1 1 0 1 0 1 1 1 

Step 2.  Message with CRC  XOR WuRx address

1 1 0 1 0 1 1 1 XOR 1 1 1 1 1 1 0 0

Output: 0 0 1 0 1 0 1 1

Step 3. Transmit output bits as WuC

Receiver

Step 1.  WuC packet  XOR WuRx address

0 0 1 0 1 0 1 1 XOR 1 1 1 1 1 1 0 0

Output: 1 1 0 1 0 1 1 1

Step 2.  Check message for CRC error

Data : 1 1 0 1 0 1 1 1,  CRC polynomial:1 0 1

1 1 0 1 0 1 1 1 ÷ 1 0 1

Quotient:1 1 1 0 1, Remainder: 0 0

No error. Wake-up the MR

Step 3. Send an ACK message

Figure C.6: Illustration of EDT with ACK: An example.

tion is required. However, ACK might not always be beneficial if retransmission is
not necessary in a network. Accordingly, we propose another variant of the EDT
scheme, i.e., EDT without ACK, which disables ACK. In this case, no ACK is trans-
mitted from the MR of the intended receiver back to the sender upon a successful
data reception. As both data and ACK transmissions are performed when the MR
is operated in the active mode, EDT without ACK further decreases latency and re-
duces power consumption since such a small data exchange cycle is accomplished
without fully waking up the MR, as shown in Fig. C.4(b).

Furthermore, both versions of EDT can be used to transmit a data packet based
on a given WuC address length. In our prototype implementation to be presented in
Section 6.3, we have designed the WuC address length as 16 bits, allocating 10 bits
to represent data values. However, a shorter or longer address may apply. With a
shorter WuC address, one value could represent a larger range for the parameter of
interest.

V. MODELING DATA TRANSMISSION IN WUR

In this section, we present a generic framework in order to model data transmission
in WuR-enabled IoT/WSNs with ES and/or EDT capability. This framework is
based on the analysis of a regenerative cycle of M/G/1 and it applies to both ES and
EDT based data transmissions†. The notations used in our analysis are summarized
in Table C.2.

In most of the existing unslotted carrier sense multiple access with collision
avoidance (CSMA-CA) based models, e.g., [29], a state transition is based on the
approximation of mini-slot/symbol duration. However, due to the on-demand nature

†The same model applies to both ES and EDT since the number of transmitting nodes is irrelevant
to whether the address is decoded bit-by-bit (by ES) or as a whole (by FAD), or the WuC is encoded
with small data (by EDT) or not.
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Figure C.7: Illustration of a regenerative cycle.

of data transmission in WuR-enabled IoT/WSNs, a node can wake up (a sleep-to-
active state transition) at any instant of time whenever it generates a packet. In
other words, a state transition in a WuR operation does not necessarily occur at
the mini-slot boundary. Moreover, the standard analytical framework of ALOHA-
alike schemes does not consider the buffer size of the nodes and assumes that the
number of nodes in the network is very large (n→∞). Herein we develop a model
based on M/G/1 which considers small buffer size, limited number of nodes, and
does not dependent on the assumption that state transitions occur only at mini-slot
boundaries.

In a WuR-enabled IoT/WSN, a node sends a WuC to the intended WuRx when-
ever it generates a data packet. A collision occurs when the transmissions of two
or multiple nodes overlap with each other. Collisions cannot be avoided since no
collision avoidance is adopted before sending a WuC.

Denote by Pc the probability of occurring a collision. A successful transmission
of a device prevails when none of the other (N − 1) devices starts a busy period
during the vulnerable period of the device. The busy period is defined as the period
in which a device is continuously busy [30]. All packets arrived in a busy period will
be served (successfully or unsuccessfully) in that busy period itself. The interval
between two busy periods is an idle period. The regenerative cycle in our model is
shown in Fig. C.7.

A regenerative cycle consists of a busy and an idle period. For analysis sim-
plicity, we consider that all busy periods have a constant duration which is equal to
its mean value, TB. For a given λ, this assumption is reasonable since no retrans-
mission is allowed, the size of IoT small data packets (e.g., temperature, humidity,
etc.) is identical (e.g., 2 bytes), and the duration of a successful transmission, TST,
as well as that of an unsuccessful transmission, TFT, have the same length. Even
though TST and TFT are scheme dependent, for a given scheme, i.e., ES or EDT, we
have TST ≈ TFT since the ACKtimeout duration, T tout

ack ≈ TSIFS + Tack where Tack

and TSIFS are the duration of ACK and short inter-frame space (SIFS) respectively,
is needed for identifying an unsuccessful transmission whereas a successful trans-
mission is confirmed when an ACK is received‡. With this simplification, E[TB] is

‡Note that T tout
ack = 0 for EDT without ACK.
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Table C.2: Major Notations Used in the Analysis

Notation Description

N Number of nodes in the network/network cluster
λ Packet arrival rate to a node
E[Γ] Expected number of packets served in a busy period
Ps Successful packet transmission probability
Pc Collision probability
b0 Probability that no packet arrives during the time a

packet is at the head of the line
TFT Duration of an unsuccessful transmission
TST Duration of a successful transmission
E[TB] Mean duration of a busy period

obtained as

E[TB] = TSTE[Γ], (C.1)

where Γ is the number of packets served in a busy period of the M/G/1 queuing
system with traffic intensity α = λTS. E[Γ] can be computed as

E[Γ] =
1

1− α
. (C.2)

Thus, Pc can be approximated as

Pc ≈ 1−
[
e−

λ
E[Γ]

(E[TB]+TST)
]N−1

. (C.3)

By inserting the value of E[Γ], E[TB] for a given λ, the value of Pc can be obtained.

VI. PERFORMANCE METRICS

In this section, we define three metrics for performance evaluation, i.e., packet de-
livery ratio, latency, and energy consumption and derive the their expressions.
A. Packet Delivery Ratio
Denote by Ps the PDR. It is defined as the ratio between the number of successful
transmissions and the total number of transmission attempts during a regenerative
cycle. Since there exists only one reason for packet loss in this study, i.e., packet
loss due to collisions, Ps can be computed from (C.3) as follows

Ps = (1− Pc). (C.4)
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B. Latency
The average latency of a successfully delivered packet, denoted by Td, is defined
as the duration from the time instant that a packet arrives at the transmission queue
of the data generation node until the moment the packet is successfully transmitted
to the intended node. Since no retransmission is allowed, Td for an unsuccessful
transmission is almost the same and it is obtained by

Td = TST ≈ TFT (C.5)

where TST and TFT are the duration of a successful transmission and a failed trans-
mission respectively.

Furthermore, the obtained value of Td depends on the scheme employed in the
network. For ES, TST = Twuc + TAT + Tdata + 2TSIFS + Tack where Twuc, TAT,
and Tdata are the duration for WuC transmission, fully active MCU, and data trans-
mission respectively. Since no separate transmission is required for sending data,
the duration of a successful transmission for EDT with ACK or without ACK is
TST = Twuc + TAT + 2TSIFS + Tack or TST = Twuc + TSIFS respectively.

C. Energy Consumption
Denote byE the energy consumption for the whole network consisting of one trans-
mitting node, one destined node and (N − 2) unintended nodes. We have

E = ET + ER, (C.6)

where ET is the energy consumption of the sending node for a packet transmission
(successful/unsuccessful). It is given by

ET = PcE
T
c + PsETx, (C.7)

where ET
c and ETx are the energy consumed by the sender for a successful and

unsuccessful packet respectively. ER is the total reception energy consumed by
the nodes in the network with N nodes for one packet transmission. It includes
the energy consumed by the destined node for receiving a packet and the energy
consumed by the other (N − 2) unintended, i.e., overhearing nodes. ER is given by

ER = PcE
R
c + PsERx, (C.8)

where ER
c represents the total reception energy consumed by a network for an un-
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successful transmission. Assuming that collisions happen due to the simultaneous
transmissions of two nodes, then ER

c can be estimated as ER
c = (N − 2)Eidle. Eidle

is the energy consumed by a node when it is actively monitoring the channel using
WuRx. For a collided packet, a node (intended or unintended receiver) consumes
the same energy as needed for idle listening since it cannot detect and decode the
packet. The total reception energy consumed by the network for a successful packet,
ERx, can be calculated as

ERx = EIN + EUN, (C.9)

where EIN and EUN are the energy consumption of the destined node and the un-
intended nodes respectively. Lastly, the average reception energy consumed by a
node for a packet transmission, denoted by Eavg

R , is obtained as

Eavg
R =

ER
N − 1

. (C.10)

Furthermore, the duration of a successful or an unsuccessful transmission will
be scheme dependent since ES and EDT adopt different address decoding rules.
Thus, ET

c , ETx, EIN, and EUN need to be calculated specifically for each scheme.
For the ES scheme, we have

ET
c = ET

wuc + EAT + ET
data + ESIFS + Etout

ack ,

ETx = ET
wuc + EAT + ET

data + 2ESIFS + ER
ack,

where ET
wuc, EAT, ET

data, ESIFS, ER
ack, and Etout

ack are the energy consumption for
WuC transmission, fully activated MCU, data packet transmission, SIFS, ACK re-
ception, and ACK timeout respectively. EIN can be obtained as EIN = ER

wuc +

EAT + ER
data + ESIFS + ET

ack where ER
wuc, E

R
data and ET

ack are the energy consump-
tion respectively for WuC reception, data packet reception and ACK transmission.
With an assumption that N is exponential to the power of 2, EUN for ES can be
approximated as

EUN ≈
B∑
i=1

iER
vwucd

N − 2

2i
e+ (N − 2)ER

prm, (C.11)

ER
vwuc = PR

wucTb, (C.12)

where PR
wuc, Tb,E

R
prm, andB represent the reception power of WuC, the time needed

to decode and validate 1 bit of an address, the energy needed for preamble detec-
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tion and partially switching on MCU, and the total number of bits in the received
address, respectively.

In EDT, no separate transmission is required for sending a small data packet.
Thus ET

c , ETx, and EIN for EDT with ACK can be obtained as

ET
c = ET

wuc + EAT + ESIFS + Etout
ack ,

ETx = ET
wuc + EAT + 2ESIFS + ER

ack,

EIN = ER
wuc + EAT + ESIFS + ET

ack.

Furthermore, since no ACK is required for EDT without ACK, ET
c , ETx, and

EIN are obtained as follows

ET
c = ET

wuc + ESIFS,

ETx = ET
wuc + ESIFS,

EIN = ER
wuc.

Lastly, EUN is the same for both EDT with and without ACK and it is given by

EUN = (N − 2)(BER
vwuc + ER

prm). (C.13)

VII. TESTBED IMPLEMENTATION AND VALIDATION

In this section, we first give a brief overview regarding the prototype imple-
mentation of our WuR testbed and then present the experiments which validate the
functionalities of the ES and EDT schemes.

A. Implementation Overview
Based on the principles presented above, we have implemented a small-scale WuR-
enabled IoT/WSN testbed which supports both ES and EDT. As shown in Fig. C.8,
each IoT/WSN device is composed of two components, a self-designed circuit as
the WuRx and a main radio built based on an nRF52832 system-on-chip (SoC) from
Nordic Semiconductor§. nRF52832 is an ultra-low power SoC supporting multi-
protocols especially suitable for BLE applications. It is built based on a 32-bit

§Nordic Semiconductor, nRF52832 data sheet, [Online]. Available: http://infocenter.
nordicsemi.com/pdf/nRF52832_PS_v1.3.pdf.
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ARM Cortex-M4F CPU with a 512 kB + 64 kB RAM and an embedded 2.4 GHz
transceiver. Without being interrupted, the MCU retains in the deep sleep mode
consuming merely 0.3 µA current.

Figure C.8: A prototype WuR device which consists of a WuRx and an MR.

Figure C.9: Illustration of the implemented WuRx: Schematic

Figure C.10: Illustration of the implemented WuRx: PCB

As illustrated in Figures C.9 and C.10 , the WuRx consists of four blocks: a
matching network, an envelope detector, a comparator, and a preamble detector.
The matching network provides impedance matching to the envelope detector. The
envelope detector demodulates the received OOK signal and generates pulses which
represent the ‘1’s and ‘0’s of the address sequence. Then, the comparator generates
pulses based on the signal from the envelope detector so that it is readable by the
MCU. The preamble detector provides an interrupt signal to the reset pin of the
MCU to wake it up from the deep sleep mode to the light sleep mode (with 1.9 µA
current consumption) under which the MCU can decode and validate the received
address. When all bits of a received address match with its own, it activates the
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Figure C.11: A WuC duration with 8-bit address in the Saleae logic analyzer.

Figure C.12: Time needed to decode and validate 3 bits of a 4-bit address.

MCU fully to the active mode to perform data communication over BLE. Otherwise,
it goes to deep sleep but continues listening to the channel. For address decoding,
both the FAD and ES schemes are implemented in our testbed.

The WuRx implemented in our prototype consumes merely 90 nA current and it
is always active, listening to the channel continuously. Since the current consump-
tion at the deep sleep mode of the MCU is 0.3 µA, the current consumption level is
0.39 µA when no event happens. To decode an address, the current consumption is
1.909 µA when the MCU is operated at the light sleep mode. For data transmission
when the MR is active, it is performed over BLE at a much higher data rate than the
one used for WuC transmissions, at a current consumption level of 4.1 mA.

B. Experimental Validation of the ES Functionality

Based on the developed WuR prototype, we have performed various experi-
ments to measure the duration of a WuC address decoding procedure for both FAD
and ES. In both cases, whenever a WuRx detects a WuC signal, it starts to process it.
As soon as the preamble detector detects a preamble, it provides an interrupt signal
to the MCU to initialize a low frequency clock and general-purpose input/output so
that address decoding can start, with the MCU in partial operation.

We have measured the duration to decode and validate one bit of a received
WuC address and find out that it is 10 ms. As shown in Fig. C.11, a WuC duration
with an 8-bit address for FAD is measured using a Saleae logic analyzer. The whole
procedure lasts for 95 ms including preamble 13 ms, 8× 10 = 80 ms for decoding
and matching, and 2 ms to switch on the MCU to the active mode.

When ES is employed, the procedure is somewhat different. After a WuRx
observes the first clock flank of the address, it starts immediately the timeout
timer to check each bit of the received address in order to prevent the MCU from
acquiring for a complete sequence of the address. It fully activates the MCU only
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if the received address matches completely with its own. Whenever a bit of the
received address mismatches, the WuR goes to the deep sleep mode instantly.
Continue the example shown in Fig. C.3 where a 4-bit address is used. It would
take 55 ms to decode this address if FAD is used. Fig. C.12 reveals that the duration
for a WuRx stops processing a WuC address after decoding and validating the first
three bits of a 4-bit address. It is observed that the WuRx needs 43 ms (between A2
and A1) before it goes to sleep after decoding and validating the first three bits of a
4-bit WuC address “1110” since the fourth bit mismatches with its own.
C. Experimental Validation of the EDT Functionality

Based on the same prototype, experiments to validate the functionality of EDT
are also carried out. For EDT, a WuRx follows a similar procedure as needed for
FAD for WuC address decoding and data processing. After demodulating the WuC
packet, the XOR operation is performed between WuRx’s address and the received
packet. The output bits of XOR will be treated by the CRC polynomial for error
check. In case of EDT with ACK, the WuRx will trigger the MR to wake it up
from light sleep to active for sending an ACK upon each successful data reception.
When EDT without ACK is employed, however, the WuRx will not trigger the MR
for ACK transmission. It is worth mentioning that the measured duration to decode
and validate one bit of a received WuC packet in EDT is also 10 ms, indicating that
EDT does not add any extra latency for data processing. Instead, shorter latency
can be achieved since no data transmission is performed by the MR, in addition to
energy saving.

Based on the nRF UART 2.0 mobile APP development kit ¶, we have developed
an Android APP programmed in Android Studio. Fig. C.13 illustrates a screenshot
for data sniffing of an EDT experiment when EDT without ACK was employed. In
this example, a pair of WuR devices exchanged data and the developed APP is used
as a sniffer to capture data transmission and reception. As mentioned earlier, the
receiving node uses its WuRx and MCU in the light sleep mode for data reception
but the MR is not fully activated. The address of the WuRx has 16 bits and the CRC
polynomial is 101. For a data packet which has also 16 bits after CRC, we use 3
bits to represent up to 8 different data types and 10 bits to represent data values.

For example, data types 000, 001, and 010 represent temperature, humidity,
and light intensity respectively. To report a temperature of 24 degrees Celsius, i.e.,
binary ‘0000011000’, data type 000 will be appended. Then the data packet will be
‘0000000011000’ before CRC. Assume that the address of the WuRx is configured

¶Nordic Semiconductor UART APP source code, [Online]. Available: https://github.
com/NordicSemiconductor/Android-nRF-UART.
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Figure C.13: A screenshot for EDT data snipping for EDT without ACK.

as ‘1010101110101011’. After the CRC and XOR operations, the to-be-transmitted
WuC packet will be ‘1010101111001000’. At the receiver side, the WuRx performs
reverse operation and extract the temperature value, as shown on the second and
third lines of the screenshot. In a similar way, other parameters like humidity and
light intensity can also be extracted from the received WuC packet which is encoded
with data and the WuRx address.

VIII. NUMERICAL RESULTS AND DISCUSSION

In this section, we first validate the theoretical framework by comparing the
analytical results with the simulation results, and then evaluate the performance of
the proposed schemes with respect to the defined metrics.
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A. Simulation Configurations and Theoretical Framework Verification

Consider a WuR-enabled IoT network as presented in Fig. 1. To verify the pre-
ciseness of the theoretical framework, we perform extensive computer simulations
based on this network with the following parameter configurations. The numbers
of devices is configured as N = 32 and the packet arrival rate varies in the range of
λ ∈ {0.1, 0.2, ..., 0.5} packet/s. The remaining parameters are configured based on
Table C.3 unless otherwise stated.

To perform simulations, we constructed a custom-built discrete-event simulator
in MATLAB which is similar to the one we built in our early work [26]. The
developed simulator mimics the behavior of the studied WuR-IoT with the ES or
EDT capabilities implemented respectively. That is, a node wakes up as soon as
a packet arrives in the queue and maintains a timestamp to track the time duration
of every single state. The sending node works in an on-demand manner, like in
ALOHA, for sending its WuCs. Upon receiving a WuC, the targeted node decodes
the WuC and switches on its MR for data communication (for FAD, ES, and EDT
with ACK), or keeps its MR in the light sleep mode (for EDT without ACK) for
small data transmission. On the other hand, the unintended nodes go to sleep earlier
according to the ES principle described earlier.

When comparing FAD with ES in a network with 32 devices, we denote FAD
and ES as FAD-5 and ES-5 respectively as a 5-bit address length would be sufficient.
Since a 16-bit address is designed in our EDT implementation, these two schemes
are denoted as FAD-16 and ES-16 respectively when comparing FAD/ES with EDT.
Note however that in our simulations the number of devices in the network is always
configured as 32 regardless of the adopted address length.

The analytical results which were obtained based on the M/G/1 model and the
simulation results that were obtained from simulations are presented jointly in Figs.
13−19. In these figures, “analytical” and “simulation” represent the analytical and
simulation results respectively. Furthermore, it is worth mentioning that the ob-
tained results from simulations are independent of the ones obtained from analyti-
cal expressions. From Figs. 13−19, it is evident that the analytical and simulation
results coincide with each other. Thus, the accuracy of the analytical model is veri-
fied.

B. Simulation Configurations and Theoretical Framework Verification
In this subsection, we first evaluate the performance of the proposed schemes with
respect to three parameters, e.g., packet delivery ratio, average latency, and energy
consumption, and then estimate node lifetime.
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Table C.3: Parameter Configurationfor Performance Evaluation [1] and Footnote 4

Radio type Parameter Value Unit

Common
Supply voltage 3 V
Battery Capacity 220 mAh
Packet arrival rate 1-5 packets/s

Main radio

Data rate 125 kbps
Transmission current 5.3 mA
Reception current 5.4 mA
Idle current 1.4 µA
SIFS duration 192 µs
Payload size 25 bytes
ACK frame size 10 bytes

Wake-up radio

WuC duration (5 bit address
for a network with 32 nodes)

55 ms

Reception current (WuRx) 1.9 µA
Idle current 0.39 µA
Time to switch on MCU 2 ms
Duration of preamble and
partially switch on MCU

13 ms

Time needed to decode and
validate 1 bit address

10 ms

B.1. Packet Delivery Ratio

Fig. C.14 depicts the obtained PDR for FAD and ES as traffic load λ varies, for
a network with 32 devices. As expected, a WuR-IoT network with both FAD and
ES experiences lower PDR with a higher traffic load. This is due to the fact that
collision probability increases with the injected traffic. A higher collision probabil-
ity leads to a lower number of successful transmissions thus a lower PDR. Since ES
does not have any impact on WuC duration for TI-WuR transmissions, both schemes
show an equal amount of collisions under the same traffic load, hence achieving the
same PDR.

Furthermore, the duration of WuCs, which is decided by the adopted address
length and WuC data rate, has an impact on collision probability. The longer the
WuC duration, the higher the Pc, and vice-versa. This is because a longer WuC
occupies the channel for a longer period of time than a shorter WuC. When the
channel is occupied over a longer period, the possibility of occurring overlapped
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Figure C.14: Packet delivery ratio: FAD-5 versus ES-5.
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Figure C.15: Packet delivery ratio: FAD-16 versus EDT with and without ACK.

transmissions increases, and consequently Pc rises. The difference between the
WuC values used in Figs. C.14 and C.15, i.e., WuC duration = 65 versus 175 ms,
explains why the achieved PDR in the upper figure is much higher than the ones
achieved in the lower figure.

From Fig. C.15, a similar PDR trend is observed when EDT with and without
ACK is compared with the FAD-16 scheme, i.e., PDR decreases with the traffic
load. This is due to the fact mentioned earlier, i.e., collision probability increases
with the traffic load and a higher collision probability leads to a lower PDR. More-
over, the achieved PDRs for FAD-16, EDT with or without ACK, are nearly equal
since the WuC duration in all three cases are the same, as 175 ms.

B.2. Average Latency

Fig. C.16 illustrates the achieved latency for FAD-5 versus ES-5. From this
figure, it is clear that both address decoding schemes achieve the same delay per-
formance and the resulted latency does not vary with traffic load. This is because
the latency defined in this study is based on successfully transmitted packets. To
receive a packet successfully, both FAD and ES have to decode all address bits in a
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Figure C.16: Latency: FAD-5 versus ES-5.
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Figure C.17: Latency: FAD-16 versus EDT with and without ACK.

WuC. Thus, a same data transmission procedure applies to both schemes.
Compare now the latency performance among FAD-16, EDT with and without

ACK, in Fig. C.17. It is clear that EDT without ACK achieves the best perfor-
mance. This is due to the fact that EDT without ACK does not need to wake
up the MR to transmit an ACK upon a successful data reception. Based on the
parameter configuration mentioned above, approximately 2 and 1.7 ms less time
is achieved when comparing the latency obtained based on FAD-16 and EDT with
ACK respectively||. It is worth mentioning herein that, although these two figures
report the results for the same metric, they are based on two different address
lengths which correspond to different network sizes. While Fig. C.16 represents
the obtained latency when the WuC address length is 5 bits (WuC duration = 65
ms), the results presented in Fig. C.17 are based on a 16 bit address (WuC duration
= 175 ms). Clearly, the latency from the latter case will be longer than the one
obtained from the former case.

||The reason that the achieved latency reduction is not very significant is as follows. In our testbed
implementation, the WuC is sent at 100 bps, whereas the data rate is 125 kbps. With a higher WuC
data rate, more significant benefits for EDT will be achieved.
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Figure C.18: Average reception energy: FAD-5 versus ES-5.
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Figure C.19: Average reception energy: FAD-16 versus EDT with/without EDT.

B.3. Average Reception Energy Per Node

The average reception energy consumption per node for the FAD-5 and ES-5
schemes is shown in Fig. C.18. For each data transmission, the overall reception en-
ergy for the whole network includes the energy consumptions by the targeted node
as well as by the unintended nodes. The targeted node consumes energy for receiv-
ing WuC, turning on MCU, data packet reception, radio switching, and transmitting
ACK, whereas the non-destined nodes need energy merely for overhearing WuC
transmissions. The theoretical average reception energy consumption per node is
obtained based on (C.10). We observe that FAD consumes higher energy than ES
under all configured traffic loads. This behavior is mainly due to the efficient ad-
dress decoding mechanism of ES in which non-destined nodes go to sleep at an
earlier stage. When traffic load increases, both schemes exhibit a downward trend,
as a result of higher collision probabilities which are shown in Fig. C.14.

Fig. C.19 depicts the average reception energy consumption for FAD-16, EDT
with and without ACK respectively. When EDT is employed, no matter with or
without ACK, lower energy consumption is achieved in comparison with FAD-16,
for all studied traffic loads. This is because the EDT schemes transmit data along
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Figure C.20: Overhearing energy consumption: FAD-5 versus ES-5.

with WuCs, saving energy for data transmission and reception. Among FAD-16
and the two variants of EDT, EDT without ACK performs the best since it takes full
advantage of low power WuRx, i.e., the MR does not have to wake up. When traffic
load becomes heavier, however, the advantage of EDT diminishes. This is because
EDT itself does not have any mechanism to avoid overhearing. With a heavy traffic
load, the energy consumption due to overhearing becomes a dominant component
for total device energy consumption, compromising the benefit brought by EDT in
comparison with ES.

Furthermore, when comparing the results from Figs. C.18 and C.19, we observe
that the EDT schemes perform better than the ES scheme despite that non-destined
nodes can sleep earlier using ES. This is because no separate data packet trans-
mission is required for data transmission in EDT. Note however that EDT applies
only to small data, e.g., with 10 bits for data as mentioned earlier in our testbed
experiments.
B.4. Overhearing Energy under Various Traffic Loads
Fig. C.20 illustrates the variation of overhearing energy consumption of a WuR-
IoT as traffic load varies, for ES versus FAD. In both cases, the overhearing energy
consumption decreases with the traffic load. The reason is that the number of un-
successful transmissions increases at a higher traffic load but the unintended nodes
are not able to detect those collided packets. When comparing these two schemes,
it is evident that ES performs better than FAD since ES reduces the number of over-
hearing nodes at each step of address decoding and matching. More specifically, ES
reduces approximately one half of the number of overhearing nodes after decoding
the first bit of a WuC address, and this trend continues bit-by-bit in the address
decoding procedure. In the end, only one overhearing node, or none, decodes and
validates a whole address in ES, whereas all (N − 2) overhearing nodes decode and
validate an address in FAD. As observed in this figure, ES reduces overhearing en-
ergy wastage by approximately 30% − 50% as compared to FAD for all the traffic
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Table C.4: Estimated Lifetime (in years)

FAD-16 ES-16 EDT with ACK EDT without ACK

142.6392 142.7832 107.9190 108.2350

loads.
As mentioned in the previous subsection, EDT does not avoid overhearing. To

activate EDT, all nodes in the network need to decode and validate the full range of
the WuC address. Thus, the overhearing energy consumptions for FAD, EDT with
and without ACK are the same. When ES is employed, however, it will perform
best in terms of minimizing overhearing since an unintended ES node needs only
partial address decoding before going to sleep.
B.5. Lifetime Estimation
Let us now calculate the expected lifetime of the studied network. Assume an ideal
homogeneous network in which all nodes behave identically under a collision-free
condition. Then the network lifetime is the same as the lifetime of a randomly se-
lected node, assuming that all nodes have the same amount of initial energy, deplete
their energy at the same rate, and have therefore the same node lifetime. To per-
form our lifetime estimation, we follow the packet arrival pattern for typical IoT
applications considered in [2, 3], i.e., one packet per every other hour. We further
assume that each device is powered by a 3V button/coin cell battery with capacity
220 mAh. A decreasing rate of 2% for battery self-discharging and circuit disinte-
gration is included in our calculations.

Table C.4 depicts the network lifetime for the studies schemes, i.e., FAD, ES,
and EDT with two flavors. From Table C.4, we observe that ES performs slightly
better than FAD. Among without EDT, EDT with ACK, and EDT without ACK,
the EDT scheme without ACK is the best in terms of lifetime. The lifetime of ES is
longer than all other schemes since it uses short local WuC address (e.g. 5 bits for
the network with N=32) and bit-by-bit address decoding scheme.

The reason for this insignificant lifetime extension of ES over FAD or EDT
over without EDT is the fact that the energy consumed for one successful packet
transmission is higher than the energy consumed for reception in a WuR-IoT de-
vice, i.e., WuC transmission energy is dominating the total energy consumption of
a network. We argue, however, the proposed schemes is still meaningful since a
real life WSN/IoT application for environment surveillance may experience much
lower traffic load as configured in this study.
C. Further Discussions
Finally, it is worth mentioning that in this study we regard concurrent transmissions
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of two or more devices as collisions regardless of the interference level. When
capture effect is taken into account, a transmission which is much stronger than
other transmission(s) to the same receiver may survive. In such a case, the achieved
packet delivery ratio would be slightly higher but the obtained delay and energy
consumption would be basically the same since our schemes do not allow retrans-
mission and a collided packet consumes the same amount of energy. To precisely
analyze the performance under more realistic conditions, one may consider that
packet losses due to capture effect and channel impairments are statistically inde-
pendent of losses due to protocol behavior [28].

IX. CONCLUSIONS AND FUTURE WORK

In this paper, we have proposed two schemes, i.e., early sleep and early data
transmission, for the purpose of further reducing overhearing and latency in WuR-
enabled IoT/WSNs. The proposed schemes are implemented in a small-scale WuR
testbed with self-designed wake-up receivers supporting both ES and EDT. The
functionalities of these two schemes are demonstrated via real-life experiments. To
evaluate the performance of the proposed schemes in larger networks, we developed
an M/G/1 model and derived expressions for three parameters. Through analysis
and discrete-event simulations, we demonstrate that ES performs better than full
address decoding in terms of average energy consumption. Moreover, EDT shows
its performance superiority in terms of latency.

A definite direction for our future work is analytically exploring the perfor-
mance of the proposed schemes by investigating the effect of interference levels
among concurrent transmissions, especially under realistic channel conditions.
Another direction is to expand our testbed to a larger scale and perform more
real-life experiments for metric based performance evaluation.
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Lightweight Relay Selection in Multi-hop Wake-up
Radio Enabled IoT Networks

Debasish Ghose, Luis Tello-Oquendo, Frank Y. Li, and Vicent Pla

Abstract —Wake-up Radios (WuRs) are becoming more popular in In-
ternet of Things (IoT) networks owing to their overwhelming advantages
such as low latency, high energy saving, and on-demand communication.
In a multi-hop WuR-IoT network, route establishment between source and
destination prior to actual data communications consumes a significant
portion of energy. To reduce energy consumption and protocol overhead for
route establishment, we propose a lightweight relay (LR) selection scheme,
referred to as LR-WuR, where a lookup table and acknowledgment are used
for next hop relay selection. We develop an analytical model to evaluate the
performance of LR-WuR. Extensive simulations are performed to validate the
accuracy of the analytical model. Furthermore, we present a framework for
deriving optimal network parameters.

I. INTRODUCTION

Energy-efficient communication is a key requirement in many Internet of Things
(IoT) applications [1]. To reduce energy consumption of IoT networks, communi-
cation protocols play an important role. For instance, duty-cycling (DC) medium
access control (MAC) mechanisms in IoT networks improve the energy-efficiency
of IoT devices by letting nodes be active or sleep cyclically. However, nodes op-
erated in DC-MAC suffer from overhearing and idle listening when they overhear
transmissions of neighboring nodes and listen to the channel for control messages.
Recently, a paradigm shift has been envisaged from DC-MAC to wake-up radio
(WuR) [2]. The key features of WuR are on-demand communication and ultra-
low energy consumption [2] [3]. In a WuR-enabled IoT device, a wake-up receiver
(WuRx) is connected to a main radio (MR) equipped with a micro-controller unit
(MCU). The power consumption of a WuRx is in the order of µW or nW whereas
it is in mW for an MR [2] [3]. The MR of a node sleeps most of the time, however,
it keeps WuRx always active for receiving wake-up calls (WuCs). Upon receiving a
WuC from a sender, the WuRx wakes up the MCU by means of issuing an interrupt.
When the MRs of both sending and receiving nodes are awake, data communication
occurs. As soon as the data communication cycle ends up with an acknowledgment
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(ACK) from the receiver end, both MRs go to sleep but keep their WuRxs active to
listen to the channel.

Several cross-layer schemes have been proposed to minimize energy consump-
tion for route establishment. Existing schemes can be divided into three categories:
energy-aware; geographic; and flooding based schemes [4]. One of the popular
energy-aware cross-layer schemes is OPWUM [5] which opportunistically selects
the best relay nodes for forwarding packets based on neighbors’ energy. To avoid
collisions, backoff (BO) [6] [7], channel sensing (CS), request to send (RTS), clear
to send (CTS) and about to send (ATS) handshakes are performed before a WuC
transmission. One of the representative flooding based cross-layer WuR schemes is
ZIPPY [8]. It allows on-demand flooding through WuR using unaddressed WuCs.
ALBA-WuR [3] is a geographic cross-layer solution for WuR-IoT networks. It
employs semantic addressing for relay selection. GREENROUTE [9] is another
scheme that also uses semantic addressing. The main difference between ALBA-
WuR and GREENROUTE lies in the handshake procedure, i.e., ALBA-WuR uses
only RTS whereas GREENROUTE performs both RTS and CTS.

One common assumption of ALBA-WuR, GREENROUTE, and OPWUM is
that a node can defer their transmission for the duration specified in the network
allocation vector (NAV) in the MAC header of the RTS/CTS/ATS packet. Note,
however, that such a NAV field is not defined in the MAC frame format of wire-
less sensor networks (WSNs)/IoT standard IEEE 802.15.4/IEEE 802.15.4e. More-
over, ALBA-WuR and GREENROUTE require a complex relay selection procedure
which is not feasible for WuR-IoT networks. The CS and RTS/CTS/ATS procedure
increases latency and energy consumption in a network. Flooding-based proto-
cols increase unnecessary traffic load in the network. Moreover, none of the afore-
mentioned studies considered error-prone channels for performance evaluation even
though channel status has a significant impact on the performance of the scheme.

The above observations triggered our motivation to propose an energy-efficient
relay selection scheme to further reduce the energy consumption of multi-hop WuR-
IoT networks. The proposed cross-layer lightweight relay (LR) selection scheme,
referred to as LR-WuR, introduces a lookup table and uses ACK for efficient re-
lay selection. We develop an M/G/1 queuing model to assess the performance of
LR-WuR and validate the accuracy of the analytical model based on discrete-event
simulations. Furthermore, we present a framework to derive optimal network pa-
rameters.

The remainder of this paper is structured as follows. In Sec. II, we present
the network scenario. Sec. III introduces LR-WuR. In Sec. IV, we develop the
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Figure D.1: Illustration of a multi-tier WuR-IoT network.

analytical model. Afterwards, performance metrics are defined in Sec. V. In Sec.
VI, we present an optimization framework to derive network parameters. Numerical
and simulation results are discussed in Sec. VII, before the paper is concluded in
Sec. VIII.

II. NETWORK SCENARIO AND ASSUMPTIONS

Consider a multi-tier event-triggered data reporting scenario, where sensor nodes
generate packets and send them to the sink node through intermediate nodes, as
shown in Fig. D.1. All sensor nodes are integrated with a WuRx and can only com-
municate with its one-hop neighboring nodes within the coverage range. A sensor
node sends a unicast WuC to a relay node as soon as it has a packet to transmit. After
receiving the WuC, the relay node turns on its MR for data communication. When
both MRs are active, data communication will be performed. The same procedure
is repeated hop-by-hop until the packet reaches the sink.

We consider that the network is operated under light traffic, which is a rea-
sonable assumption for many smart home, smart farm, and industrial IoT applica-
tions [4]. We further assume that no packet loss occurs due to buffer overflow.

III. PROTOCOL DESIGN

In this section, we present the proposed LR-WuR cross-layer relay selection
scheme. This scheme reduces overhead by allowing a node to select its next
relay node to forward a packet toward the destination without performing a route
establishment handshake. In a nutshell, LR-WuR uses a lookup table for relay
selection. It allows a node to poll a next tier node among a set of potential relays for
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Figure D.2: Operations of LR-WuR.

forwarding a packet and ensures load balancing among relay nodes in the network.
To do so, LR-WuR enables a sender to maintain an address lookup table of its next
tier nodes to select the next hop forwarder. Each node in the network keeps track
of the transmissions of upper tier nodes with whom it is connected by overhearing
their transmissions and accordingly marking its address lookup table. When a
node has a packet to forward, it checks the address lookup table to select an upper
hop node which did not transmit or forward a packet in the previous round(s) of
transmission. If all the addresses of next hop nodes are marked, the lookup table
will be reset.

The operation of LR-WuR is illustrated in Fig. D.2, where nodes S1 and S2 are
connected with two upper tier nodes, i.e., R1 and R2. Initially both R1 and R2 have
the same status. When S1 has a packet to send, it wakes up R1 for forwarding its
packet. First, it sends a WuC and then transmits the data frame to R1. Upon receiv-
ing the packet, R1 sends an ACK to S1. S1 marks R1 as utilized in the lookup table,
switches off its MR and keeps active its WuRx for monitoring the channel. When
R1 sends a WuC to its next hop node for forwarding the received packet, both S1
and S2 overhear that WuC transmission. Since S1 already marked the forwarder as
utilized in the lookup table, it will not make any changes in this table. In the mean
time, S2 uses this overheard WuC transmission to update its lookup table. Accord-
ingly, when S2 has a packet to transmit, it will forward its packet to R2 instead since
it knows that R1 has already transmitted/forwarded a packet in the previous round
of packet transmission. Afterwards, S2 will update its lookup table. When R2 for-
wards the received packet from S2, S1 will update its lookup table after overhearing
the WuC transmission of R2. When all the next hop forwarders are exploited, S1
and S2 will reset their lookup table. Note that if no ACK is received from the re-
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ceiver, the sending node retransmits the WuC and data after an ACK timeout. It
discards the packet if the maximum number of retransmission is exceeded. The
same procedure applies to each hop until the final destination is reached.

IV. ANALYTICAL MODEL

In this section, we first develop an M/G/1 queue model to calculate the collision
probability of WuC transmissions and then calculate packet error probability based
on signal-to-noise ratio (SNR). In a multi-hop WuR-IoT network, a node transmits
a WuC to the targeted WuRx in an on-demand manner, i.e., whenever it gener-
ates a packet or receives a packet to forward. Collisions among WuCs may occur
due to the randomness of packet arrivals in the network. Denote by Pc the prob-
ability that a collision happened during the WuC or data transmission. Since no
separate ACK is required upon receiving a WuC, a collided WuC can only be de-
tected if no ACK is received from the intended receiver after transmitting the data
frame. If no ACK is received within the ACK timeout period, the sending node
will retransmit its WuC. A node transmits the same WuC up to (K + 1) times in-
cluding the initial transmission and K retransmissions. If the WuC retry limit, K,
has been reached, the sending node simply discards the packet from the queue. A
successful transmission of the reference node, which is a node of interest randomly
selected among neighboring nodes, occurs when none of the other

∑
iεA
Ni nodes

starts a busy period during the vulnerable period. Here, A is the set of neighbors
of the reference node and its hidden nodes. A busy period of a reference node is
defined as the period in which a node is uninterruptedly busy. A busy period starts
with a packet arrival into an empty buffer and finishes when the buffer becomes
empty again. A busy period of the reference node is shown in Fig. D.3 where TF

(TF = TSIFS +Twuc +TAT +Tdata +T tout
ack ) is the duration of an unsuccessful attempt

and TS (TS = Twuc +TAT +Tdata +2TSIFS +Tack) is the duration of a successful at-
tempt. Twuc, TAT, Tdata, TSIFS, Tack and T tout

ack are the duration of WuC, fully active
MCU, data, short inter-frame space (SIFS), acknowledgment, and ACK timeout,
respectively.

We assume that TS ≈ TF since T tout
ack ≈ TSIFS + Tack. With this assumption, the

mean duration of a busy period, E[TB], can be obtained as

E[TB] = TS E[Γ] E[n], (D.1)

where Γ is the number of packets served in a busy period of the M/G/1 queuing sys-
tem with traffic intensity α = λTS E[n] and E[Γ] = 1

1−α ; and E[n] is the expected
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Figure D.3: Illustration of a busy period.

number of transmission attempts for each packet.

E[n] =
K∑
i=0

P i
c(1− Pc)(i+ 1) + (K + 1)PK+1

c , (D.2)

and Pc is the collision probability of the reference node. For analysis simplicity, we
consider that all busy periods have a constant duration equal to its mean, TB. With
this simplification, Pc can be approximated as

Pc ≈ 1−
[
e−

λ
E[Γ]

(E[TB]+TS)
]∑
iεA

Ni
. (D.3)

By solving the non-linear equations (D.1), (D.2), and (D.3), the value of Pc can
be obtained.

Furthermore, a packet loss may also occur due to imperfect channel conditions.
Denote by ρ the SNR at the receiver. Thus, packet error rate due to channel impair-
ment, denoted by Pe(ρ), can be formulated as

Pe(ρ) = 1− [1− PWuC
e (ρ)][1− PDATA

e (ρ)], (D.4)

where PWuC
e (ρ) = 1 − [1 − POOK

b (ρ)]LWuC is the WuC packet error rate (PER) due
to channel impairment, in which LWuC is the WuC packet size [in bits] and POOK

b

is the bit error rate (BER) of the on-off keying (OOK) modulation; PDATA
e (ρ) =

1− [1−P BPSK
b (ρ)]LDATA is the data PER due to channel impairment, in which LDATA

is the data packet length [in bits] and P BPSK
b is the BER of the binary phase shift

keying (BPSK) modulation.

For a given link, POOK
b (ρ) and P BPSK

b (ρ) can be determined based on the adopted
noise and propagation model of the channel. Furthermore, it is a common assump-
tion that ACKs are sent as error-free packets [10].

Since packet loss occurs due to both collision and transmission error because of
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channel impairment, the probability of packet loss, denoted by Pl, is given by

Pl = Pc + (1− Pc)Pe. (D.5)

V. PERFORMANCE ANALYSIS

In this section, we define three performance metrics and derive their expressions
based on the obtained Pl.

A. Packet Delivery Ratio
Packet delivery ratio (PDR), denoted by Φe2e, is defined as the ratio between the
number of packets successfully delivered to the final destination/sink node and the
number of packet generated by a source, e.g., the reference node. The PDR in a
multi-hop WuR network can be obtained from packet loss probability considering
packet losses due to both collision and channel impairments. Accordingly, Φe2e is
computed as

Φe2e =
H∏
i=1

(1− PK+1
li

), (D.6)

where Pli is the packet loss probability at the ith hop, K is the retry limit and H is
the total number of hops between source and sink.

B. Average End-to-End Delay
The average delay of a successful received packet, denoted by T e2e, is defined as
the time from the moment a packet arrives at a data generation node until it is
successfully transmitted to the sink. As mentioned earlier, transmissions may fail
due to both collisions and channel impairment. Thus T e2e can be obtained as

T e2e = TS

H∑
i=1

∑K
v=0 P

v
li

(1− Pli)(v + 1)

1− PK+1
li

, (D.7)

where TS is the duration of a successful transmission. Propagation delay is ignored
in the calculation as it is very small.

C. Energy Consumption
The end-to-end energy consumption is quantified by Ee2e (in Joule), which repre-
sents the average energy consumed by the nodes along the path from the reference
node to the sink to deliver a packet successfully. Ee2e depends on the PDR in a
multi-hop network, and it is calculated as
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Ee2e = ET

H∑
i=1

∑K
v=0 P

v
li

(1− Pli)(v + 1)

1− PK+1
li

, (D.8)

where ET is the energy consumed by a sender and a receiver for a successful trans-
mission computed asET = ET

wuc+EAT+ET
data+ER

wuc+E
R
data+2ESIFS+ET

ack+ER
ack.

Subsequently, ET
wuc, E

R
wuc, EAT, ET

data, ER
data, ESIFS, ET

ack, and ER
ack are the energy

consumption for WuC transmission, WuC reception, fully activation of MCU, data
packet transmission, data packet reception, SIFS, ACK transmission and ACK re-
ception, respectively. The average energy consumed by a node along the transmis-
sion path from the reference node to the sink for each packet it handles, denoted by
Eavg, can be computed as

Eavg = ES

K∑
v=0

P v
l (1− Pl)(v + 1) + EF(K + 1)PK+1

l , (D.9)

where ES = ET
wuc +EAT +ET

data + 2ESIFS +ET
ack and EF = ET

wuc +EAT +ET
data +

ESIFS.
∑K

v=0 P
v
l (1 − Pl)(v + 1) represents a condition where a transmission is

successful (including WuC and data), whereas (K + 1)PK+1
l represents another

condition where a packet is discarded after (K + 1) transmission attempts.

VI. PARAMETER OPTIMIZATION FRAMEWORK

In this section, we develop a parameter optimization framework for the studied
WuR-enabled multi-hop IoT network.

Different IoT applications have different quality of service (QoS) requirements
ranging from reliable communication or higher energy-efficiency to delay-sensitive
applications or any combination of them. We consider three application dependent
weights: wE , wT , and wΦ for the average energy consumption, average latency,
and PDR objectives, respectively. Then, different degrees of QoS requirements
for various IoT applications can be achieved by adjusting the specific weight value
according to a specific IoT application where 0 ≤ wE, wT, wΦ ≤ 1 and wE + wT +

wΦ = 1.
Then, aiming at simultaneously optimizing network parameters based on the

application requirements in terms of T e2e, Ee2e, and Φe2e, we consider a multi-
objective optimization function which is quantified by a weighted linear combi-
nation of each objective. As these three objective terms differ in units in which
these performance metrics are measured, we normalize each metric and optimize
their deviations concerning certain pre-defined utopia values which are used to pro-
vide non-dimensional objective functions [11]. Accordingly, the overall objective
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Table D.1: Cross-Layer Optimization Framework

Inputs:
Φ∗, E∗, T ∗, ΦTH, ETH, T TH, Kmax, wE, wT, wΦ

Objective:
minimize

θεR3
J(θ) = wEJE(θ) + wTJT (θ) + wΦJΦ(θ)

Subject to:
(D.11), (D.12), (D.13).

function for the envisaged WuR-enabled multi-hop IoT network becomes

J(θ) = wEJE(θ) + wTJT (θ) + wΦJΦ(θ), J(θ) ∈ R3 (D.10)

where θ = (WuCTR, K, ρ) ∈ R3 is the vector of decision variables: WuC transmis-
sion rate, number of retransmissions, and minimum SNR, respectively; JE(θ) =(
Ee2e

E∗
− 1
)

, JT (θ) =
(
T e2e

T ∗
− 1
)

, JΦ(θ) =
(

1− Φe2e

Φ∗

)
; E∗, T ∗, and Φ∗ are, re-

spectively, the end-to-end energy consumption, latency, and PDR utopia values for
normalizing purposes.

Moreover, we consider three performance requirements in terms of energy con-
sumption, maximum ETH, maximum latency, T TH, or minimum end-to-end PDR,
ΦTH. These requirements are set as constraints of the optimization problem. The
corresponding system constraints are given by

Ee2e ≤ ETH, (D.11)

T e2e ≤ T TH, (D.12)

Φe2e ≥ ΦTH. (D.13)

Based on the input parameters, i.e., ETH, T TH, ΦTH, E∗, T ∗, Φ∗, most suitable
network parameters in the set θ are found such that J(θ) is optimized. The decision
variables take values from a discrete set that leads the optimization framework to an
integer programming problem. The size of this problem is small, allowing MCUs
to yield a solution in few seconds through an exhaustive search. The optimization
framework is summarized in Table D.1.

VII. NUMERICAL RESULTS AND DISCUSSIONS

In this section, we present the numerical results obtained from the analytical model
and discrete-event simulations. Consider a connected network where 15 nodes are
distributed as a 5 × 3 grid over an area of 250 m × 100 m and these nodes send
measured information to the sink, which is located on top of the deployment area.
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Table D.2: Parameter Configuration [2] [6] [7]

Radio type Parameter Value Unit

Common

Supply voltage 3 V
Coverage range 100 m
Number of hops 3
Packet arrival rate 0.001, 0.1, 1 packet/sec.
SNR 3 to 10 dB

Main radio

Data rate 250 kbps
Transmission current 17.4 mA
Reception current 18.8 mA
Idle current 20 µA
SIFS duration 192 µs
Payload size 35 bytes
ACK frame size 11 bytes

Wake-up radio

WuC duration 12.2, 6.1 ms
WuC Transmission current 152 mA
Reception current (WuRx) 8 µA
Sleep current 3.5 µA
MCU switching current 2.7 µA
Time to switch on MCU 1.79 ms
WuC packet size 4 bytes
Maximum WuC attempts 0 to 7 times
WuC transmission rate 2730, 5460 bps

To perform simulations, we made a custom-built discrete-event simulator which
mimics the behavior of the WuR-IoT network. That is, a node sends a WuC to
its next tier relay node as soon as it has a packet to transmit. The targeted WuRx
switches on its MR for performing data communication as soon as it receives a
WuC. This procedure will continue until the packet successfully reaches the sink
or is dropped after the retry limit has been exceeded. A timestamp is maintained
for each packet that records from the instant of arrival until when it is successfully
delivered to the sink or is dropped at any hop. We configure λ = 0.1 packet/sec to
reflect the light traffic condition in the studied network. The remaining parameters
that are configured in our analysis and simulations are based on Table D.2 unless
otherwise stated.

A. PDR, Delay, and Energy Performance
Fig. D.4 depicts the obtained PDR as ρ varies. As expected, a WuR-IoT network ex-
periences lower PDR when channel quality is poor, i.e., ρ is low. This is because the
BER is higher with a low ρ, leading to a lower number of successful transmissions
thus a lower PDR. Moreover, the PDR of the proposed LR-WuR scheme is higher
when retransmissions are allowed, as illustrated in Fig. D.5 for different number
of retransmissions when ρ = 6 dB. This behavior is expected since retransmission
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Figure D.5: PDR as a function of the number of retransmissions when the WuC duration is
12.2 ms.

increases the probability of successful transmission at a cost of higher delay and
energy consumption as explained next.

Fig. D.6 shows the average end-to-end delay performance as ρ varies. The ob-
tained end-to-end delay decreases with ρ. The reason is that channel quality im-
proves when ρ increases, which reduces the average number of transmission at-
tempts required to successfully deliver a packet to the sink. Comparing K = 4 and
K = 1, the latter one performs better at 6 and 7 dB since more transmissions are
allowed when K = 4. Furthermore, both K = 4 and K = 1 show the same perfor-
mance when channel quality is excellent, i.e., ρ = 8 dB, because a lower number of
retransmissions is required.

From Fig. D.7, a similar trend regarding the average energy consumed by a
node for transmitting a packet (successfully or discarded) is observed. That is,
energy consumption with K = 4 is higher than that with K = 1 at 6 and 7 dB.
The reason is that channel errors are overcome through retransmissions at a cost of
higher energy consumption. The energy performance with K = 4 and K = 1 is
almost the same at 8 dB since a lower number of retransmissions is performed.
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Ana. (K=1)
Sim. (K=1)
Ana. (K=4)
Sim. (K=4)

Figure D.6: Average end-to-end delay as a function of ρ when the WuC duration is 12.2 ms.
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Sim. (K=1)
Ana. (K=4)
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Figure D.7: Energy consumption of a node for each packet it handled (successfully or
discarded) when the WuC duration is 12.2 ms.

It is worth mentioning that there often exists a tradeoff between PDR and de-
lay/energy consumption when channel quality is poor. That is, a high PDR is
achievable under error-prone channel conditions at the cost of a longer delay and
higher energy consumption. This observation conforms with the PDR behavior il-
lustrated in Fig. D.5.

B. Effect of Higher WuC Transmission Rate
Fig. D.8 presents the effects of WuC transmission rate on the performance of LR-
WuR in terms of PDR and end-to-end latency under error-free channel conditions.
From Fig. D.8 (a), it is evident that the PDR increases with WuC transmission rate.
This is due to the fact that a node needs a shorter time to transmit a WuC when a
higher data rate, i.e., 5460 bps is adopted in comparison with a lower transmission
rate, i.e., 2730 bps. A shorter WuC duration leads to a reduced busy period, re-
sulting in a lower collision probability. As a result, PDR increases. The impact of
higher WuC transmission rate on average end-to-end packet delay is showed in Fig.
D.8 (b). The end-to-end delay of LR-WuR with a higher WuC rate (at 5460 bps)
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Figure D.8: Effect of WuC transmission rate when K = 0.
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Figure D.9: Comparison of LR-WuR, ALBA-WUR, and OPWUM.

is shorter than at 2730 bps. This is because a higher WuC transmission data rate
reduces WuC duration thus achieving a lower average end-to-end delay.

C. Performance Comparison with ALBA-WUR and OPWUM
In this subsection, we compare the performance of LR-WuR with two representa-
tive cross-layer WuR schemes mentioned earlier, i.e., OPWUM [5] and ALBA-
WUR [3]. OPWUM performs BO/CS/RTS/CTS/ATS handshakes prior to data
transmission. On the other hand, ALBA-WUR sends WuC and waits for RTS before
data transmission. Since both ALBA-WUR and OPWUM were evaluated under an
error-free channel condition without allowing retransmissions, we configure ρ = 10

dB andK = 0 so that LR-WuR is operated under the same conditions for a fair com-
parison. The results are illustrated in Fig. D.9 with a traffic intensity of λ = 0.001

packet/sec. From Fig. D.9(a), it is observed that LR-WuR outperforms ALBA-WuR
and OPWUM in terms of average end-to-end delay. This is because LR-WuR only
sends WuC and does not perform BO/CS/RTS/CTS/ATS or RTS like OPWUM or
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Table D.3: Optimal Network Parameters for Different QoS Requirements

Threshold metric WuCTR K ρ

PDR (≥ 0.9) 5460 bps 2 ≥ 7 dB
Delay (< 30 ms) 5460 bps 0 ≥ 6 dB
Energy Consumption (< 20 mJ) 5460 bps 0 ≥ 6 dB
Delay (< 30 ms) and PDR (≥ 0.9) 5460 bps 0 10 dB
Delay (< 30 ms) and Energy Consumption (< 20 mJ) 5460 bps 0 ≥ 6 dB

ALBA-WUR respectively, prior to a WuC transmission. A similar trend is also
observed for end-to-end energy consumption in Fig. D.9(b). That is, LR-WuR con-
sumes less energy than its counterpart schemes OPWUM and ALBA-WUR. This
is due the reason that OPWUM and ALBA-WUR consume energy respectively
for BO/CS/RTS/CTS/ATS/DATA/ACK and WuC/RTS/DATA/ACK, whereas LR-
WuR only consumes energy for WuC/DATA/ACK. Furthermore, OPWUM requires
the longest delay and consumes the highest end-to-end energy among these three
schemes since it requires more control messages than the other two schemes.

D. Optimal Network Parameter Configuration
Aiming at providing differentiated services for applications with different QoS re-
quirements, we analyze finally the combination of QoS requirements and provide
optimal configuration values for the studied WuR-IoT network so that the selected
requirement is satisfied. We first analyze each QoS requirement (PDR, delay, or en-
ergy consumption) and provide the network parameters (WuCTR, K, ρ) that satisfy
them individually. After that, we analyze the combination of QoS requirements:
[(ΦTH > 0.9)&(DTH < 30 ms)] and [(DTH < 30 ms)&(ETH < 20 mJ)]. The tested
values for the WuC transmission rate are WuCTR = {2730, 5460} bps, the packet
arrival rate is set to be 0.1 packet/sec, the number of retransmissions allowed ranges
from 0 to 7, and the SNR ranges from 3 dB to 10 dB.

As can be observed in Table D.3, most of the QoS requirements are satis-
fied when the number of retransmissions is kept at a lower value, as K = 2,
WuCTR = 5460 bps, and the channel quality is high (ρ ≥ 7 dB). More specifi-
cally, if the aim is to reduce delay and energy consumption in the WuR network,
retransmissions should be disabled and the WuC rate should be kept at a high value,
such as WuCTR = 5460 bps.

VIII. CONCLUSIONS

In this paper, we proposed a lightweight relay selection scheme, LR-WuR. LR-
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WuR efficiently selects a relay node from the set of next hop forwarders by utilizing
a lookup table and ACK. An M/G/1 model is developed to assess the performance of
LR-WuR. The obtained analytical and simulation results match with each other. We
also presented an optimization framework. Based on the application requirement,
optimal network parameters can be derived by applying this optimization frame-
work. Furthermore, LR-WuR is compared with two state-of-the-art WuR schemes,
i.e., ALBA-WUR and OPWUM. The obtained results demonstrate that LR-WuR
outperforms these two schemes in terms of average end-to-end delay and end-to-
end energy consumptions.
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