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ABSTRACT 

 

 

 
On this era, email is a convenient way to enable the user to communicate 

everywhere in the world which it has the internet. It is because of the economic and 

fast method of communication. The email message can send to the single user or 

distribute to the group. Majority of the users does not know the life exclusive of e-

mail. For this issue, it becomes an email as the medium of communication of a 

malicious person. This project aimed at Spam Email. This project concentrated on a 

hybrid approach namely Neural Network (NN) and Particle Swarm Optimization 

(PSO) designed to detect the spam emails. The comparisons between the hybrid 

approach for NN_PSO with GA algorithm and NN classifiers to show the best 

performance for spam detection. The Spambase used contains 1813 as spams (39.40%) 

and 2788 as non-spam (60.6%) implemented on these algorithms. The comparisons 

performance criteria based on accuracy, false positive, false negative, precision, recall 

and f-measure. The feature selection used by applying GA algorithm to reducing the 

redundant and irrelevant features. The performance of F-Measure shows that the 

hybrid NN_PSO, GA_NN and NN are 94.10%, 92.60% and 91.39% respectively. The 

results recommended using the hybrid of NN_PSO with GA algorithm for the best 

performance for spam email detection.  
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ABSTRAK 

 

 

 
Pada era ini, e-mel adalah cara yang mudah untuk membolehkan pengguna 

berkomunikasi di mana-mana di dunia yang mempunyai internet. Ia adalah kaedah 

komunikasi yang ekonomik dan cepat. Mesej e-mel boleh dihantar kepada pengguna 

tunggal atau mengedarkan kepada kumpulan. Majoriti pengguna tidak mengetahui 

kehidupan eksklusif e-mel. Projek ini fokus kepada untuk Spam Email. Projek ini 

tertumpu pada pendekatan hibrid iaitu Rangkaian Neural (NN) dan Pengoptimuman 

Swarm Partikel (PSO) yang direka untuk mengesan e-mel spam. Perbandingan antara 

pendekatan hibrid untuk NN_PSO dengan algoritma GA dan pengelas NN untuk 

menunjukkan prestasi terbaik untuk pengesanan spam. Spambase yang digunakan 

mengandungi 1813 sebagai spam (39.40%) dan 2788 sebagai bukan spam (60.6%) 

yang dilaksanakan pada algoritma ini. Kriteria prestasi perbandingan berdasarkan 

accuracy, false positive, false negative, precision, recall dan f-measure. Pemilihan ciri 

dengan menggunakan algoritma GA untuk mengurangkan ciri-ciri yang berlebihan 

dan tidak relevan. Prestasi f-measure menunjukkan bahawa hibrid NN_PSO, GA_NN 

dan NN masing-masing 94.10%, 92.60% dan 91.39%. Hasilnya disyorkan 

menggunakan hybrid NN_PSO dengan algoritma GA untuk prestasi terbaik untuk 

pengesanan emel spam. 
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CHAPTER 1 

 

 

INTRODUCTION 

 

 

1.1 Overview 

 

In this era, email is a convenient way to enable the user to communicate 

globally in the world which it has the internet. It is an economical and fast method of 

communication. The email message can send to the single user or distribute to the 

group. Majority of the users does not know the life exclusive of e-mail. For this issue, 

it becomes an email as the medium of communication of a malicious person. The rapid 

growth of the internet, at the same time the spam rate is also increased. In the second 

week of 2014, it shows that 70% of the report statistics for traffic of emails were spam 

(Nizamani S. et al., 2014). 

 

The definition of the spam also referred to as unsolicited bulk mail (UBM), 

unsolicited commercial email (UCE), excessive multi-posting (EMP), spam mail or 

junk mail (Bhuleskar et al., 2009). The cause of the spam can affect the legitimate 

email reach to the email user based on the reason it overloads to the user inbox and has 

the malicious code in emails (Al-Mukhtar, 2012). The researchers have made the spam 

assessment by conduct the survey to get the status of spam in Kingdom of Saudi Arabia 

(KSA). It shows that the main distribute the spam email including commercials, 

phishing, sexual contents, religious reasons, etc. It causes no good purposes for the 

bandwidth, excess use and gets resources (Abdullah Al-Kadhi and Mishaal, 2011).  
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Between 2005 and 2007, the worldwide cost of spam expected by Ferris 

Research is US$ 50 billion and US$ 100 billion respectively (Bauer et al., 2008). 

Because of these causes to the outright violation of personal space and some 

requirement to prevent the spam while using the general delivery. As part of the CAN-

SPAM, the U.S House of Representatives endorsed the bill on December 16, 2003, the 

financial punishments of $ 6 million and five-year prison to prevent the unwanted 

messages. (Lee, 2005a; Sivanadyan, 2003).  

 

Recognize how spam has generated to break down the evolution of spam 

filters. However, that not allowed taking a gander for each type of spam filters. By 

performing this study, it may be possible for spam filters one-stage moving forward to 

find front the spammers and put the spam to ends. 

 

 

1.2 Background of Problem 

 

With the broad use of the internet and service of emails, it becomes significant 

in our life. At the same time, the spam also increased, cause waste time-consuming to 

deleting the spam. Spam also can waste the network resources, gets the virus and it not 

suitable to shows the under-aged recipients to inappropriate content.  

 

For the classification email in specific algorithms, it has the different problem 

with wrongly describing the legitimate email as spam namely called as False Positive 

and wrongly classify the non-spam as legitimate email called False Negative. When 

users get the spam email as legitimate, the user becomes annoyed. For spam detection, 

the effect of the low accuracy, the false positive or the false negative is part of the issue 

to the datasets. 
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Develop the technique to categories of the spam is complex, with define the 

spam types and modify the classification task near impossible. The spammers also 

attempt to modify emails in order not to catch using the technique, adding hard to 

deliver accurate detection.  Now, several of the effective spam filtering studies to 

distinguishing the spam from legitimate emails (Wei, C. P. et al., 2008).   

 

For classification analysis, several of spam filtering used email contents to 

classify the spam or ham, for example, Bayesian analysis (Sahami et al., 1998), 

machine learning approaches (Guzella and Caminhas, 2009) and heuristics approaches 

(Cook et al., 2006).  

 

 Machine learning is overall techniques been used by the researchers for 

detection of spam and gets successful good results. However, in the machine learning, 

the situation of the pre-processing should have the high scale of characteristics space 

on email because of it can obstruction to the classifiers. A large number of words in 

the message should extract because the excess of the characteristics can degrade the 

classification.  

 

Many a new algorithm proposed for training feed-forward neural network 

classifier can get the fast convergence in the network. However, improper set a large 

number of hidden layers weight in the neural network can get the problem large-scale 

optimization. Currently, for the optimization methods can consider identifying to using 

the genetic algorithms. 

  

 

1.3 Problem Statement 

 

A significant issue to the neural network classifiers has the problem of error 

convergence. A large of the data have features contains irrelevant and redundant used 
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in the classification of NN and hybrid of NN and PSO. The classifier parameter, initial 

weight, population sizes of the NN_PSO classifiers can decrease the error rate. All 

these influences can trap the classifier to gets the optimal solution. The use of the 

global optimization algorithm to gets the solution by the implement in pre-processing 

phase using features selection algorithm and the combination of the classification as 

trainer algorithm in a classifier. 

 

 

1.4 Aim of the Project 

 

This project aims to perform on the dataset for obtaining the accurate 

classification in line with f-measure of the balance between precision and recall and 

reduce the rate of the false positive, the false negative in a selected dataset for spam 

email detection. It will achieve by implementing the proposed hybrid of Neural 

Network (NN) with Particle Swarm Optimization (PSO), and use of Genetic Algorithm 

(GA) with the selected parameter for features selection. 

 

 

1.5 Objective of the Project 

 

This project will aim to perform on the dataset for obtaining the accurate 

classification in line with f-measure of the balance between precision and recall, and 

reduce the rate of the false positive, the false negative with using the proposed spam 

email detection based on the classification of the dataset. The objective of the project 

as the following:  

 
i. To select significance features to represent dataset by using the Genetic 

Algorithm (GA). 

ii. To develop a hybrid of Neural Network (NN) and Particle Swarm 

Optimization (PSO) for spam email classification. 
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iii. To evaluate benchmark the effectiveness of the proposed hybrid 

approach based on accuracy, the false positive, the false negative and 

the f-measure. 

 

 

1.6 Scope of the Project 

 

This project performs on the dataset for obtaining the accurate classification in 

line with f-measure of the balance between precision and recall and reduces the rate of 

the false positive, the false negative using proposed spam email detection based on the 

classification of the dataset.  The scope of the project as the following:  

 
i. The implementation of Neural Network (NN) and the hybrid approach 

of Neural Network (NN) and Particle Swarm Optimization (PSO) 

algorithm on the content of the email and use of Genetic Algorithm 

(GA) as a features selection. 

ii. Use of Spambase datasets got from the UCI website. 

iii. The performance measurement of the dataset evaluated based on 

classification accuracy, the false positive, the false negative and the f-

measure.  

   

 

1.7 Significant of the Project 

 

 The rapid growth of the internet, at the same time the spam email is also 

increased. It needs to prevent it using the spam email detection. The different method 

of the spam email detection with different impact spam email, which is to detect and 

remove the spam email from user inbox. This own technique can classify the email for 

spam or non-spam. By employing the technique in this study by using the hybrid of 

the NN and PSO, it can help to detect and block the spam in the user mailbox. 
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1.8       Organization of the Project 

 

This chapter organised into four topics. For the first topic, contains the 

overview of the spam emails, problem background, and problem statement, the target 

of the project, the project objectives, project scope and significance of the study. The 

second topic describes literature review of the spam including definition, types of spam 

and available spam filtering technique. The third topic describes the methodology of 

the project used to achieve the project objectives. The fourth topic describes the feature 

selection of the data. The fifth chapter focuses on implementation and results from 

spam email detection. 
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