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Abstract — Automated optical inspection systems

suffer a lot problems seriously from their working
environment such as illumination control and vibraing
workplatform. In this paper, we proposed a tailored

design method which combines a keypoint based

alignment and an illumination adjusted comparison
algorithm for the automated optical inspection systms.
Together with an error tolerance control method for
inherited noises and computational errors, our metbd
can significantly reduce the impact of the physicalight
source requirement in manufacturing lines and gairhigh
accuracy in the quality control of production. Validation
experiment results showed that our method can reaclery
high accuracy in a simple and crude testing envirament.

Keyword: AOI system, image alignment, illumination
normalization.

. INTRODUCTION

In this paper, we used cells of plastic carrieipsftape)
for electronic components as our illustrative exsp
Figure 1 demonstrates original unprocessed ima@eheo
example cells.

Figure 1. Images of samples of plastic carrierscElie
left is an example of reference (golden sample&genand
the one on the right is a (bad) target image.

Physically, AOI systems consist of image input iaig
cameras), lighting, synchronizing, embedded conmpated
control subsystems as well as an “invisible” sofevaystem.
Our method introduced in this paper concentrateg on
the software system. In the following, when we gyl
system, we refer the term to the software portibrihe

Rather than examining manufactured products manuallystem, that is, an image processing subsystem.

Automated Optic Inspection (AOI) [23] systems takages
through digital cameras as the input, and then flians, if
any, of them in production lines using image preoes
methods.

To save cost and gain more efficiency and accuvatly
the daily improved high-tech, automated inspecg8gstem
is playing more and more important role in masgikaduct

Il. BACKGROUND

The core procedure of our method is the image
comparison method as well as an acceptance decision
making procedure. Although the image matching and
comparison problems have been well studied for diexa
[1,3, 8,10], they are mainly designed for differpnirposes

manufacturing. To install and operate more autodhatevhich are not fully fittable to the requirements ADI
assembly lines means the more AOI systems are ddrde systems.

mass production plants. In the future, automategedntion
systems will be essential to all automated manufaay
lines. That is, instead of “nice to have” an AOst®m now,
it will soon be “must have” one.

In the early stage, AOI systems were mainly desigioe
serve the PCB quality inspection [18,19,28], bulvadays,
they have been applied to many other categoriesaskive
product production lines as accurate, faithful, dineless
quality controllers.

In order to distinguish defects from good produét§|

Most matching methods [5,15] concentrate on lookarg
a pattern or template, in a given image. On therottand,
AOI systems need to examine the whole images of ®UT
and golden samples to look for all differences leetwthem.
On top of similarity of template matching method€)l
systems also concern superfluous parts in targages In
other words, traditional pattern matching methaatsu$ on
one-way matching, whilst AOI systems consider matgh
in both ways.

In this paper, we proposed a method which applissta

systems take images of so-called golden samples aof algorithms for AOI system design and developmedtr

standard of qualification procedure. With pre-mssed
information obtained from images of golden sampk®)]

systems examine images of manufactured produdesyed
to as Devices Under Test (DUTSs), compare to theyenaf

golden samples to look for mismatches, and thenenaak

decision on whether to accept the products or mmothe
following, we will call images of a DUT amarget images
andreference images for images of a golden sample.

method is based on very simple concept of exploring
differences of each corresponding pair of pixetarfrthe
two images, and with a rather complicate noise robrib
gain high accuracy of acceptance decision.

Although the concept of our method is simple, thiaee
an effective and high accurate method is not ay @is
High accuracy is a fundamental and mandatory requent
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of AOI systems, while most image matching methoalsiat
take this into account seriously.

All negative influential factors like light sourees

v RS- 3

Keypoint based alignment methods involve matchifig o
keypoints between the reference and target images.
Unfortunately this job is very inefficient in geércases.

L . X well as However, under the assumption that our referendeanget
vibration/shock from the working environment must b

images are very similar in most cases, the searehcsuld

controlled to the lowest level before deploying thge requced to a very small number without hurtihg t

inspection systems on line. The method introducethis
paper can release the influence of light sourceéspasition
shifting to the systems as much as possible.

Naive comparison using
corresponding pixels in reference and target imagédmth
too simple to gain expressiveness and too rouglbeo
accurate for AOI systems. Reference angle, ill@tdm,
thermal, impulse and quantization noises can easéke
the images different in terms of intensity valudspixels.
Without aligning images and applying a tolerancethe
differences, almost all comparisons of digital iagnay
fail to work properly.

Besides position alignment, we also applied methods
align the brightness and contrast distribution bydifying
intensity values to reduce the light source impBgtmeans
of software modification of intensity values of iges, our

accuracy and hence can save a lot processing time.

B. Image Comparison

the differences between After the reference and target images are aligaadther

job of our method is the comparison of the alignadges.
A straightforward naive approach is to directly tsatt the
intensities of two corresponding pixels in both gea. This
would be fine if the illumination and noise condits of
target and reference images are the same. Howviever
usually not the case. When taking the images, thesipal
conditions are impossible to be the same and coesgy
the intensity values of corresponding pixels in ges are
always different.

Several image pixel intensity transforms have been
proposed to make illumination distributions of timnages
as close as possible [4,9,21,29]. The intensitgsfiam or

method can lower down the physical lighting SOUrC&apping adopted in our method is the Histogram Mate

requirement, and hence the cost.

I1l. RELATED METHODS

(HM) [4,20,24-27] method. In our method, we empldyl
to map the gray levels of the target image to the- p
calculated golden sample image. The reason foosihg

The method proposed here is rooted on many previot#/ is its simplicity and efficiency. HM can bringhe

works. Roughly, we categorize them into the follogvitwo
groups of methods and algorithms.

A. Image Alignment

The first step towards image comparison is to athym
reference and target images. There are severabagies
such as feature- and intensity-based methods [2id&ly
used in image registration/alignment solutions emsity-
based approach uses sub-images and correlatioicsnas
the tools to find geometric information for thegaiment. It
would suffer from both time consuming and illumioat
difference problems.

Alternatively, in feature-based methods,
keypoints [11-14,16] for image matching and aligntne
have been proposed and discussed.
extrema keypoints introduced in SIFT [17] has beegely
referenced and applied in thousands of image psowes

works. Extrema keypoints of SIFT are invariant unde

rotation, scale and illumination which all are ed&d to
AOI systems. Figure 2 shows the extrema of referend
target images found by SIFT.

K

— -

i

Figure 2. Keypoints located by SIFT

kinds of

intensities as well as the level of noise of ther&sponding
pixels close enough.

Once the brightness and contrast distributions were
normalized by HM, the intensity values of the cep@nding
pixels would be closer. And hence the differenckies of
naive subtraction method for the image comparisonlav
also be reduced to a small amount. This gives use mo
confidence that the comparison indeed reflects Dasit
golden sample are indistinguishable. Lastly, th@ai@ing
part of our method is the acceptance decision ndetiiod it
will be discussed in the next section.

IV. OUR METHOD

Our method consists of the following four stepsmége

Among them, Hi®cessing methods:

Step 1, image alignment

Step 2, image comparison

Step 3, noise and tolerance control
Step 4, defect decision

in

Details of them are introduced

subsections.

the following

A. Sepl, Image Alignment

The first step towards the comparison of imagesois
align two images. Before comparing the referenaktarget
images, alignment must be applied to them. Defogmin
images may result in unpredictable and uncontridlédults
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and should not be allowed in AOI systems. Thusstamwl R Timg X Vi + 1) = Ty (X3, ¥, — 1)
methods applied in our method should never dlslbet i Timg Xi + 1Y) = Ty (X — 1Y)
images. Fortunately, main tools, the translatiod eotation _ o _

rigid transformations, adopted in our method fdgrihg Where img € {target,reference} indicates the image
images do follow this restriction. Note not all wig used from which the keypoints and its gradient angleaot#d.

transformations can be safely employed in AOI syste The global rotation angle of the target image can b
without any further considerations. computed as the difference of average gradienteangf

) ~ corresponding keypoints as following
For example, scaling, a commonly used affine

transformation, is not a rigid transformation ahdst should Z(@i”f — /49
be applied in a more careful manner in AOI systems. = T n
Normally it can only be used when either the sizBOT is
not an item examined by the AOI system or the gdédme
observation information, e.g., the distance andeafigm

camera to the DUT, is fully understood.

Similarly, the displacementX,Y) for the translation is
computed as the difference between average pasition
(Xref’ Yref) and(Xtarg’ytarg)'

Using the extrema introduced in the SIFT as théufea Then the aligned imagk;g,, could be computed as
(keypoints), an efficient algorithm for matching eth
between the source and target images is developed b
modifying the well-known keypoint matching algorith
RANSACI6]. Though RANSAC could significantly reduce
the notorious impracticable time consuming shoricgnof Besides the position alignment, another factor aoul
simple naive matching algorithms, it is still toealy to be Severely causes us great trouble in AOI systengdesithe

applicable in real-time AOI systems. Neverthelesal-time ~ stability of luminance problem. With carefully dgsed
is an inherited property of AOI systems. light source, we can control the intensity valuesaeen the

golden samples and DUTSs, but variation could newer
completely eliminated due to a lot of inherited s@s, for
example, thermal noise. To reduce the difference of
& minance between images, we do not concentratdforts

on physical light source control, instead, a sofevbased
method, histogram matching, is applied to make
illuminations of corresponding pixels of both refiace and
target images as close as possible.

7align = T(X,Y),t9 (gtarget)

B. Sep 2, Image Comparison

With off-line pre-computed and pre-selected keyfmin
reference images and restricted area in targetémag can
lower down the computation time sharply. Again,
effectiveness of this optimized approach dependsilyeon
the assumption of highly similar reference andeanmages.
The SIFT matched keypoints between reference {righd
target (left) images of our demonstrative exampdee
shown in Figure 3.

1) i)

¢,(k) = Z hy ()
Figure 3. Matched key points between reference and T L
target images =0

Histogram matching (specification) is a method whic
applies histogram equalization algorithm to a péimages
to make their gray-level distribution as close asgible.
Let h, (i) andhg (i) be gray-level histograms of imagés
andB, respectively, and — 1 be the largest intensity value.
Define the equalization mappings as

k

Cﬂ (k) - Cﬂ,min

Based on the matched keypoints, we can compute the ps (k) :l
ny — Cﬂ,min

reference point(X,Y) and rotation angle® which are
essential parameters in the alignment proceduffel@svs.  wherec; i, = ming;<;, C;(i), andny is the size of image,

We choose the average positidhY) of positions(X;,Y;) g ¢ {A,B).

of keypoints as the reference points of the trdisla

transformation in both reference and target imagaegther, ~ Histogram — matching uses the inverse mapping
for each keypoint, we compute its gradient amgleshown Ps Of pp to convert gray levek in imageA to the level

by the pink arrow in Figure 2, and then take therage [ = p5'(pa(k))according to the histogram distribution of

angled of 6; as the normalization angles for reference aniinageB. The output of histogram matching algorithm in the
target images alignment. method is the intensity mapping table

i, ym - 2 X" % Y;""g> M(K) = Py (Prarg ()

(L - 1)J

)

n n
where0 < M(k) <L,k =0,1,..,L —1, which maps gray

intensity level in the aligned target image to lsvef the
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histogram of reference image. rotation transformation for alignment as well as Hidtel

. . mapping for illumination normalization both are exzes
Note the level values are integers only, thus t . . .
9 Y bpping of sources of computation errors generated in tdiee

M (k) cannot map exact values from one histogram tgteps of our method
another by HM. Alternatively, the mapping takes '
approximations with smallest differences, and tfueee For those undesirable but negligible errors brouittter
small computation errors will be brought in by thatching. by noise or by the computation, we adopt threshgldind
mathematic morphology [22] methods to remove or
suppress them. Use empirically collected informatand

mapping error estimated from HM, we can set a ttoleks

In our case, though the two images, reference argbt
images, to be matched are different, the contefrttseon are
highly similar N most cases a.nd hence_ we couldt tteem for the difference of each corresponding pair ofefs to
as the same images with different histograms. Tié Hremove liahtly different pixels id.-
adjusted imagé,,,, is obtained by mapping each intensity ghtly P diff

valuek of the aligned target image to a new valigc) However, thresholding is useful only to the pixelshe
_ “right” position. It cannot make any contributioa tontrol
Tnorm (X, ¥) = M (j‘l””e‘i(x’ y)) errors caused by position shifting introduced bynding
for each pixel atX,Y). We also use equation errors, for example, of translation and rotatioemagtions.
7 — M(ga”gn) The closing operation, eroding first and then @ikt in
norm

mathematic morphology can be used to eliminate Issmah
to express the relation between aligned image, and of “intruders”. When we apply a closing operatiorithw
illumination normalized imagel,,,, . Now the naive small size, or radius for round shape, structueahent (SE),

differential image could be applied straightforwgras we can eliminate marginal errors/differences geeeraue
_ to rounding errors in shifting of positions in aligent step.
Taipr X Y) = Trep (X, ¥) = Tum (X, Y) The size of SE applied in closing operation depesrdshe

Again, we use the simplified terms and equatiostae the System precision requirement which relates to thege
relation of the difference imag,;; between original resolution and the pixel size.
reference imagé,., and processed target imagg, If an isolated difference area is small or the etihce

area of pixels is slightly larger than the correxting area

Jgirr = Trer — 3T . . . )
diff = ~ref — “norm in reference image, then they are very likely idtroed by

Figure 4. is an example of the difference image of computation errors. Morphological closing operatioan
reference and aligned, histogram normalized, and eliminate or reduce the impact caused by those skioid
thresholded target image. Differences are shown by error as desired. Figure 5 below is the resultapgdlying
composition of blue and red fields in RGB color closing operation on image in Figure 4.

representation of pixels. Pixels with colors ottiem black
have intensity difference larger than the threshéidrther,
pixels in blue are the pixels which have significhigher
intensities in reference image than target image \véce
versa for red pixels. The purple pixels represeat pixels
with the intensity values in both images are sigatit. The
representation is a convenient way for our visual
examination of image difference.

Figure 5. After closing operation the differen¢@has
been significantly reduced

Now all the processing jobs are done, we have ezheh
final version of difference imag®,q of the input target
image as shown in Figure 6.

Jtinar = Closing (Jaifs)

Figure 4. The difference imadg; s

C. Sep 3, Noise and Tolerance Control

Noises and computation errors are two instancegpefs
of unintended, inherited and unavoidable factorshictv
make no two digital images be identical. Noisesehbgen
immensely addressed in literature we will not répgbam
here. Because of discrete nature of digital imaghs,

Figure 6. Images with non-gray colors as the diffiees
between reference and target images
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The remaining step is the procedure to make decisio objects
whether the DUT is acceptable or not.

V. EXPERIMENT S

D. Step 4, Accep/Reject Decision Procedure To validate our method, we have done experiments to

When the imagés;,,, is reached, we are ready to make @xamine 500 correct (good) and 500 defect (bad)pkam
decision on whether to accept a DUT or not. It isllw cells of plastic carrier strip (tape) for electroeomponents.
known that there is no general algorithm to proviale The experiments were conducted at our lab with Eirapd
universal decision procedure for all kinds of DUTsfough equipment, rather than at a real assembéy ifina
Different kinds of products need different waysmake the factory. We used a digital camera fixed in a tripasl the

acceptance decision. It could be as simple asciusating Mmage grabbing tool without any special light sasc
the size of mismatched regions and then compaaebtmund Samples were placed by h_ands ona desk. Bad samples
as the decision procedure in some cases. But ar otses, made by manually deforming qualified samples. Tesalts

a set of rather complicate rules are needed to raafkeal are shown in following table 1.

decision. In general, we have to ask the systemnsuse sample |Accepted Rejected Match | Success
provide a decision making procedure to accomplish t size | (good) | (defects) failure rate
whole job.
_ _ ©00q 250 | 247 3 0 | 98.80%

What we can do here is to provide a set of toolbeip sampies
system users/developers to develop a de9|5|0n makin Bad‘ 250 4 237 9 94.809%
procedure for themselves. Currently we designestaof samples
GUI tools for users to designate degree of impadaaf totals 500 251 240 9 98.60%

regions. In many cases we observed that differenced
regions are not equally important to system udsfes might
care more about the central region of an image|dsst for In Table 1, we found that 3 correct sample were
the minor defects in the margins. Hopefully witle ttool, determined to be defected item (type | error) ou280

systems designers can specify the weighted tolerantgood” samples. The success rate is about 98.8% in

Table 1. Experiment result

designated regions easily as shown in Figure 7. accepting “good” samples. On the other hand, weehav
94.8% success rate in finding defects. Furthenmetlzge 9
50% cases failed to generate enough matches of kegpiwirihe

— : first step, of the method. Post examination shoted the
J match failures were all from the very large image

50% — 5% differences. Hence, it is reasonable to classiycim failure
outcomes of the “bad samples” cases to the Rejected
T~ 50% category. In doing so, samples the type Il errte, reate of
wrong acceptance, is similar to type | error rateiad1.4% .
50% Clearly, the results heavily depend on the tolezanc
(o]

settings and tolerance levels are decided by thes4§lems
users.
Figure 7. Set tolerance weights in different regio

The weighted differences of regions are then coethto V1. CONCLUSION

an empirically preset error bound to make a firglegtance The method proposed in this paper has been suatigssf
decision. Clearly, this tool set is just a preliamip design. shown that our AOI system can compare two images wi
Efforts are still needed to make it more practaad helpful, high tolerance in unmatched ranges of illuminatiamd

and thus applicable to more and more producticeslin positions. The unmatched ranges are usually causig
systems too sensitive and vulnerable to be prdct@ar

For 3D object inspection, we need to take imagemfr method concentrates on providing a software salutio
different angles to get information of differentrfces of |ower down the physical equipment requirements to
the DUTs as illustrated in Figure 8 to gain highecuracy. overcome the problems caused by operating envirahrire
However, in doing this, we will face a lot more plems this way, the cost of systems can be reduced aed th
than 2D image processing. That is beyond the sobflee installation can be highly adjustable and adaptdbl@rder
method discussed in this paper. to make AOI systems be more applicable to more

y manufacturing lines, there are still many problemg,, 3D
DUT and real-time performance issues waiting fortos
overcome.
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