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ABSTRACT 

 
Recently, the sparse algorithm for sparse enhancement is more and more popular 

issues. In this paper, we classify the process of the sparse theory to enhance speech 

signal into two parts, one is for dictionary training part and the other is signal 

reconstruction part. We focus on the White Gaussian Noise. Clean speech dictionary 

D is trained by K-SVD algorithm. The orthogonal matching pursuit(OMP) algorithm 

is used to obtain the sparse coefficients X of clean speech dictionary D. Denoising 

performance of the experiments shows that our proposed method is superior than 

other methods in SNR, LLR, SNRseg and PESQ. 

 

Keywords－Speech enhancement, sparse representations, K-SVD, discrete cosine 

transform (DCT), orthogonal matching pursuit (OMP). 

 
1. INTRODUCTION 

Speech is the most important tool of expression and it is quite natural for the people 

who communicate with each other. If we need to use machine for communicate, we 

need speech processing for help. Speech processing has been a very popular research 

issues. Such as used for speech recognition system. When the speech in noisy 

environment, noise will make speech recognition rate decreased. Then, speech 

enhancement processing is necessary. Speech enhancement research methods in time 

domain, frequency domain and wavelet domain such as spectral subtraction [1], 

Wiener filter [1], Kalman filter [2] have been proposed. Those methods have a certain 

effect on speech enhancement. Recently, more and more people concerned about the 
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sparse representations issue. The main thing is dictionary learning. Prior to dictionary 

learning was based on probabilistic data [3]. After that, Michal Aharon, Michael Elad 

and Alfred Bruckstein proposed the K-SVD method [4]. The method of dictionary 

update step, we can update the dictionary and its coefficients at the same time. 

Recently, learning dictionary by sparse representation based on L1-minimization [5]. 

Some methods have been proposed based on sparse representation. Such as, Image 

processing based on sparse representations has been successfully used for Image 

denoising [6]. Zhiminand and Yuantao [7] use sparse prior information for speech 

enhancement. In this paper, each input signal will get their learning dictionary and a 

set of coefficients. After that, we use the trained dictionary and reconstructed 

coefficients to estimate the clean speech signal. This part is described in Section II. In 

section III, We compare some experimental results with other methods. We discuss 

future research works and conclusion in Section IV. 

 

2. Sparse representation of speech denoising 
In this section, we classify the process of the sparse theory to enhance speech signal 

into two parts, one is for dictionary training part and the other is signal reconstruction 

part. 
A. Dictionary training part 

In dictionary training part, first, we slide a window to divide the sequence of noisy 

speech signal into N frames, the window length is K, and then stored in an matrix 

],,,,[=Y 4321 Nyyyyy   with K×N dimension, where     is subtracted with each 

individual mean to exclude the noise. Second, DCT coefficients of unit matrix are 

calculated to set up the initialized dictionary ,D, with K×M dimension. M is random 

number, where M≤N. The DCT is just such a suitable choice and also the number of 

iterations is less than others coefficients [6]. Then, we optimize these two matrixes Y 

and D via OMP algorithm to obtain the sparse coefficients representations of 

matrix ,X, with M×N dimension. We finally use K-SVD algorithm to update the 

dictionary ,D. These functions are given by (1)-(2). Where j ∈ {1,2,…,N} and    is 

preset number. We rewrite equation (1) as (3), where n ∈ {1,2,…,N}. The total error 

matrix representation    is given as (4). 
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According to the singular value decomposition (SVD) method, we update a column of 

dictionary ,D, and a column of coefficients ,X, for each iteration. We decompose the 

total error matrix   via SVD method as          We take the first column of U 

to modify the column of dictionary   . First column of V is multiplied with ∆(1,1) to 

replace the    coefficients. We repeat the process several times to obtain a new 

updated dictionary ,D', without noise. The training process is given in Fig.1. 

 
Fig.1 The training process of updated dictionary D'. 

B. Signal reconstruction part 

In signal reconstruction part, we use matrix ,Y, without the DC value of each frame 

and updated dictionary ,D', via OMP algorithm to obtain the sparse coefficients 

representations of matrix ,X, that belonging to dictionary ,D'. Then, we multiply these 

two matrixes D' and X to reconstruct the clean speech signal. The reconstruction 

process of clean speech signal is given in Fig.2. 

 
Fig.2 The reconstruction process of clean speech signal. 

 

3. Simulation results 
In this section, we try to evaluate the effect of denoising signal by using four kind of 

objective quality measures [8]-[9] such as the SNR, Log-Likelihood Ratio (LLR), 

segmental SNR (SNRseg) and Perceptual Evaluation of Speech Quality (PESQ). We 

also compare the proposed method with other methods such as Spectral subtraction 

[1], Wavelet coefficients thresholding [10], Noise absolute mean subtraction [11], 

Wiener filter [1] and Adaptive Wiener filter [1]. The clean utterances are taken from 

CHIME data [12] which includes 600 utterances by 34 speakers reading 6 sequences 

of the command-color-preposition-letter-number-adverb. All data have a 16kHz 

sampling rate. Input signal will be limited to the amplitude range between -1 to 1. The 

speech signal will pass a high-pass filter to eliminate the effect of vocal cords and lips 

during phonation. It can also amplify the high-frequency formants. The test signals 

are added with white gaussian noise at SNR levels of -10, -5, 0, 5 and 10 dB. The 
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“s17_sbwt1a.wav” clean sample signal taken from CHIME database is shown in Fig. 

3. Clean signal is added with white gaussian noise at SNR 5 dB is shown in Fig. 4.We 

compared with five others denoising method and the results of four kind of quality 

measures assess are shown in Fig. 5-10. The results of denoising signal and 

time-varying spectrogram are also given in Fig. 5-10.The compared results with five 

other enhancement methods under four objective quality measures at SNR 5dB level 

is tabulated in Table.1. From Table.1, we conclude that our method is superior than 

other methods at SNR 5dB level.Fig.11 to 14 show four assessment results, 

respectively, which is compared with five other enhancement methods at SNR levels 

of -10, -5, 0, 5 and 10 dB. From Fig.11 to 13 show that our proposed method is better 

than five other enhancement methods at SNR levels of -10, -5, 0, 5 and 10 dB. In 

PESQ assessment measure, our method is still better than other methods over SNR 

-5dB level, but is worse than other under SNR -5dB level. Because        as 

bounded error limits,          
    The threshold  =1.1σ . In our method, the 

noisy speech under SNR -5 dB level, where the threshold   is obtained withlargerσ 

value, will lead to worse sparse coefficients X and also the incomplete reconstructed 

speech signal. In this situation, the incomplete speech signal will drop the PESQ 

assessment. There is no such case in other assessment measures, because they 

consider the global effect and but it emphasis the local effect in PESQ assessment. 

 

Fig.3 Clean signal waveform and spectrogram. 

 

Fig.4 Signal with white Gaussian noise at SNR 5 dB. 
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Fig.5 SNR = 5.1594 dB, LLR = 2.4579, SNRseg = 1.0221 dB and PESQ = 

2.3328with spectral subtraction denoising method. 

 

Fig.6 SNR = 5.4057 dB, LLR = 2.7444, SNRseg = 1.1861 dB and PESQ = 

2.2804with wavelet coefficients threshold denoising method. 

 

Fig.7 SNR = 7.0433 dB, LLR = 2.6153, SNRseg = 2.8779 dB and PESQ = 

2.2457with noise absolute mean subtraction denoising method. 
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Fig.8 SNR = 7.6251 dB, LLR = 2.5349, SNRseg = 3.4256 dB andPESQ = 2.3865with 

Wiener filtering denoising method. 

 

Fig.9 SNR = 8.0673 dB, LLR = 2.3177, SNRseg = 3.9122 dB, PESQ = 2.3170with 

adaptive Wiener filtering denoising method. 

 

Fig.10 SNR = 11.1045 dB, LLR = 1.3848, SNRseg = 7.2316 dB and PESQ = 
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2.5473with sparse K-SVD denoising method. 

 

Table 1 The compared results with five other methods under four objective quality 

measures at SNR 5dB level. 

 

Fig.11 SNR assessment results with five other enhancement methods at SNR levels of 

-10, -5, 0, 5 and 10 dB. 

 

Fig. 12 LLR assessment results with five other enhancement methods at SNR levels 

of -10, -5, 0, 5 and 10 dB. 
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Fig. 13 SNRseg assessment results with five other enhancement methods at SNR 

levels of -10, -5, 0, 5 and 10 dB. 

 

Fig. 14 PESQ assessment results with five other enhancement methods at SNR levels 

of -10, -5, 0, 5 and 10 dB. 

 

4. Conclusion 

In this paper, we proposed sparse representation for speech signal denoising. Training 

clean dictionary of each input noise signal based on K-SVD algorithm. Use OMP 

algorithm to find the best sparse coefficients for clean dictionary. In experimental 

results, we also show that our method has better effect on speech denoising. In the 

future work, we will use Jafari, M. G. and Plumbley, M. D. [13] method to reduce the 

computation time on the sparse coding. The proposed method will also be applied to 

color noise environment and the speech recognition. 
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