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SUMMARY

This paper presents a method for determining the required number and locations of transmitting antennas to
optimize wireless propagation coverage in indoor ultra-wideband communication system. In the coverage
prediction model, we use the three-dimensional ray-tracing technique associated to a genetic algorithm and
a dynamic differential evolution for optimizing the transmitting antennas location in an indoor environment.
The ray-tracing method is employed to calculate the field strength from one or more transmitting antennas,
and the optimization algorithm is used to determine the required number and locations of these antennas to
achieve optimized wireless coverage in the indoor environment. The combined three-dimensional ray-tracing
and optimization algorithm was applied in the indoor environment to find the best location of the transmitting
antennas by maximizing the power in the coverage area. The use of deployments to minimize the transmitting
antennas and maximize the power in the coverage area was proposed. Obtained simulation results illustrate
the feasibility of using the integrated ray-tracing and optimization method to find the optimal transmitter
locations in determining the optimized coverage of a wireless network. The dynamic differential evolution
has better optimization results compared with the genetic algorithm. The investigated results can help
communication engineers improve their planning and design of indoor wireless communication. Copyright
© 2013 John Wiley & Sons, Ltd.
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1. INTRODUCTION

According to the Federal Communication Commission, ultra-wideband (UWB) signal is defined as
a signal having fractional bandwidth greater than 20% of the center frequency [1–5]. In the design
of indoor wireless communications, the number and locations of transmitting antennas are crucial
for obtaining optimal coverage. To this end, a thorough understanding of wireless propagation in
indoor communication system of interest is necessary. Because of the often complex indoor
propagation environments, intensive measurements are commonly used to collect data and build
empirical propagation models that could be used to determine the number and locations of
transmitting antennas and establish adequate coverage in regions of interest. In [6], the model
proposes a two-dimensional ray-tracing [7–17] prediction technique associated with a real-coded
mono-objective genetic algorithm (GA). The GA provides results for antenna position optimization
that maximizes the lower field values.
In the paper, the GA and dynamic differential evolution (DDE) optimization methods have been

used in the determination of the locations of transmitting antennas and three-dimensional ray-
tracing methods used in the design and optimization of the locations of transmitting antennas, none
of these methods provided an integrated approach that leads to the determination of an optimized
wireless coverage. The three-dimensional ray-tracing model used here is based on image theory
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to precisely consider all the electromagnetic waves paths leaving the transmitting antennas and
reaching the receiving antennas. The fields are computed at all receiving antennas, which are
uniformly distributed in the indoor environment. Then, it is possible to estimate the power strength
received by transmitting antennas at each antenna position of the environment. The GA and DDE
techniques are developed to optimize transmitter positions in an indoor environment, taking into
account the coverage and number of transmitting antenna. The GA and DDE algorithms are coupled
with three-dimensional ray-tracing propagation that provides accurate field predictions to address
the wireless coverage optimization issue. The ray-tracing combined optimization algorithm was
used to determine the required number and locations of transmitting antennas to ensure effective
wireless coverage in a given propagation environment. The cost function of the algorithm is a set
of electric field values computed over the region of interest for a certain antenna location. The goal
is to find the optimal antenna position that maximizes the received power in the coverage area,
resulting in more than the total received fields. The paper focuses on random deployments of
transmitting antennas in the indoor environment. For the purpose of the investigation, an evolutionary
optimization algorithm is developed to focus on minimizing the transmitting antennas and maximizing
the power in the coverage area.
The remaining sections of this paper are organized as follows: Section 2 presents a brief overview

of the system description. Sections 3 and 4 describe the GA and DDE, respectively. The numerical
results are then presented in Section 5. The simulation environment and the comparison of the
algorithm are also described. The conclusion is made in Section 6.

2. SYSTEM DESCRIPTION

The shooting and bouncing ray/image (SBR/Image) method can deal with high-frequency radio
wave propagation in the complex indoor environments [18, 19]. Using ray-tracing techniques to
predict channel characteristic is effective and fast [18–20]. Thus, a ray-tracing channel model is
developed to calculate the channel matrix of UWB system.
By using these images and received fields, we can obtain the channel frequency response as

follows:
H fð Þ ¼

XMT

i¼1

ai fð Þe jθi fð Þ (1)

where f is the frequency of the sinusoidal wave, i is the path index, MT is the total number of
paths, θi is the ith phase shift, and ai is the ith receiving magnitude. Note that the receiving antenna
in our simulation is an omnidirectional UWB dipole antenna. On the other hand, the transmitter is
the UWB antenna that has been described in the previous section. The channel frequency response
of UWB can be calculated from ((1)) in the frequency range of UWB.
The frequency response is transformed to the time domain by using the inverse fast Fourier

transform with the Hermitian signal processing [21]. Therefore, the time-domain impulse response
of the equivalent baseband can be written as follows:

hb tð Þ ¼
XMT

m¼1

amd t � tmð Þ (2)

where m is the path index andMT is the total number of paths. am and tm are the channel gain and
time delay for the mth path, respectively.
The ray-tracing method implemented in these simulations has been shown accurate and

computationally efficient in the calculation of coverage and other communications parameters.
These features have been used in the calculation of the optimized coverage simulations presented
in this paper.

3. GENETIC ALGORITHM

The GA is the global numerical optimization methods based on genetic recombination and
evaluation in nature [22, 23]. They use the iterative optimization procedures, which start with a
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randomly selected population of potential solutions. Then, they gradually evolve toward a
better solution through the application of the genetic operators. GA typically operates on a
discretized and coded representation of the parameters rather than on the parameters
themselves. These representations are often considered to be ‘chromosomes’, whereas the
individual element, which constitutes chromosomes, is the ‘gene’. Simple but often very effective
chromosome representations for optimization problem involving several continuous parameters
can be obtained through the juxtaposition of discretized binary representations of the individual
parameter.
We regulate the transmitter antenna location of the indoor environment to maximize the

received power. The GA starts with a population containing a total of GP candidates (i.e., GP is the
population size). Each candidate is described by a chromosome. Then, the initial population can
simply be created by taking GP random chromosomes. GA iteratively generates a new population,
which is derived from the previous population through the application of the reproduction, crossover,
and mutation operators.
The GA is used to maximize the following cost function:

cost function ¼ 1
Average Received Power

(3)

where cost function is the inverse of the average received power for UWB system. Through
repeated applications of reproduction, crossover, and mutation operators, the initial population
is transformed into a new population in an iterative manner. New populations will contain
increasingly better chromosomes and will eventually converge to an optimal population that
consists of the optimal chromosomes.
As for the GA calculations, each chromosome is assigned information of the position of transmitter

as the optimization variables. A binary GA is applied, and a population of 30 chromosomes is used at
each generation. For each generated chromosome, the GA reruns the three-dimensional ray-tracing
program to calculate the received power at every receiver point from the given location of transmitter
as provided by the chromosome. The cost function (criterion for measuring the effectiveness of the
obtained optimized GA solution) is chosen as the number of the receiver points where the received
power from any transmitter is less than �40 dB. These receiver points are called bad receiver points,
and the areas associated with them are called bad receiving-signal area in this paper. Therefore, GA
chooses the optimized positions of a given number of transmitters to minimize bad receiving-signal
points.
In our simulation, when the cost function is smaller than the threshold value or GA does not find

a better individual within 300 successive generations, the GA will be terminated, and a solution is
then obtained.

4. DYNAMIC DIFFERENTIAL EVOLUTION

The standard DE algorithm, belonging to the family of evolutionary algorithms, was first
proposed by Storn and Price [24]. DE uses genetic operators, referred to as mutation,
crossover, and selection. The role of the genetic operators is to ensure that there is sufficient
pressure to obtain even better solutions from good ones (exploitation) and to cover sufficiently
the solution space to maximize the probability of discovering the global optimum (explora-
tion). DDE algorithm is similar with DE. DDE algorithm starts with an initial population of
potential solutions that is composed of a permittivity distribution. Each individual in DDE
algorithm is a D-dimensional vector consisting of D optimization parameters. DDE algorithm
goes through six procedures as follows:

(1) Initialize a starting population: Individuals in DDE algorithm represent a set of D-dimensional
vectors in the parameter space for the problem, {xi : i=1, 2, . . .,Np}, where D is the number of
parameters to be optimized and Np is the population size.

(2) Evaluate the population using the cost function: After initialization, DDE algorithm evaluates
the cost function ((3)) for each individual in the population.
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(3) Perform mutation operation to generate trial vectors: The mutation operation of DDE algorithm
is performed by arithmetical combination of individual. For each parameter vector Xg

i of the
parent generation, a trial vector Xgþ1

i is generated according to following equation:

Xgþ1
j

� �
i ¼ Xg

j

� �
iþ w� Xg

best

� �
i� Xg

j

� �
i

h i
þ z� Xg

m

� �
i� Xg

n

� �
i

� �
m; n 2 0;Np � 1

� �
;m 6¼ n

(4)

where w and z are the scaling factors associated with the vector differences Xg
best � Xg

j

� �
and

Xk
m � Xk

n

� �
, respectively. The disturbance vector X due to the mutation mechanism consists of

the parameter vector Xg
j , the best particle X

g
best, and two randomly selected vectors. As compared

with the typical DE [25], the convergence can be accelerated by (4).
(4) Perform crossover operation with the probability of crossover CR to deliver crossover vectors:

The crossover operation in DDE algorithm is performed to increase the diversity of the param-
eter vectors. This operation is similar to the crossover process in GAs. However, the crossover
operation in DDE algorithm only allows to deliver the crossover vector ui by mixing the
component of the current vector xgi and the trial vector xgþ1

i . It can be expressed as follows:

ugþ1
i jð Þ ¼ xgþ1

i jð Þ; if Rand jð Þ < CR
xgi jð Þ; otherwise

�
(5)

where CR is the probability of the crossover, CR2 (0,1). Rand(j) is the random number
generated uniformly between 0 and 1.

(5) Perform selection operation to produce offspring: Selection operation is conducted by
comparing the parent vector xgi with the crossover vectors ugþ1

i . The vector with the smaller
cost function value is selected as a member of the next generation. Explicitly, the selection
operation for the minimization problem is given by

xgþ1
i ¼ ugþ1

i ; if CF ugþ1
i

� �
< CF xgið Þ

xgi ; otherwise

(
(6)

The DDE algorithm is carried out in a dynamic way: Each parent individual will be replaced by
his offspring immediately if the offspring has a better cost function value than its parent individ-
ual does.

(6) Stop the process and obtain the best individual if the termination criterion is satisfied; other-
wise, go to step 2.

The key distinction between a DDE algorithm and a typical DE [24] is on the population
updating mechanism. In a typical DE, all the update actions of the population are performed at
the end of the generation, of which the implementation is referred as static updating mechanism.
Alternatively, the updating mechanism of a DDE algorithm is carried out in a dynamic way: Each
parent individual will be replaced by his offspring immediately if the offspring has a better cost
function value than its parent individual does. Thus, DDE algorithm can respond to the progress
of population status immediately and yield faster convergence speed than the typical DE. On the
basis of the convergence property of the DDE algorithm, we are able to reduce the number of cost
function evaluations and maximize the received power efficiently.
The three-dimensional SBR/Image method combined DDE algorithm has been presented in

this paper. Then, the DDE is used to search the transmitter antenna positions to maximize the
received power of the communication system. This technique is used to calculate the UWB
channel impulse response for each location of the receiver. On the basis of the channel
impulse response, the number of multipath components, the root mean square (RMS) delay
spread tRMS, and the mean excess delay tMED are computed. The DDE algorithm iteratively

3235COMPARISON OF GA AND DDE FOR OPTIMIZING COVERAGE

Copyright © 2013 John Wiley & Sons, Ltd. Int. J. Commun. Syst. 2014; 27:3232–3243
DOI: 10.1002/dac



generates a new population with offspring from the previous population through the applica-
tion of the reproduction by mutation and replacement operators. In our simulation, when the
cost function is smaller than the threshold value or the DDE does not find a better individual
within 300 successive generations, the DDE will be terminated, and a solution is then
obtained.

5. NUMERICAL RESULTS

A ray-tracing technique is developed to calculate the channel parameter from 3.1 to 10.6 GHz
with frequency interval of 5MHz. That is, 1501 frequency components are used. Because the
dielectric constant and conductivity of the materials changes with frequency, the different
values of dielectric constant and conductivity of materials for different frequencies are care-
fully considered in channel calculation [26–30]. The objective of this paper is to demonstrate
the effectiveness of an integrated algorithm and three-dimensional ray tracing in optimizing the
wireless coverage in a given propagation environment. Figure 1 is the second floor in
Tamkang University, and the floor plan has dimensions of 31.1 (length)� 39 (width)� 3m
(height). The building walls are made of concrete block wall with thickness of 0.1m. The floor
plan of the simulated environment is shown in Figure 1. The transmitting antenna is located in
the center of the indoor environment at TXCenter (19.5, 15.55, and 1.2m) with the fixed
height of 1.2m. The transmitter is mobile, and the receivers are with uniform interval
distribution and a fixed height of 1m in the whole indoor environment, in which 120 receiving
antennas with 3.4-m spacing between adjacent antennas was carried out. The locations of
receiving antennas are placed in each laboratory and hallway. At each receiving antenna, the
received power is calculated using the ray-tracing method. The transmitting and receiving antennas
are UWB antennas.
A three-dimensional SBR/Image technique combined with optimization algorithm has been

presented in this paper. The transmitters are searched of the indoor environment and receiving
antennas at which the fields are being calculated. This technique is used to calculate the UWB
channel impulse response for each location of the receiver. On the basis of the channel impulse
response, the number of multipath components, the RMS delay spread tRMS, and the mean excess
delay tMED are computed.

Figure 1. A plan view of the simulated environment.
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The cumulative distributions of the RMS delay spread tRMS is defined as follows [30]:

tRMS ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN
n¼1

tn2 anj j2

G
�

XN
n¼1

tn anj j2

G

0
BBBB@

1
CCCCA

2
vuuuuuuut (7)

where G ¼
XN
n¼1

anj j2 is the total multipath gain.

The mean excess delay, tMED is defined as [31]:

tMED ¼

XN
n¼1

tn anj j2

G
(8)

By (7) and (8), we can obtain the RMS delay spreads and mean excess delay for those two
algorithms.
The specifications of the parameters are set as follows: The operation frequency is 3.1–10.6GHz.

Then, the unknown coefficients are described by a 10-bit string (chromosome). The parameters of
the DDE are set as follows: The crossover rate CR= 0.6. The scaling factors of w and z are both 0.8
and the population size Np = 30. The parameters of the GA are set as follows: The crossover rate is
0.6, the mutation probability is 0.025, and the population size is 30.
We assume that only one transmitting antenna is available, and the GA and DDE optimization are

performed. The position of the transmitter is shown in Figure 2 with only one transmitter. The
triangle in Figure 3(a) shows that the transmitting antenna TXCenter (19.5, 15.55, and 1.2m) is lo-
cated in the center of the indoor environment. In this case, 10 bad receiving-signal points
(below �40 dB) occurred including (not highlighted in figure) the receiver points 1, 12, 13, 24, 25,
85, 97, 108, 109, and 120. As shown (circle) in Figure 3(b), the TXGA (21.88, 17.21, and 1.2m) is

Figure 2. Optimized transmitter position when only one transmitter is used. (▼) is the transmitter position
TXCenter located in the center of the indoor environment, (●) is the GA-optimized transmitter position TXGA,

and (■) is the DDE-optimized transmitter position TXDDE.
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Figure 3. Bad receiving areas (received power below �40 dB) with the use of one transmitter. (a) TXCenter,
(b) TXGA, and (c) TXDDE.
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chosen as the transmitter position by GA. In this case, nine bad receiving-signal points occurred
including the receiver points 1, 12, 13, 24, 25, 37, 85, 97, and 109. It is found that the optimized
position of the transmitter is located in TXDDE (21, 13.9, and 1.2m) by DDE, as shown by the square
in Figure 3(c). The obtained coverage results show that the transmit location causes seven bad
receiving-signal points 1, 13, 25, 85, 97, 109, and 120.
We increase the number of transmitters to provide adequate wireless coverage over the entire

floor area. The two optimal transmitting antennas are searched in the whole space directly. GA
and DDE optimization are performed with two transmitters. The positions of the transmitter are
shown in Figure 4 with two transmitters. In the GA optimization, the transmitter points TXGA

(15.44, 14.77, and 1.2m) and TXGA (20.95, 16.45, and 1.2m) are chosen as the two transmitter
locations as illustrated by the circles, and no bad receiving-signal point exists. In the DDE
optimization, the resulting optimized positions TXDDE (15.27, 16.2, and 1.2m) and TXDDE

(21.08, 13.85, and 1.2m) are chosen as the two transmitter locations as illustrated by the squares,
and no bad receiving-signal point exists. GA and DDE optimization are using two transmitters to
help eliminate bad receiving-signal points. These results show that two transmitters are sufficient
to provide adequate wireless coverage over the entire floor area when the transmitters are located
in the optimized position. Clearly, whereas other combination of the two transmitter positions to
cover the entire floor area may be possible, the simulation results show one possible successful
solution.
Table 1 shows a summary of the obtained results of the number of bad receiving-signal

points for GA and DDE optimization cases as illustrated in Figures 3(a)–(c) and 4. As it
may be observed in Table 1, 10 bad receiving-signal points are serious when only one trans-
mitter TXCenter located in the center of the indoor environment is used. Compared with the
number of bad receiving-signal points for GA and DDE algorithm, the DDE has less bad
receiving-signal points than the GA.
Table 1 also shows that the number of bad receiving-signal points decreases when using the DDE

as the transmitting antenna. The two transmitters used in the simulations have shown that the entire
floor area is adequately covered with wireless signals and without any bad receiving-signal point.
To determine the multipath effect, the tRMS and tMED were calculated. Table 2 shows that the

RMS delay spread tRMS decreases when using the DDE as the transmitting antenna in the one trans-
mitter and two transmitters. For one transmitter, the tRMS for GA and DDE is 14.1 and 13.94 ns,
respectively. It is clear that tRMS for the DDE is the smallest. A summary of these values is given

Figure 4. Optimized transmitter positions when two transmitters are used. (●) is the GA-optimized trans-
mitter position TXGA and (■) is the DDE-optimized transmitter position TXDDE.
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in Table 2 for one transmitter and two transmitters, respectively, which clearly shows that the tMED

increase for the GA case.
These simulation examples illustrate features and capabilities of the developed integrated GA and

DDE approaches for optimizing wireless coverage in a given propagation area. It should be noted
that the algorithm provides global optimization and saves significant computation time compared
with, for example, the exhaustive search method.
The average received power versus generations for one transmitter is shown in Figure 5. It is

found that the average received power increases quickly by the DDE, and good convergences are
achieved within 65 generations. The cost function of DDE is about �35.22 dB in final generation.
As a result, the average received power can be increased substantially in indoor UWB communication
system.
The average received power versus generations for two transmitters is shown in Figure 6. It is

shown that the DDE scheme is able to achieve good convergences within 61 generations. The cost
function of DDE is about �33.98 dB in the final generation. The DDE has better optimization
results compared with the GA, and numerical results also show that the DDE outperforms the
GA in convergence speed.

Table I. Number of bad receiving-signal points optimized by GA and DDE.

Number of
transmitting
antenna

Number of bad receiving-signal points

TXCenter TXGA TXDDE

1 10 9 7
2 Nonexistent 0 0

GA, genetic algorithm; DDE, dynamic differential evolution.

Table II. Transmitter channel parameters tMED and tRMS of GA and DDE.

Number of
transmitting
antenna

GA DDE

tMED (ns) tRMS (ns) tMED (ns) tRMS (ns)

1 4.34 14.10 4.15 13.94
2 4.16 13.79 4.04 13.35

MED, mean excess delay; RMS, root mean square; GA, genetic algorithm; DDE, dynamic differential evolution.
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Figure 5. Average received power versus generations by two different algorithms when only one transmitter
is used.
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6. CONCLUSIONS

The optimization of coverage of wireless communication networks is studied for an indoor
environment. Using the GA and DDE to minimize the transmitting antennas and maximize the
power in the coverage area is presented. In this paper, the cost function is defined as the inverse
of average received power for UWB system. The GA and DDE minimize the cost function
by adjusting the transmitter antenna location. To accurately calculate the wireless coverage, the
site-specific ray-tracing method is employed. Channel propagation environments are simulated
taking into account for the detailed topology of the propagation site. To obtain optimal coverage
for a given number of transmitters, the algorithms GA and DDE were used to determine the
best locations of transmitters. As an original contribution, this paper proposes the use of a
three-dimensional ray-tracing model for field prediction in indoor wireless systems, associated
with GA and DDE for optimizing the transmitter antenna location in this system. It is shown that the
combination of the ray-tracing method and the algorithms can lead to optimized coverage even in
challenging propagation environments. Numerical results show that the DDE outperforms the GA in
convergence speed. As a result, the average received power can be increased substantially in indoor
UWB communication system.
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