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ABSTRACT: The inverse problem under consideration is to reconstruct the characteristic

of scatterer from the scattering E field. Dynamic differential evolution (DDE) and self-

adaptive dynamic differential evolution (SADDE) are stochastic-type optimization approach

that aims to minimize a cost function between measurements and computer-simulated data.

These algorithms are capable of retrieving the location, shape, and permittivity of the

dielectric cylinder in a slab medium made of lossless materials. The finite-difference time-

domain (FDTD) is employed for the analysis of the forward scattering. The comparison is

carried out under the same conditions of initial population of candidate solutions and num-

ber of iterations. Numerical results indicate that SADDE outperforms the DDE a little in

terms of reconstruction accuracy. VC 2012 Wiley Periodicals, Inc. Int J RF and Microwave CAE

23:579–585, 2013.

Keywords: inverse scattering; computational electromagnetics; time domain; finite difference

time domain (FDTD); subgridding; dynamic differential evolution (DDE); self-adaptive dynamic

differential evolution (SADDE)

I. INTRODUCTION

The inverse scattering scattering problem of unknown

objects has many applications including microwave imag-

ing, nondestructive evaluation, and biomedical engineer-

ing. Numerous inverse problem techniques for 2-dimen-

sional or 3-dimensional targets were reported [1–11]. For

example, single frequency plane waves at a fixed angle

were used in [1] to illuminate the perfect electric conduc-

tors (PEC), and the observation domain was located in the

far zone.

Several 2D works were published, for example, the

inverse scattering of 2D targets was addressed in [6, 7]

using a Newton-Kantorovitch method. The application of

the unrelated illumination method for 2D microwave

imaging was investigated in [8, 9]. Multiscaling was

applied for microwave imaging as reported in [10, 11].

However, these papers are focused on frequency-domain.

As compared with frequency-domain approach, the inter-

action of the entire medium in the time domain with the

incident field needs to be considered. In contrast, time-do-

main approaches can exploit causality to limit the region

of inversion, potentially reducing the number of

unknowns. Time-domain microwave imaging can enhance

the reconstruction resolution of nondispersive scatterers

and it is also capable to reconstruct the spatial distribution

of the characteristic parameters of the scatterers.

The genetic algorithm (GA) was reported for shape

reconstruction problems [12]. However, large amount of

computation load was generally needed. Improvements in

the GA were reported in [13] where good reconstruction

results were demonstrated using fewer searching time.

Optimization methods, such as the synchronous particle

swarm optimization (SPSO) techniques were reported in

[14] where the shape of 2D PEC target was reconstructed

using the asynchronous particle swarm optimization

(APSO). In the 2010, the dynamic differential evolution

(DDE) was first proposed to deal with the shape recon-

struction of homogeneous dielectric cylinders under time

domain [15]. The DDE algorithm is a potentially trend to
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obtain the global optimum of a functional whatever the ini-

tial guesses are. In recent decade years, some papers have

compared different algorithm in inverse scattering [16–21].

However, these methods present certain drawbacks usu-

ally related to the intensive computational effort they

demand to achieve the global optimum and the possibility of

premature convergence to a local optimum. Hence, it is

seemingly natural to use evolutionary algorithms, not only

for finding solutions to a problem but also for tuning these

algorithms to the particular problem. The proof of conver-

gence of evolutionary algorithms (EAs) with self-adaptation

is difficult because control parameters are changed randomly

and the selection does not affect their evolution directly

[22]. Self-adaptive differential evolution (SADE) to real-

valued antenna and microwave design problems was investi-

gated [23]. To the best of our knowledge, there are still no

numerical results by SADDE to reconstruct the dielectric cy-

lindrical target in the slab medium. Moreover, a comparative

study about the performances of SADDE and DDE to

inverse scattering problems is also investigated.

This work focuses on comparing these two methods

for inverse scattering problems under time domain. The

forward problem is solved by the FDTD method, for

which the subgridding technique [24] is implemented to

closely describe the fine structure of the cylinder. The

inverse problem is formulated into an optimization one,

and then the global searching DDE and SADDE are used

to search the parameter space. Cubic spline interpolation

technique [25] is employed. In section II, the subgridding

FDTD method for the forward scattering are presented. In

sections III and IV, inverse problem and the numerical

results of the proposed inverse problem are given, respec-

tively. Finally, in section V some conclusions are drawn

for the proposed time domain inverse scattering.

II. FORWARD PROBLEM

Consider a 2D homogeneous dielectric cylinder buried in

a slab medium material medium as shown in Figure 1.

The cylinder is parallel to z axis buried below a planar

interface separating three homogeneous spaces: the air

ðe1; l1Þ, the earth ðe2;l2Þ and air ðe3; l3Þ. The cross sec-

tion of the object is star-like shape that can be representa-

tion in polar coordinates in the x-y plane with respect to

the center position ðXO;YOÞ. The permittivity and perme-

ability of the buried dielectric object are denoted by

ðer;lrÞ, respectively. The computational domain is discre-

tized by using Yee cells [26]. It should be mentioned that

the computational domain is surrounded by optimized

absorber of the perfect matching layer (PML) [27] to

reduce the reflection from the environment PML interface.

The direct scattering problem is to calculate the scat-

tered electric fields while the shape, location and permit-

tivity of the scatterer is given. The shape function FðhÞ of

the scatterer is described by the trigonometric series in the

direct scattering problem

FðhÞ ¼
XN=2

n¼0

Bn cosðnhÞ þ
XN=2

n¼1

Cn sinðnhÞ (1)

To closely describe the shape of the cylinder for both

the forward and inverse scattering procedure, the subgrid-

ding technique is implemented in the FDTD code. More

detail on the FDTD-Subgridding scheme and how to apply

into inverse scattering can be found in [13–15].

III. INVERSE PROBLEM

A. Inverse Problem
For the inverse scattering problem, the shape, location,

and permittivity of the dielectric cylinder are recon-

structed by the given scattered electric field obtained at

the receivers. This problem is resolved by an optimization

approach, for which the global searching scheme DDE

and SADDE are employed to minimize the following cost

function (CF):

CF ¼

PNi

n¼1

PM
m¼1

PQ
q¼0

jEexp
z ðn;m; q D tÞ � Ecal

z ðn;m; q D tÞ
��

PNi

n¼1

PM
m¼1

PQ
q¼0

Eexp
z ðn;m; q D tÞj j

(2)

Where Eexp
z and Ecal

z are experimental electric fields

and the calculated electric fields, respectively. The Ni and

M are the total number of the transmitters and receivers,

respectively. Q is the total time step number of the

recorded electric fields.

DDE and self-adaptive dynamic differential evolution

(SADDE) start with an initial population of potential solu-

tions that are composed by a group of randomly generated

individuals which represent the center position and the ge-

ometrical radii of the cylinder. Each individual is a

H-dimensional vector consisting of H optimization param-

eters. The initial population may be expressed by

Xj : j ¼ 1; 2; � � � ;Np
� �

, where Np is the population size.

The explicit expression for Xj is given in next section.

The details of the DDE and SADDE are given below.

Figure 1 Geometry for the inverse scattering of a dielectric

cylinder of arbitrary shape in slab medium.
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B. Dynamic Differential Evolution
In DDE, after generating the initial population, the candi-

date solutions are refined by applying mutation, crossover

and selection, iteratively. The flowchart of the DDE

algorithm is shown in Figure 2. In this strategy, a mutant

vector for each target vector Vkþ1
j at the k þ 1 generation

is computed by

ðVkþ1
j Þi ¼ ðX

k
j Þiþf � ½ðXk

bestÞi�ðX
k
j Þi�þv � ½ðXk

mÞi�ðX
k
nÞi�;

j;m; n 2 ½0;Np � 1�; m 6¼ n (3)

where i ¼ 1 � D and v and f are the scaling factors asso-

ciated with the vector differences ðXk
best � Xk

j Þ and

ðXk
m � Xk

nÞ, respectively. The disturbance vector V due to

the mutation mechanism consists of parameter vector Xk
j ,

the best particle Xk
best and two randomly selected vectors.

As comparison, the mutant vector Vkþ1
j is generated

according to Eq. (4) for typical DE [28].

ðVkþ1
j Þi ¼ ðX

k
j Þiþ v � ½ðXk

mÞi� ðX
k
nÞi�

j;m; n 2 ½0;Np � 1�; m 6¼ n (4)

where i ¼ 1� H and v is the scaling factor associated

with the vector difference ðXk
m � Xk

nÞ. Note that f is set to

zero for DE, therefore, the main differences between DDE

and DE is that DDE includes the idea of approaching the

‘‘Best’’ during the course of optimization procedure.

After mutation, the crossover operator is applied to

generate another kind of new vector uj. The crossover

operation in DDE delivers the crossover vector ukþ1
j by

mixing the components of the current vector Xi and the

above mutant vector Vi. It can be expressed as:

ukþ1
j ¼

ðVkþ1
j Þi; Qk < CR

ðXk
j Þi; Qk � CR

(
(5)

where i ¼ 1 � H and Qk is a random number uniformly

distributed within ½0; 1�. CR 2 ð0; 1Þ is a predefined cross-

over rate. DDE uses a greedy selection operator that is

defined by

Xkþ1
j ¼ ukþ1

j ; if CFðuk
j Þ < CFðXk

j Þ
Xk

j ; otherwise

(
(6)

Selection operation is conducted by comparing the par-

ent vector Xkþ1
j with the crossover vector ukþ1

j . The vector

with smaller objective function (OF) value is selected as a

member for the next generation.

C. Self-Adaptive Dynamic Differential Evolution
Storn has suggested [28] to choose the differential evolution

control parameters v and CR from the intervals ½0:5; 1� and

½0:8; 1�, respectively and to set Np ¼ 10H. But the suitable

parameter value is, frequently, problem-dependent. The

control parameters that work fine for one problem may fail

to lead to convergence for other problems. The effort of

trial-and-error to fine tune the control parameter is unavoid-

able usually. In some cases, the effort and time for this

trial-and-error is unacceptable. In [22, 23] novel strategy is

proposed for the self-adapting of control parameters for

DE. The basic idea is to have the control parameters evolve

through generations. New vectors are generated by using

the evolved values of the control parameters. These new

vectors are more likely to survive and produce offspring

during the selection procedure. In turn, the survived vectors

carry the improved values of the control parameters to the

next generation. Therefore, the control parameters are self-

adjusted in every generation for each individual according

to the following scheme:

fi;kþ1¼
fl þ rand1 � fu; if rand2 < 0:1

fi;k; otherwise

�
(7)

vi;kþ1¼
vl þ rand3 � vu; if rand4 < 0:1

vi;k; otherwise

�
(8)

CRi;kþ1¼
rand5; if rand6 < 0:1

CRi;k; otherwise

�
(9)

where rand1, rand2, rand3, rand4, rand5 and rand6 are ran-

dom numbers with the values uniformly distributed

between 0 and 1. fl, fu, vl, and vu are the lower and the

upper limits of f and v, respectively .Both fl and vl are set

to 0.1 and both fu and vuare set to 0.9 [22, 23]. The per-

formance of SADE applied to several low-dimensional

Figure 2 The flowchart of the dynamic differential evolution

(DDE).
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benchmark functions is reported. It is concluded that the

self-adaptive strategy is better (or at least comparable) to

the classical DE strategy regarding the quality of the solu-

tions obtained. The algorithm of SADDE is a self-adaptive

version of DDE, which is processed of self-adaptibility and

the ability of approaching the ‘‘Best’’. On the basis of the

self-adaptive concept, the parameters f, v, and CR adjust

automatically while the time complexity does not increase.

D. Cubic Spline Representation for the Cross Section of
Scatterers
There are two main advantages for cubic-spline expansion

as following: (i) For complicated shape, the number of

unknowns for expanding the shape function by cubic-

spline expansion is less than that by Fourier series expan-

sion. (ii) The exact center of the object is insensitive for

cubic-spline expansion unlike for Fourier series expansion.

If there is some displacement for the exact center of the

object, the number of unknowns for expanding the shape

function by Fourier series expansion will increase largely.

On the other hand, the number of unknowns does not vary

for cubic-spline expansion [29, 30].

As shown in Figure 3, the cubic spline consists of con-

nected curve segments described by the polynomials of

degree 3 PiðhÞ , i ¼ 1; 2; � � � ;N. The connected segments

satisfy the following continuous conditions:

PiðhiÞ ¼ Piþ1ðhiÞ � qi

P0iðhiÞ ¼ P0iþ1ðhiÞ i ¼ 1; 2; � � � ;N (10)

P00i ðhiÞ ¼ P00iþ1ðhiÞ

and

P1ðh0Þ ¼ PNðhNÞ
P01ðh0Þ ¼ P0NðhNÞ � q0N (11)

P001ðh0Þ ¼ P00NðhNÞ

Through the interpolation of the cubic spline, an arbitrary

smooth cylinder can be easily described through the radius

parameters q1;q2;…; qN and the slope q0N . As long as

q1; q2;…; qN and q0N are given, the continuous conditions

can yield a system of algebraic equations to determine all

the polynomials of degree 3. By combining the optimiza-

tion algorithms and the cubic spline interpolation technique,

we are able to reconstruct the microwave image efficiently.

IV. NUMERICAL RESULTS

As shown in Figure 1, the 405 mm � 405 mm rectangular

problem space is divided in 68� 68 grids with the grid size

Dx ¼ Dy ¼ 5:95 mm. The dielectric cylinder is buried in

lossless slab medium (r1 ¼ r2 ¼ r3 ¼ 0). The transmitters

and receivers are placed in free space above the homogeneous

dielectric. The permittivities in region 1, region 2 and region

3 are characterized by e1 ¼ e0, e2 ¼ 10e0 and e3 ¼ e0,

respectively, while the permeability l0 is used for each

region, i.e., only nonmagnetic media are concerned here.

The scatterer is illuminated by plane waves with the

electric field polarized along the axis, while the time de-

pendence of the field is of a one derivative Gaussian

pulse. The cylindrical object is illuminated by a transmit-

ter at two different positions, Ni ¼ 2, which are located at

the (�143 mm, 178.5 mm) and (143 mm, 178.5 mm),

respectively. The scattered E fields for each illumination

are collected at the eight receivers, M ¼ 8, which are

equally separated by 47.8 mm along the distance of 48

mm from the interface between regions 1 and 2. For the

forward scattering, the E fields generated by the FDTD

with finer subgrids are used to mimic the experimental

data in (2). The proposed inversion procedures are imple-

mented through some home-made Fortran programs that

runs on an Intel PC (3.4 GHz/ 2G memory/500 G). The

typical CPU time needed for DDE and SADDE examples

are about 11 h in this study.

Two examples are investigated for the inverse scatter-

ing of the proposed structure by using the DDE and

SADDE. There are 12 unknown parameters to retrieve,

which include the center position ðXO;YOÞ, the radius

qi; i ¼ 1; 2;…; 8 of the shape function and the slope

q0N plus the relative permittivity of the object. The param-

eters and the corresponding searching ranges are listed

follows: �208:3mm 	 XO 	 208:3mm;�137:8mm 	 YO

	 137:8mm; 5:95mm 	 qi 	 71:4mm, i ¼ 1; 2;…; 8, �2 	
q0N 	 2 and 1 	 er 	 16. The relative coefficient of the

modified DDE and SADDE are set as below: The cross-

over rate is 0.8. Both parameters n and v are set to be 0.8.

The population size is set to be 110. Here relative error

for shape function and permittivity are defined as

RelativeErrorforshapefunction

¼ f 1

N0

XN0
i¼1

½FcalðhiÞ � FðhiÞ�2=F2ðhiÞg1=2 � 100% (12)

RelativeErrorforPermittivity ¼
ecal

r � er

�� ��
er

(13)

where the N0 is set to 720.

Figure 3 A cylinder of arbitrary shape is described in terms of

a closed cubic spline.
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In the first example, we would like to test the robust-

ness of the algorithm. The dielectric cylinder with shape

function FðhÞ ¼ 29:75þ 11:9 cosð2hÞ þ 5:95 sinðhÞmm

and the relative permittivity of the object is er ¼ 4:5 is

considered. The final reconstructed shapes by SADDE and

DDE at the 300th generation are compared to the exact

shape in Figure 4. Figure 5 shows that SADDE the rela-

tive errors of the shape function and permittivity decrease

quickly and good convergences are achieved within 100

generation. The r.m.s. error of shape function for SADDE

and DDE are about 1.05% and 2.96% in the final genera-

tion, respectively. The relative error for permittivity by

SADDE and DDE are both less than 1%. It is clear that

the SADDE outperforms DDE.

In the second example, let us consider the problem for

dielectric cylinder with high permittivity. The shape function

of this object is given by FðhÞ ¼ 29:75þ 5:95 cosð3hÞmm

and the relative permittivity of the object is er ¼ 8:0. The

reconstructed images at different generations and the rela-

tive error of the final example are shown in Figures 6 and

7, respectively. As shown in Figure 7, the r.m.s. error of

shape function for SADDE and DDE are about 1.87% and

2.10% in the final generation, respectively. The relative

error for permittivity by SADDE and DDE are both less

than 1%. From the reconstructed results of this example,

we conclude the proposed method is able to reconstruct

buried dielectric cylinder successfully when the dielectric

object with high-contrast permittivity.

To investigate the sensitivity of the imaging algorithm

against random noise, the additive white Gaussian noise

of zero mean with standard deviation rg is added into the

scattered electric fields to mimic the measurement errors.

Figure 4 The reconstructed shapes of the cylinder for example 1.

Figure 5 Error value versus generation for example 1 by DDE

and SADDE, respectively.

Figure 6 The reconstructed shapes of the cylinder for example 2.

Figure 7 Error value versus generation for example 2 by DDE

and SADDE, respectively.
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The relative noise level (RNL) is defined as:

RNL ¼ rgffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPNi

n¼1

PMi

m¼1

PQ
q¼0

Eexp
z ðn;m; q D tÞj j2

ðNiÞðMiÞðQþ1Þ

vuut
(13)

The relative noise level of 10�3, 10�2, 10�1, and 0.5

are used in SADDE for simulation purpose. Figure 8

shows the reconstructed results under the condition that

the experimental scattered field is contaminated by the

noise. It could be observed that good reconstruction has

been obtained for shape of the dielectric cylinder when

the relative noise level is below 10�1.

From the reconstructed results this object, we conclude

the SADDE scheme can be used to reconstruct dielectric

cylinder. For complex shapes, it is found that SADDE has

better reconstruction results than DDE does.

V. CONCLUSIONS

In this article, we study the time domain inverse scattering

of an arbitrary cross section dielectric cylinder. Numerical

results show that results by SADDE in accurate recon-

struction even when noisy measurements are considered.

Although DDE shows slightly better convergence rate at

the initial iterations, finally, SADDE leads to more precise

reconstruction results for the same population size and

total number of iterations. It should be mentioned that this

comparative study is indicative and its conclusion should

not be considered generally applicable in all inverse scat-

tering problems.
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