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Considering true values cannot be available at every time step in an online learning algorithm for multi-
step-ahead (MSA) forecasts, a MSA reinforced real-time recurrent learning algorithm for recurrent neural
networks (R-RTRL NN) is proposed. The main merit of the proposed method is to repeatedly adjust model
parameters with the current information including the latest observed values and model’s outputs to
enhance the reliability and the forecast accuracy of the proposed method. The sequential formulation
of the R-RTRL NN is derived. To demonstrate its reliability and effectiveness, the proposed R-RTRL NN
is implemented to make 2-, 4- and 6-step-ahead forecasts in a famous benchmark chaotic time series
and a reservoir flood inflow series in North Taiwan. For comparison purpose, three comparative neural
networks (two dynamic and one static neural networks) were performed. Numerical and experimental
results indicate that the R-RTRL NN not only achieves superior performance to comparative networks
but significantly improves the precision of MSA forecasts for both chaotic time series and reservoir inflow
case during typhoon events with effective mitigation in the time-lag problem.

� 2013 Elsevier B.V. All rights reserved.
1. Introduction

Accurate multi-step-ahead (MSA) forecast is valuable and
desired in many engineering problems, such as rainfall and flood
forecasts, however it is a challenging task and difficult to achieve.
A common approach to the MSA forecast is to update network
parameters through online learning techniques. Online learning
is a supervised machine-learning framework, which adopts the lat-
est observed values to adjust model parameters for better map-
pings between instances and true values in a system. Because
most observational disciplines tend to infer properties of an uncer-
tain system from the analysis of time-dependent data, analytical
technologies for extracting the meaningful characteristics of time
series data have some inherent limitations, which has been a
widely discussed issue for a long time (Brockwell and Davis,
1991; Jaeger and Haas, 2004; Jothiprakash and Magar, 2012; Nair
et al., 2001). Online learning algorithms have several practical
and theoretical advantages such as memory-efficient implementa-
tion, runtime-efficient implementation and strong guarantees on
performance even in a highly variable data structure of time series
(Shalev-Shwartz et al., 2004) owing to the continual receipt of true
values for adjusting model parameters. Nevertheless, the main
defect of online learning is ascribed to the requirement for contin-
ual true values. Engineering problems frequently require models to
predict many time-steps into the future without the availability of
measurements in the horizon of interest. The lack of true values
makes it difficult to achieve MSA forecasts. In addition, many stud-
ies indicated it is not an adequate strategy to recursively adopt sin-
gle-step-ahead predictions for many time-steps into the future
because the errors of MSA predictors will be accumulated based
on the single-step-ahead predictor (Parlos et al., 2000; Yong
et al., 2010). Such time-lag problems may cause significant
performance degradation when dealing with MSA forecasts for
real-world applications. For the MSA streamflow forecasts during
typhoon events, models with time-lag problems (i.e. no updating
latest observed values) cannot keep flow trails, especially in peak
flows, as the forecasting step increases. To mitigate time-lag phe-
nomena occurred in online learning algorithms, it is argued
whether iterative adjustments of model parameters based on addi-
tional information, such as the latest true values and/or antecedent
model outputs, would be beneficial to MSA forecasts.

Artificial neural networks (ANNs) have the ability to approxi-
mate nonlinear functions and therefore become valuable tools for
various water resources problems (Cho et al., 2011; Nayak et al.,
2005; Nikolos et al., 2008; Nourani et al., 2011; Nourani and
Sayyah Frad, 2012). However, static neural networks might fail to
establish reliable nonlinear models for predicting dynamical
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systems, especially for many time-steps ahead. Alternatively,
recurrent neural networks (RNNs) are computationally powerful
nonlinear models capable of extracting dynamic behaviors from
complex systems through internal recurrence and thus have at-
tracted much attention for years (Assaad et al., 2005; Chiang
et al., 2010; Coulibaly and Baldwin, 2005; Coulibaly, 2010; Ma
et al., 2008; Muluye, 2011; Serpen and Xu, 2003). The batch
training of RNNs, however, is mathematically sophisticated and
time-consuming (Ahmad and Jie, 2002; Xie et al., 2006). The real-
time recurrent learning (RTRL) algorithm, proposed by Williams
and Zipser (1989), is an effective and efficient online learning algo-
rithm for training recurrent networks, in which the real-time
adjustments are made to the synaptic weights of recurrent net-
works. Several studies demonstrated that the RTRL algorithm for
RNNs is very effective in modeling the dynamics of complex pro-
cesses for providing accurate predictions (Chang et al., 2002,
2012; Hirasawa et al., 2000; Li et al., 2002).

The main goal of this study is to develop a reinforced RTRL algo-
rithm for RNNs (R-RTRL NN) to mitigate time-lag effects for
increasing the accuracy of MSA forecasts. The sequential formula-
tion of the R-RTRL NN is derived and its reliability and applicability
are further demonstrated through two-step-ahead (2SA), four-
step-ahead (4SA) and six-step-ahead (6SA) forecasts made for a fa-
mous benchmark chaotic time series and a reservoir inflow case in
Taiwan. Comparative models consist of the original RTRL algorithm
for RNNs (RTRL NN), layer recurrent network (LRN) (Liu and Wang,
2008; Liu et al., 2012) and the most popular static ANN (i.e. back-
propagation neural network (BPNN)).
2. Formulation of MSA R-RTRL algorithm for RNNs

2.1. Rationale of MSA online learning algorithm

Two common strategies for MSA forecasts are the iterated pre-
diction and direct prediction. For n-step-ahead (nSA) prediction,
the iterated method tackles the issue by iterating n times a one-
step-ahead prediction whereas the direct method trains the model
by conducting a direct forecast at time t + n. The debate on the
superiority between these two methods still remains open; never-
theless both methods possess a common feature: the visibility of
stochastic dependencies between future values becomes relatively
vague as the time of prediction horizon increases, consequently the
reliability and accuracy of predictions decreases. A possible way to
remedy this shortcoming is to implement online learning tech-
niques for repeatedly adjusting model parameters with the most
current information including the latest true (observed) values
and model’s outputs. An online learning algorithm proceeds in a
sequence of trials through receiving an instance and making a pre-
diction on each online-learning round to improve model
performance.

The original RTRL algorithm, an online learning algorithm, was
derived for one-step-ahead forecasts from the fact that real-time
adjustments are made to the synaptic weights of a fully connected
recurrent neural network (Williams and Zipser, 1989). For nSA
forecasts, the weight adjustment of the RTRL algorithm cannot be
conducted until obtaining the observed value at time t + n, in
which the observed values and model outputs during time t + 1
and t + n � 1 are totally ignored and worthless. Therefore, the
effectiveness of the original RTRL algorithm decreases considerably
when time step n increases, which implies time lags occur in the
weight adjustment process.

In this study, a novel reinforced RTRL algorithm based on RNN
infrastructures (R-RTRL NN) for MSA forecasts through incorporat-
ing the latest antecedent forecasted and observed values into con-
secutive temporary networks for weight adjustments in the
learning process is proposed. In other words, the R-RTRL algorithm
repeatedly updates the synaptic weights by utilizing the most cur-
rent obtainable information. The applicability and effectiveness of
the R-RTRL NN is further investigated in Section 3.

The upper diagram of Fig. 1 shows the weight adjustment pro-
cedure of the R-RTRL algorithm for 2SA forecast in our earlier at-
tempt (Chang et al., 2012). At time t + 2, the weights are adjusted
by the differences between observed and forecasted values. A rein-
forced process is introduced: the RNNtemp with adjusted weights
can be used to produce a temp output ẑðt þ 3;1Þ at time t + 1,
and the error between the temp output and forecasted output at
time t + 1 can then be utilized to reinforce the weight adjustments,
DcW 1ðtÞ and DbV 1ðt þ 1Þ. As this reinforced process repeats n � 1
times, the weight adjustment procedure can be extended to a gen-
eral procedure for nSA (n P 2, n e N) forecast, shown in the lower
diagram of Fig. 1. In summary, the proposed R-RTRL algorithm
not only utilizes the up-to-date information of the observed values
and their corresponding model outputs adequately but also
strengthens the usefulness of the latest observed values by the
reinforced process to mitigate the time-lag phenomenon for MSA
forecasts. The detailed sequential formulation of the R-RTRL algo-
rithm is described as follows.

2.2. Deriving the MSA R-RTRL algorithm

Fig. 2 shows the MSA RNN architecture incorporated with the R-
RTRL algorithm, in which there are M external inputs and one out-
put. Let X(t) denote the M � 1 input vector at discrete time t,
Y(t + 1) denote the corresponding N � 1 vector at time t + 1 in the
processing layer, and Z(t + n) denote the corresponding output va-
lue for nSA (n P 2, n e N) forecast.

The X(t) and Y(t) are concatenated to form the (M + N) � 1 vec-
tor U(t), whose ith element is denoted by li(t). Let A denote the set
of indices i for which xi(t) is an external input, and B denote the set
of indices i for which yi(t) is the output of the processing layer.
Thus, vector li(t) can be represented as follows.

liðtÞ ¼
xiðtÞ if i 2 A

yiðtÞ if i 2 B

�
ð1Þ

W and V denote the weight matrices in the processing layer and
output layer, respectively. W $ wji and V $ v j are of matrix
forms. The output of neuron j in the processing layer that presents
the transformation of information from the concatenated layer
through nonlinear system f is given by

yjðt þ 1Þ ¼ f netjðt þ 1Þ
� �

¼ f
X

i2A[B

wjiðtÞliðtÞ
 !

ð2Þ

The net output of the output layer at time t + n through nonlin-
ear system f is computed by

zðt þ nÞ ¼ f ðnetðt þ nÞÞ ¼ f
X

j

v jðt þ 1Þyjðt þ 1Þ
 !

ð3Þ

Let d(t + n) denote the target value at time t + n. The time-vary-
ing error e and instantaneous error E is defined by

Eðt þ nÞ ¼ 1
2

e2ðt þ nÞ ¼ 1
2
½dðt þ nÞ � zðt þ nÞ�2 ð4Þ

Then the weight adjustments can be computed by minimizing
the instantaneous error at time t + n.

Dv jðt þ 1Þ ¼ �g1
@Eðt þ nÞ
@v jðt þ 1Þ ð5Þ

DwjiðtÞ ¼ �g2
@Eðt þ nÞ
@wjiðtÞ

ð6Þ



Fig. 1. Weight adjustment procedure for the n-step-ahead R-RTRL NN.
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where g1 and g2 are the learning-rate parameters. The detailed
recurrent learning algorithm for one-step-ahead weight adjustment
can be found in Williams and Zipser (1989) and two-step-ahead
weight adjustment can be found in Chang et al. (2012). The entire
antecedent information is considered crucial and could further
diminish time-lag effects. Consequently, the reinforced two-step
weight adjustments (Chang et al., 2012) can be extended to n-step
weight adjustments, and the information obtained from time t + 1
to t + n � 1 can contribute to weight adjustments. The adjusted
weights are used to re-calculate the forecasted values at time from
t + 1 to t + n � 1, and then the adjusted weights are further modified
by minimizing the total error between original forecasted values
ðzðt þ nþ 1Þ to zðt þ 2n� 1ÞÞ and the re-forecasted values
ðẑðt þ nþ 1Þ to ẑðt þ 2n� 1ÞÞ.

The re-forecasted value ẑðt þ nþ pÞ is calculated by the follow-
ing equations:

ŷjðt þ pþ 1Þ ¼ f dnetjðt þ pþ 1Þ
� �

¼ f
X

i2A[B

wjiðtÞ þ DwjiðtÞ
� �

liðt þ pÞ
 !

ð7Þ

ẑðt þ nþ pÞ ¼ f dnetðt þ nþ pÞ
� �

¼

f
X

j

v jðt þ 1Þ þ Dv jðt þ 1Þ
� �

ŷjðt þ pþ 1Þ
 !

ð8Þ



Fig. 2. Architecture of the multi-step-ahead RNN with R-RTRL online learning
algorithm.
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where p denotes the time step (p = 1, 2, . . . ,n � 1). Therefore, the to-
tal reinforced error is defined by

bE ¼ 1
2

Xn�1

p¼1

ê2ðt þ nþ pÞ ¼ 1
2
½ẑðt þ nþ pÞ � zðt þ nþ pÞ�2 ð9Þ

The reinforced weight adjustments can be written as

Dv̂ jðt þ 1Þ ¼ �g3
@bE

@v jðt þ 1Þ ð10Þ

DŵjiðtÞ ¼ �g4
@bE

@wjiðtÞ
ð11Þ

where g3 and g4 are the learning-rate parameters.
The weight adjustments of the R-RTRL algorithm for n-step-

ahead RNNs are then shown as follows:

Wjiðt þ 1Þ ¼ wjiðtÞ þ DwjiðtÞ þ D bwjiðtÞ ð12Þ
v jðt þ 2Þ ¼ v jðt þ 1Þ þ Dv jðt þ 1Þ þ Dv̂ jðt þ 1Þ ð13Þ

In sum, the reinforced process is implemented for nSA forecast
so that the adjusted weights are further modified through the com-
parison between the original forecasted value and the re-fore-
casted value.

3. Simulation results and discussion

3.1. Phase space reconstruction

The first stage in the analysis of chaotic time series is to imple-
ment the phase space reconstruction theory, which can reconstruct
Table 1
Model performance of two- to six-step-ahead forecast for Mackey–Glass time series.

Training

RMSE MAE

R-RTRL NN 2SA 3.56E�03 2.79E�03
4SA 4.23E�03 2.59E�03
6SA 4.79E�03 3.33E�03

RTRL NN 2SA 6.69E�03 5.40E�03
4SA 7.43E�03 5.17E�03
6SA 9.09E�03 7.17E�03

LRN 2SA 6.37E�03 4.44E�03
4SA 6.49E�03 5.08E�03
6SA 6.60E�03 5.17E�03

BPNN 2SA 9.01E�03 6.16E�03
4SA 1.30E�02 1.03E�02
6SA 1.52E�02 1.32E�02
a nonlinear model with a low-dimensional phase space to reflect
the actual dynamic system. Based on the Takens’ embedding theo-
rem (Takens, 1981), a series of observations from a chaotic system
can reconstruct an attractor, a subset of the phase space of the sys-
tem with two parameters of time delay (T) and dimension (D). If
appropriate (T) and (D) are selected, the attractor will retain
topological properties and reveal the hidden information of the ori-
ginal dynamic system. The mutual information method (Fraser
and Swinney, 1986) and the Cao’s method (Cao, 1997) are used
to determine the proper time delay (T) and dimension (D),
respectively.

Therefore, for an observed time series x(t), the attractor
xðtÞ ¼ ½xðtÞ; xðt � TÞ; . . . ; xðt � ðD� 1ÞTÞ� can be formed. Then the
future value at time t + n is determined by the nonlinear function
F, which governs the system. The nonlinear function F is defined
as follows:

xðt þ nÞ ¼ Ff½xðtÞ; xðt � TÞ; . . . ; xðt � ðD� 1ÞTÞ�g ð14Þ

The well trained ANN models can approximate the governing
function F. As a result, the patterns of input–output data pairs of
all ANN models in this study are shown as fXðtÞ; xðt þ nÞg and ap-
plied to chaotic time series.

3.2. MSA forecast of Mackey–Glass time series

To demonstrate and evaluate whether the proposed R-RTRL NN
can construct a reliable multi-step-ahead predictor by effectively
utilizing the most current information, the developed neural net-
work model is first compared with a simulated chaotic system
(Mackey–Glass time series) for direct 2SA, 4SA and 6SA forecasts.
Its performance is then compared with that of the RTRL NN, LRN
and BPNN. The LRN and BPNN configurations are used in many fil-
tering and modeling applications for time series, which have al-
ready been widely discussed (Chen et al., 2010; Zabiri et al., 2009).

The Mackey–Glass differential delay equation (MacKey and
Glass, 1977) is defined below:

dxðtÞ
dt
¼ 0:2xðt � sÞ

1þ x10ðt � sÞ � 0:1xðtÞ ð15Þ

where the initial condition x(0) = 1.2 and s = 17. 1000 input–output
data pairs are generated, where the first 500 pairs are used for train-
ing while the remaining 500 pairs are used for testing. The embed-
ding dimension D = 3 and time delay T = 7 are determined according
to the Cao’s method (Cao, 1997) and mutual information method
(Fraser and Swinney, 1986).

For forecasting 2SA, 4SA and 6SA Mackey–Glass time series, the
input and processing layers of the RTRL NN and the proposed
R-RTRL NN consist of 3 and 8 neurons, respectively, while the
Testing

RMSE MAE Gbench Gbench,II

3.51E�03 2.77E�03 0.997 –
4.06E�03 2.52E�03 0.999 –
4.79E�03 3.35E�03 0.999 –

6.51E�03 5.30E�03 0.990 �2.44
7.40E�03 5.13E�03 0.997 �2.32
8.94E�03 7.01E�03 0.998 �2.49

6.27E�03 4.31E�03 0.990 �1.38
6.43E�03 5.00E�03 0.998 �0.80
6.49E�03 5.10E�03 0.999 �2.42

9.05E�03 6.07E�03 0.981 �5.66
1.29E�02 1.02E�02 0.990 �9.08
1.52E�02 1.31E�02 0.993 �9.03



Fig. 3. Location of the Shihmen Reservoir and rainfall gauging stations.
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two-layer LRN and BPNN trained by the Levenberg–Marquardt
back propagation algorithm also consist of 3 and 8 neurons in
the input and hidden layers, respectively. The numbers of the pro-
cessing (hidden-layer) neurons and layers determined above for
these four models are identified as the best structures by trial
and error. A training dataset is used to construct the aforemen-
tioned four neural network models for direct 2SA, 4SA and 6SA
forecasts.
Table 2
Summary statistics of reservoir inflow and average hourly rainfall in training and testing

Training dataset

Mean SDa M

Inflow (cms) 725 1154 8
Average rainfall of downstream (mm h�1) 4.0 7.9 5
Average rainfall of midstream (mm h�1) 4.8 9.6 6
Average rainfall of upstream (mm h�1) 4.4 8.8 6

a Standard deviation.

Table 3
Model performance of two-step-ahead forecasts for reservoir inflow.

Training T

RMSE (cms) MAE (cms) CE CC Gbench R

R-RTRLNN 177 106 0.98 0.99 0.59 1
RTRL NN 214 112 0.97 0.98 0.40 2
LRN 211 107 0.97 0.98 0.42 2
BPNN 220 113 0.96 0.98 0.37 2
The root mean square error (RMSE), mean absolute error (MAE),
and the goodness-of-fit with respect to the benchmark time series
(Gbench) are used as performance criteria (Nash and Sutcliffe, 1970;
Seibert, 2001). The Gbench is defined as:

Gbench ¼ 1�
Pn

i¼1ðQ i � bQ iÞ2Pn
i¼1ðQ i � Q i;benchÞ2

ð16Þ

where Qi is the observed value in the ith step, bQ i is the forecasted
value in the ith step, and n is the number of data points. Qi,bench is
the antecedent observed value, i.e., Qi,bench = Qi�n for nSA forecast.
To compare the proposed R-RTRL NN with comparative models,
the criterion Gbench,II is defined, where the benchmark Qi,bench is
the forecasted value of the proposed R-RTRL NN in the ith step.

The results of model comparison are summarized in Table 1. It
appears (1) all the models are suitably trained, and their training
and testing results are quite consistent in all the cases; (2) the
recurrent neural networks (i.e. the R-RTRL NN, RTRL NN and
LRN) can provide much better performance than the static time-
delay BPNN, in terms of RMSE and MAE values; and (3) the pro-
posed R-RTRL NN has better performance than the RTRL NN, LRN
and BPNN models for 2SA, 4SA and 6SA forecasts. Furthermore,
the negative Gbench,II values produced by the RTRL NN, LRN and
BPNN reveal the superiority of the R-RTRL NN in MSA forecasts.
In sum, the results demonstrate the proposed online learning algo-
rithm (R-RTRL) that takes the closest antecedent information into
consideration can effectively re-adjust synaptic weights in real
time and the constructed model (R-RTRL NN) can provide reliable
and accurate forecasts in real-time MSA forecasts.
4. Applications

4.1. Study area and datasets

Taiwan, located in the subtropical zone of the North Pacific
Ocean, is an island with mountainous terrains and steep landforms,
where typhoons usually couple with heavy rainfall and thus cause
downstream flooding within a few hours. The Shihmen Reservoir,
situated upstream of the Tahan Creek in northern Taiwan, has
operated for multiple purposes including water supply, hydro-
power generation, flood mitigation and tourism. The reservoir
has notably contributed to agricultural production, industrial
development and the alleviation of drought disasters for decades.
datasets.

Testing dataset

ax Min Mean SD Max Min

594 1 720 910 5300 9
5.1 0.0 4.0 7.1 45.7 0.0
3.5 0.0 4.5 7.5 47.3 0.0
2.0 0.0 4.5 7.1 46.6 0.0

esting

MSE (cms) MAE (cms) CE CC Gbench Gbench,II

84 106 0.96 0.98 0.30 –
28 124 0.94 0.97 �0.07 �0.53
20 118 0.94 0.97 �2.72E�04 �0.43
32 125 0.93 0.97 �0.11 �0.59



Table 4
Model performance of four-step-ahead forecasts for reservoir inflow.

Training Testing

RMSE (cms) MAE (cms) CE CC Gbench RMSE (cms) MAE (cms) CE CC Gbench Gbench,II

R-RTRL NN 308 161 0.93 0.96 0.63 314 172 0.88 0.94 0.26 –
RTRL NN 351 177 0.91 0.95 0.53 362 198 0.84 0.92 0.02 �0.33
LRN 345 172 0.91 0.95 0.54 360 198 0.84 0.92 0.03 �0.32
BPNN 357 181 0.91 0.95 0.51 365 200 0.83 0.92 1.82E�03 �0.35

Table 5
Model performance of six-step-ahead forecasts for reservoir inflow.

Training Testing

RMSE (cms) MAE (cms) CE CC Gbench RMSE (cms) MAE (cms) CE CC Gbench Gbench,II

R-RTRL NN 440 238 0.86 0.93 0.62 490 302 0.71 0.85 0.07 –
RTRL NN 498 263 0.82 0.91 0.52 559 316 0.63 0.82 �0.22 �0.30
LRN 481 254 0.83 0.91 0.55 542 303 0.65 0.83 �0.15 �0.22
BPNN 525 276 0.80 0.89 0.46 600 324 0.57 0.82 �0.40 �0.50
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Fig. 4. 2SA inflow forecast residuals (of testing data sets) based on (a) R-RTRL NN,
(b) RTRL NN, (c) LRN, and (d) BPNN, respectively.
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Fig. 5. 4SA inflow forecast residuals (of testing data sets) based on (a) R-RTRL NN,
(b) RTRL NN, (c) LRN, and (d) BPNN, respectively.
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Fig. 6. 6SAinflow forecast residuals (of testing data sets) based on (a) R-RTRL NN,
(b) RTRL NN, (c) LRN, and (d) BPNN, respectively.
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The basin area of the reservoir is about 763.4 km2, and the effective
waters storage of the reservoir is 251.88 million cubic meters. The
Shihmen Reservoir is for sure the most important water resources
facility to Taipei metropolitan areas. An accurate inflow forecast
model for the reservoir is desired and crucial to flood control and
water resources management. The longer the forecast steps into
the future, the more beneficial it is, in terms of time to adjust res-
ervoir operation and reduce flood damages.

Fig. 3 shows the locations of the basin and rainfall gauging sta-
tions in this case study. The hourly inflow and rainfall data of 22
typhoon events during 2001 and 2009 were collected. A total of
2136 datasets are used in this study, where 1296 datasets collected
from 2001 to 2006 are used for training while the remaining 840
datasets collected from 2007 to 2009 are used to test the models
independently. The Shihmen basin is briefly divided into three
areas (up-, mid- and downstream areas shown in Fig. 3), and the
weighted average rainfall of each area is computed by the Thiessen
polygon method. The summary statistics for reservoir inflow and
average rainfall datasets are presented in Table 2. It shows the
extremely high (max.) inflow and large variance of inflow also
implies the MSA inflow forecast is an important and challenging
task in the Shihmen Reservoir.

4.2. MSA forecast of reservoir inflow time series

The proposed R-RTRL NN is applied to the Shihmen Reservoir
for forecasting reservoir inflow during typhoon events and is also
compared with the other three models (RTRL NN, LRN and BPNN)
for performance evaluation. Because the transit time of flows mov-
ing from rainfall gauging stations to the Shihmen Reservoir is dif-
ferent, the Kendall’s tau rank and Pearson’s correlation coefficient
are applied to the identification of the highest correlation among
the different time lags between rainfall and reservoir inflow. The
time lags of rainfall traveling from the up-, mid- and downstream
basins to the reservoir are identified as 7, 6 and 5 h, respectively.

Therefore, the input layers of these different network models
are established based on current inflow data (Q(t)) together with
antecedent rainfall data (denoted by Ru(t-7), Rm(t-6) and Rd(t-5)
accordingly) collected at up-, mid- and downstream basins with
associated time lags. For direct 2SA inflow forecasts, the input
and processing layers of the RTRL NN and R-RTRL NN consist of 4
and 6 neurons, respectively. The two-layer LRN and BPNN trained
by the Levenberg–Marquardt back propagation algorithm also con-
sists of 4 and 6 neurons in the input and hidden layers, respec-
tively. The numbers of the processing (hidden-layer) neurons and
layers determined above for the models are mainly identified as
the best structures through a great number of trial-and-error pro-
cesses. The numbers of neurons in the processing and hidden lay-
ers of these four models are increased to 8 for direct 4SA and 6SA
inflow forecasts. The performance of these four models is evalu-
ated by the criteria of RMSE, MAE, coefficient of efficiency (Nash
Efficiency or CE) (Nash and Sutcliffe, 1970), coefficient of correla-
tion (CC), Gbench and Gbench,II.

Summarized results are presented in Tables 3–5. Results indi-
cate that the proposed R-RTRL NN model can produces acceptable
RMSE values (184–490 cms) when compared with the mean and
standard deviation (720.10 ± 910.44 cms in the testing dataset of
Table 2) of observed inflow data and has smaller RMSE and MAE
values and higher CE, CC and Gbench values than the RTRL NN,
LRN and BPNN models in both training and testing phases for
2SA, 4SA and 6SA inflow forecasts. It is noticed that the proposed
R-RTRL NN makes less difference in RMSE values between training
and testing phases than comparative models, which demonstrates
the impressive generalizability of the proposed R-RTRL NN. In
addition, the proposed R-RTRL NN model produces positive Gbench

values in the testing datasets for 2SA, 4SA and 6SA forecasts
whereas the comparative models only produce either negative or
near-zero Gbench values in the testing datasets. The results indicate
the proposed online learning algorithm (R-RTRL) that adopts the
most current information can effectively mitigate the time-lag
problem and the R-RTRL NN model can make more reliable and
accurate MSA forecasts. When closely assessing the Gbench,II values
(where the bench series is the forecasted values of the proposed R-
RTRL NN), all comparative models produce negative values for
forecasting the 2SA, 4SA and 6SA inflow in the testing phases. This
result provides extra evidence that the proposed R-RTRL NN
achieves superior performance to comparative networks.

Figs. 4–6 show the corresponding residuals and their mean and
standard deviation produced by the R-RTRL NN, RTRL NN, LRN and
BPNN models for 2SA, 4SA and 6SA forecasts in the testing data-
sets. The barplots of residuals clearly indicate that the R-RTRL
NN provides the smallest residuals (the smallest absolute mean
and standard deviation) as compared with the comparative mod-
els. To easily distinguish the performance of these four models,
three typhoon events (Typhoons Krosa, Sinlaku and Jangmi) with
high peak flow data (above 3000 cms) are extracted from the
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testing dataset to illustrate the hydrographs of observed and 4SA
forecasted inflow obtained from the proposed R-RTRL algorithm
and comparative models (Fig. 7). It demonstrates that the proposed
R-RTRL NN mitigates some time-lag problem and can well forecast
4SA inflow values whereas all comparative models not only have
significant time-lag phenomena but fail to well forecast 4SA inflow
values (seriously over-estimate and oscillate at peak flows; and the
Gbench values of comparative models are negative). In addition, the
low Gbench value (0.07) in Table 5 indicates the maximum forecast
time step for the proposed R-RTRL NN to reach is six (6 h) in this
study case, which can provide sufficient responding time to fully
open the floodgates in the Shihmen Reservoir (usually take about
2 h) and more responding time for both reservoir flood control
and flood warnings to downstream areas.

In summary, the relationship between forecast errors (RMSE)
and forecast steps of these four models is presented in Fig. 8. It
shows that these four models have similar error-rising rates
(slopes) when the forecast step increases from 2SA to 4SA. How-
ever, the BPNN has the steepest slope (error-rising rate) when
the forecast step increases from 4SA to 6SA, which indicates the
static neural network fails to extract the dynamic characteristics
of time variation for MSA forecasts. Alternatively, the proposed
R-RTRL NN has similar error-rising rate to the LRN but has much
smaller forecast errors than the LRN for 2SA, 4SA and 6SA forecasts.
It appears that the proposed methodology can adequately utilize
the closest antecedent information to effectively re-adjust synaptic
weights. As a result, the constructed R-RTRL NN significantly
diminishes time-lag effects and effectively provides much better
and adequate MSA forecasts.
5. Conclusions

This study devotes to dealing with the connatural limitation of
online learning algorithms that is caused by a lack of accurate tar-
get values in the future for MSA forecasts. A novel R-RTRL NN that
not only adequately utilizes the antecedent information of
the observations as well as model outputs but also strengthens
their usefulness to mitigate time-lag phenomena as well as in-
creases model accuracy in MSA forecasts is proposed. The rigorous
demonstration with respect to the superiority of MSA R-RTRL NN
necessitates the use of a benchmark chaotic time series and the
real-world application of the flood series induced by typhoons at
the Shihmen Reservoir in northern Taiwan. For comparison pur-
pose, the original RTRL NN, LRN and BPNN are also performed.

In the cases of benchmark time series, results indicate that the
proposed R-RTRL NN has much better performance than compara-
tive models for MSA forecasts. When modeling the flood series dur-
ing typhoon events, the proposed R-RTRL NN also shows great
superiority on 2SA, 4SA and 6SA forecasts with significant reduc-
tions in time-lag effects to the original RTRL NN, LRN and BPNN
by analyzing the relationship between forecast errors and forecast
steps. This study demonstrates that the developed R-RTRL algo-
rithm for RNNs by incorporating the closest antecedent informa-
tion into the online learning process has good practicability and
produces high accuracy for MSA forecasts.
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