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Abskuct-A new image-based real-time flame detection 
method is proposed in this paper. First, fire flame features based 
on the HS1 color model are extracted by analyzing 70 flame 
images. Then, based on these flame features, regions with fire-like 
colors are roughly separated from an image. Besides segmenting 
fire flame regions, background objects with similar fire colors or 
caused by color shift resulted from the reflection of lire flames are 
also separated from the image. In order to get rid of these 
spurious lire-like regions, the image difference method and the 
invented color masking technique are applied. Finally, a simple 
method is devised to estimate the burning degree of fire flames so 
that users could be informed with a proper warning alarm. The 
proposed method is tested with seven diverse fire flame video clips 
on a Pentium I1 350 processor with 128 MB RAM at the process 
speed of thirty frames per second. The experimental results are 
quite encouraging. The proposed method can achieve more than 
96.97% detection rate on average. In addition, the system can 
correctly recognize fire flirmes within one second on the initial 
combustion from the test video clips, which seems very promising. 

Index Terms--Color analysis, color masking, burning degree 
estimation, flame detection. 

I. INTRODUCTION 
IRE flame detection is a very important issue because it F ciosely related to every people's safety and property. Today, 

most frequently used flame detection techniques are usually 
based on particle sampling, temperature sampling, and air 
transparency testing, in addition to the traditional ultraviolet 
and infrared flame detectors [l]. However, most of these 
detectors suffer from some severe problems. They require a 
close proximity to the flame. In addition, they are not always 
reliable, because they do not always detect the combustion 
itself. Instead, they detect the byproducts of combustion, which 
may be produced in other ways. Therefore, they usually result 
in higher false rates. Furthermore, all of these methods seldom 
provide additional descriptive information about flame location, 
size, burning degree, and so on. 

Recently many research works on visual fire flame detection 
are proposed. This is because images can provide more reliable 
infomation. Healey et al. [23 presented a fire detection system 
using color video input for a pre-allocated view on some ideal 
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conditions. Noda and Ueda 151 used gray-scale images obtained 
from infrared cameras to detect fire in tunnels. Yamagishi and 
Yamaguchi [7] also proposed a fire flame detection algorithm 
for color images based on the HSV color space and artificial 
neural networks. Foo [3] presented methods for detecting fire 
in aircraft dry bays and engine compartments from gray-scale 
images. All of the above methods require a stationary camera. 
In addition, most of them are designed for a specific environ- 
ment. Very recently, Phillips et al. [6] proposed a sophisticated 
method for recognizing flames in color video. However, their 
method does not consider the temporal variation of flames. 
Besides, the approach is too complicated to process in 
real-time. 

In order to have an image-based flame detection monitoring 
system to be of practical use so that users would be informed 
with a fire alarm as early as possible and they could view the 
flame images on displays, the system must work in real-time 
and must be applied to more general environments instead of 
being restricted on some specific situations. In this paper, a new 
visual real-time flame detection method is proposed based on , 

machine vision techniques and the theory of chromatics to meet 
the above requirements. The intuitive HSI color model is 
chosen to describe'flame features extracted from a set of flame 
images. The color separation method is applied to roughly 
segment regions with fire-like colors based on the extracted 
flame features. Then, the image difference method and the 
invented color masking technique based on chromatics are used 
to remove spurious fire-like regions, such as objects with 
similar fire colors or areas reflected from fire flames. Finally, 
the burning degree of fire flames is estimated to give users a 
proper warning alarm. The proposed method is tested with 
seven diverse fire flame video clips on a Pentium I1 350 
processor with 128 MB RAM. The experimental results show 
that the proposed method can achieve approximately 97% 
detection rate on average with thirty frames per second. In 
addition, the method can recognize fire flames within one 
second from the test videos, which seems very promising. 

The rest of the paper is organized as follows. Section 2 gives 
a brief description of the HSI color model. Section 3 builds a 
fire flame feature model. Section 4 presents the proposed flame 
detection method. Section 5 shows the experimental results. 
Finally, the paper concludes in the last section. 

11. PRELIMINARIES 

Let N be the set of natural numbers, (x, y )  be the spatial 
coordinates of a digital image, and M =  (0, 1, . . ., 2 - 1 ] be a set 
of positive integers representing intensities of each R, G, and B 
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component in the RGB color model. Then, a color image 
fianction can be defined as the mapping f :  N - M 3 .  

The color of a pixel with coordinates (x ,y) ,  denoted asf(x,y), 
is a triple (r, g, b), where r, g, and b are the intensities of the R, 
G, and B components, respectively. The origin, (0, 0), is at the 
upper-left comer of an image with the x-axis horizontal and the 
y-axis vertical. 

The three components of the HSI color model [4] are hue (H), 
saturation (S), and intensity (I, or brightness). Hue represents a 
dominant (pure) color as perceived by an observer. Saturation 
refers to the amount of white light mixed with a hue. Two 
important facts make the RSI color model useful to simulate the 
color sensing properties of the human visual system. First, the 
intensity component is decoupled from the color information in 
an image. Second, the hue and saturation components are 
intimately related to the way in which human beings perceive 
color. 

The detailed conversion from the familiar RGB color model 
to the HSI color model can be found in [4]. In the following, the 
fotmulas for conversion are briefly listed for reference. 

1 
3 

i = - (Y + g + b) 

"=[ 8 i f b l g  
360-8 i f b > g  

(3) 

(4) 

In the above equations, the values of r, g, and b of the RGB 
model are normalized in the range [0, 13. For convenience of 
discussion and image processing, the hue, saturation, and 
intensity components of the HSI model are normalized into the 
ranges: 0'5 h 5 360', 0 5 s  5 100, and 0 5 is 255.  

rrr. BUILDING A FLAME FEATURE MODEL 

According to the commonsense knowledge, it is known that 
fire flames usually display reddish colors, emit light and heat, 
and change shapes rapidly. It is also known that the colors of 
flames become blue when the fire temperature is high, and 
become red to yellow when the temperature is low. In the study 
of image-based flame detection, it is necessary to build a more 
precise frame feature model for vision-based fire detection 
systems. 

In this research, 70 flame images are used to analyze the 
color features of fire flames according to the HSI color model. 
The adoption ofthe HSI color model is because it is intimately 
related io the way in which human beings perceive colors, as 
described previously. According to the empirical analysis from 
the set of flame images, the hue values for fire flames from red 
to yellow are usually in the range [On, 60'1. As to the blue fire 
flames of higher temperatures, the hue values fall into the range 
[ZOO", 280"]. 

It seems more complicated for analyzing the saturation and 

intensity of fire flames. However, it can be divided into two 
cases to consider. For brighter environments (i.e., larger 
combustion areas relative to the entire image), fire bums more 
violently. In this case, the saturation values are distributed in 
the range [40, 1001, and the intensity values are in the range 
[127, 2551. On the other hand, for darker environments (i.e., 
smaller combustion areas relative to the image), fire bums more 
peacefully. In this case, the saturation values are in the range 
[20, 1001, and the intensity values are in the range [IOO, 2551. 
The empirical analysis results for the fire flames with colors 
from red to yellow are summarized in Table I. 

TABLE I . 
FEATURES OF FIRE FLAMES 

Environment Hue Saturation Intensity 
Brighter 0"-6O0 40-100 127-255 
Darker 0"-6O0 20-100 100-255 

This research mainly focuses on the detection of the usual 
lower temperature fire flames, whose color features as listed in 
the above table. The higher temperature blue fire flames are not 
considered in this discussion. However, simply changing the 
detection parameters, such as the hue range, the blue fire flames 
could be still recognized. 

1v. THE PROPOSED FLAME DETECTiON METHOD 
The proposed fire flame detection method can be divided 

into three major phases: (1) segmentation using color 
separation, (2) removal of spurious fire-like regions, and (3) 
estimation of the burning degree of fire flames, as depicted in 
Fig. I .  In the first phase, based on the visual features of the fire 
flame model, fire-like color areas are roughly separated from an 
input image frame. Then, in the second phase, spurious regions 
caused by tire reflection or with similar fire-like colors are 
removed by the image difference and the color masking 
techniques. Finally, the burning degree of fire flames is roughly 
estimated in the last phase to provide users a proper fire alarm. 
The following subsections will elaborate on each of these 
phases in detail. 

color separation 

4 l  removal of spurious I fire-like regions I 

degree of fire flames 

I 

features 

+ 
proper fire alarm 

(no. small, medium, or bia fue) 

Fig. 1. n e  flow chart of the proposed flame detection method. 

Authorized licensed use limited to: Tamkang University. Downloaded on March 24,2010 at 01:52:10 EDT from IEEE Xplore.  Restrictions apply. 



A. Segmentation Using Color Separufion 
A color set, C, is a set of colors such that for each color in the 

set, represented as a triple (h, s, i )  in the HSI color model, the 
following conditions are satisfied: hl 5 h 5 h2, sI 5 s 5 s2, and i ,  
5 i 5 i2, in which [hl ,  h2] is the range of hue, [ s ] ,  s-J is the range 
of saturation, and [ i t ,  i2] is the range of intensity of the color set 
C. Formally, the color sei may be denoted as: 

The extracted fire flame features in the previous section will 
be used as the basis for defining color sets of fire flames. The 
color separation algorithm for an input image,f(x,y), based on 
some fire flame color set, C, is as follows: For each pixel in the 
image, if the color of the pixel does not belong to the color set, 
then set the pixel color to black (a background color, denoted 
by black); otherwise, keep the pixel color unchanged. The 
result image, g(x, y), after performing the above color 
separation can be represented as: 

black, 
f ( x ,  y), otherwise 

if f ( x ,  y) E Cr 
g(x, Y> = 

As illustrated in Fig. :!, the fire areas are almost completely 
extracted. Notice that some other areas with fire-like colors 
caused by the reflection of fire flames are also extracted. 

(a) (b) 
Fig. 2. (a) Fire image; @I Color separation (white background color for easily 
viewing). 

B. Removal of Spurious Fire-like Regions 
After perfonning color separation on a flame image, only the 

colors belong to the color set of flame features are remained; 
others are set to the background color. However, two situations 
need to be considered. 

Due to the reflection of the fire flames, some objects 
will change its appearance colors (hues) as well as its 
brightness to be similar to those of fire flames. Such a 
phenomenon is called color shifi, as illustrated by the 
wall of the kitchen in Fig. 2(a). 

Non-fire objects with similar fire-colors will be 
mistaken as fire flames and thus are extracted. 

For the first situation, Fig. 3(a) shows another case of color 
shift, in which smoke fills up the entire image. After 
performing color separation, many non-fire areas are kept due 
to the smoke changing its color resulted from the reflection of 
fire flames, as shown in Fig. 3(b). After performing image 
difference, many non-fire regions still exist, as illustrated in Fig. 

3(c). This may be all right for fire detection. If the fire source 
needs to be more precisely located, the remaining non-fire 
regions should be removed as completely as possible. By 
carefully examining the color shift problem, it is found that 
since the fire color of the smoke is resulted from the reflection 
o f  fire source, its intensity and saturation must be lower than the 
fire source. Thus, if the lower intensity and lower saturation 
colors are removed further, the result image can keep only the 
fire information, as shown in Fig. 3(d). 

(c) (4 
Fig. 3. (a) Afire image with smoke; (b) Result after performing color separation; 
(c) Result afkr performing image difference; (d) Result after removing lower 
intensity and lower saturation colors. 

For the second situation, if the color of a background object 
is similar to that of fire flames, then the image difference 
method, a technique usually used in object tracking, might be 
used to remove such an object. Suppose that gi(x, y)  and &x, y) 
are two images after performing color separation as before. The 
result of image difference, h(x, y ) ,  can be represented as: 

(7) 

where I . I is the absolute function, and r(), g0, and b( )  are the 
hnctions to extract the red, green, and blue color components 
of an image, respectively. That is, the difference of two colors 

'takes their absolute values of the red, green, and blue 
components. And the result of image difference is obtained by 
computing the difference of every pair of pixel colors. 

However, for color images, simply performing color 
subtraction will encounter some problems. For example, the 
difference of two reddish colors will result in dark cyan color, 
as shown in Fig. 4. One way to cope with this problem is to 
perform color separation again on the result of color difference. 
Figs. 5(a) and 5 @ )  are two consecutive flame images after 
performing color separation. Fig. 5(c) is the result of image 
difference of the above two images. Notice that the odd green 
color regions appear in the lower half of Fig. 5(c). Fig. 5(d) is 
the result after performing color separation again on Fig. 5(c). 
Notice also that the overlap regions of fire areas in consecutive 
images disappear. That is, some fire areas are lost. 
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RCB(256,W 30 1 RCS(%6,110,130 1 RGgI 4 100,1W) 
Fig. 4. Color difference of two reddish colors resulting in a dark cyan color. 

Fig: 5. (a) and (6) Two consecutive fue images after color separation; (c) Result 
of image difference; (d) Result after performing color separation again. 

One special situation occurs when the color shift phenomena 
happens too fast so that the reflective color at the same place of 
two consecutive images differs quite a lot. After performing 
color separation and image difference, the resulting image still 
contains some apparent fire-color residues in the non-flame 
regions. In this case, some theory of chromatics can be applied 
to solve such a problem. . 

Fig. 6 shows a hue cycle from chromatics consisting of 
saturated colors. When performing color separation to extract 
fire flame colors from the hue cycle with hue in the range [OO, 
60'1, the R value will be approximately 255, the G and the B 
values will be somewhere in the range LO, 2551 [suppose that 
the intensity of each of the primary colors is in the range [0, 
2551). When two fire colors in the hue cycle subtract each other, 
the R value will be near zero, and the G and the B values will be 
in the range [O,  2551, which falls in the colors ranging from 
green to cyan to blue, This is the reason why, as illustrated in 
Fig. 4, when two fire colors perform image subtraction, the 
result color becomes dark cyan, 

R z j 5  
c 255 
B O  

R O  
G O  
B 2 s  

I 

Fig. 6. A hue cycle of chromatics for explaining the odd green colors resulted 
from image difference o f  two fire colors. 

Fig. 7, are created for illustration. Figs. 7[a) and 7(b) are two 
consecutive fire images after performing color separation, in 
which background is filled with the black color. Fig. 7(c) is the 
result of image difference of Figs. 7(a) and 7(b). Due to color 
shift, suppose that objects numbered 2 and 4 are reflective color 
of the light source. Object numbered 3 remains in the same 
region. It will be removed in the image difference step. After 
performing color separation again, objects numbered 2 and 4 
still remain, as shown in Fig. 7(d). This causes the problem of 
color residue. 

(a) (6) (4 (d) 
Fig. 7. [a) & (b) Two consecutive, artificial fire images after color separation; (c) 
Result after image difference of (a) and (b); (d) Result after color separation 
again. 

In order to solve the problem of color residue, a technique 
from the theory of chromatics may be used to remove the 
objects numbered 2 and 4 caused by color shift. If the 
,background color is designated by one of the neighbor primary 
colors in the hue cycle of the fire color, such as blue or green 
instead of black, then the remained color residues will be 
correctly removed after performing image difference. In this 
paper, the blue color is arbitrarily chosen as the background 
color, as shown in Figs. S[a) and 8(b). After performing image 
difference, objects numbered 2 and 4 change their colors 
outside the range of fire colors, as shown in Fig. X(c). Therefore, 
after performing color separation again, objects numbered 2 
and 4 are removed in the final image, as shown in Fig. X(d). The 
technique of choosing a particular background coIor to remove 
spurious regions caused by color shift is called the color 
masking. The chosen background color is called the mask color. 
Notice that in the final result, as shown in Fig. S(d), the fire 
flame regions become thinner, like fire flame contours, which 
will be helpful in estimating the burning degree of fire flames, 
as discussed in the following. 

. ,  . I  

Fig. 8. (a) & (b) Two consecutive, artificial fire images after color separation 
with blue as the background coIor; (c) Result after image difference of (a) and 
(b); (d) Result after color separation again 

By using the mask color, denoted by mask, for color masking, 
.Eq. (6)  for color separation should be modified as: 

And the image difference used in the color masking technique 
should be modified as: 

For convenient discussion, artificial fire images, as shown in 
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The color masking technique can easily remove the color 
residue after image difference and, thus, is very suitable for 
tracking the object with specific range of colors. Figs. 9(a) and 
9(b) are two consecutive fire: images. Fig. 9(c) is the result of 
image difference using the original color separatiqn method 
(i.e., Eq. (6)). Notice that many residues around the fireman 
remain in Pig. 9(c). Fig. 9(d) is the result of using the color 
masking technique. Here only the fire flame regions are kept. 

(4 ( 4  
Fig. 9. (a) and @) Two consecutive fire images; (c) Result after image 
difference using original color separation on (a) and (b), more color residues of 
red clothes around the fireman; (d) Applied the color masking and the residues 
on (c) are removed. 

C. Estimation of the 3urniog Degree of Fire Flames 
Up to now, there is little research on estimating the burning 

degree of fire flames based on visual flame detection. In this 
paper, a simple method is proposed for roughly estimating the 
burning degree of flames. 

After performing color masking, the result image, h’(x,y), 
keeps the fire flame boundaries, which resemble to the contours 
of the flames. When the combustion is getting more violent, 
flame contours change their shapes more rapidly. Therefore, the 
variation of flame contours might be used to estimate the 
buming degree of fire flames. 

Since only the contour information ‘is needed, the 
corresponding binary image, b(x, y ) ,  of a contour 
image,h’(x,y), is defined as follows: 

black, if h’(x, y )  = black 
white, otherwise 

b(x, y )  = 

That is, in the contour image, set all remaining fire colors to 
white (denoted as white), and the result image is called a binary 
contour image. The difference, d(x, y), of two binaxy contour 
images, b,(x, y) and b,{x, y) ,  can be represented as: 

4 x ,  Y )  = ( b i k  Y >  - 6, (x, Y>j 

= r, if bi ( x ,  y )  = bj (x, y )  
(1 1) 

white, otherwise 

image. Since the image difference used in this research takes 
the absolute values of differences, in effect, the result will be 
the same as performing the exclusive-or (XOR) operation on 
two binary images., 

Fig* 10 illustrates the whole process to obtain the final binary 
contour images. Figs. IO(aj(c) are three consecutive fire 
images with interval equal to two frames. The corresponding 
results after performing modified color separation using a mask 
color on the above three images are shown in Figs. lO(d)-(f). 
Fig. IO(g) is the result after performing image difference on 
Figs. 10(d) and lO(e) and performing color separation again. 
Similar operations are performed on Figs. IO(0 and lO(g) to 
obtain Fig. 10(h). Finally, Fig. IO(i) i s  the result contour 
difference image of Figs. IO(g) and lO(h). 

I *  I 

fa) Frame 489 (b) Frame 49 I (cl Frame 493 

(0 
Fig. IO. (a)-(c) Three consecutive fire frames with fkame number labeled; (d)-(f) 
Results alter performing modified color separation with color masking on 
(a)-(c); (9) Result after performing color masking and color separation on (d) 
and (e); (h) Result after performing image difference and color separation on (e) 
and (0; (i) Result contour difference image of (g) and (h). 

After obtaining a contour difference image, the number of 
white pixels on it could be used as a measure of the buming 
degree of fire flames, Define the white pixel ratio, r,, of a 
contour difference image, d(x#), to be 

where n, is the number of white pixels, and n is the total 
number of pixels in the image d(x, y ) .  The higher the white 
pixel ratio is, the more violently the fire flames bum. Because 
the area projected to the image. plane varies due to different 
distances, it is impossible to define absolute values to estimate 
the burning degrees of flames. Small detected fire flame areas 
may be big fire captured from far distance. Conversely, large 
recognized fire flame regions may be small fire captured fiom 
near distance. In order to alleviate this problem, a small fraction 

The difference image, d(x, y ) ,  is called a contour drference 
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(for example, 0.03), s, is given by users according to the 
situation of the input video. Two threshold values, II and r2, are 
defined such that t, = i x s, for i = 1 and 2. These threshold 
values serve as references for estimating the buming degree of 
fire flames. In this research, three estimated different buming 
degrees as used, in addition to no fire. They are “smaIl”, 
“medium”, and “big”. If the white pixel ratio r, is equal to 0, no 
fire is detected. If 0 r, I tI, it is assumed that small fire is 
recognized. Similarly, if t l  c r, 5 t2, medium fire is assumed. 
Finally, if r, > t2, the system recognizes it as big fire. As shown 
in Fig. I 1, four alert signs (i.e., green, yellow, orange, and red) 
are designed to indicate the different burning degree of fire 
flames. The green sign stands for no fire. The yellow, orange, 
and red signs represent small, medium, and big fire, 
respectively. 

(a) no fire (b) snull fire (c) middle tire 

lar 3 d d J A  

(d) big fire ( e )  middle tire (f) small fire 
Fig. I I .  Four alcrt signs indicating different burning degrees of fire flames 
(green: no fire, yellow: small, orange: medium, red: big). 

V. E~PERIMENTAL RESULTS 
The proposed flame detection method is tested with seven 

fire video clips for a variety of conditions, including daytime 
and nighttime, indoor and outdoor. The experimental results of 
the proposed flame detection method are shown in Table 11. 
The field q i s  the number of frames of a video clip. The field ni 
is the number of frames containing fire flames in the video. The 
field& is the number of false negative flames, which means that 
the system does not detect fire flames in an image frame while 
there are indeed fire frames in it. Similarly, the fieldf+ is the 
number of false positive flames, which means that the system 
recognizes fire flames in an image frame while there are no fire 
flames at all. The detection rate, rd, of a video is defined as the 
ratio 

, .  
rd =n,, (13) 

nr 

where n, is the number of correctly detected frames (including 
fire and non-fire frames) in a video clip. 

The system can process the input video of thirty frames per 
second on a Pentium I1 350 processor with 128 MB RAM in 
real-time. The average detection rate can achieve more than 
96.94%. Especially, in video 1 (the worst case) the number of 
false negative frames is 24, which implies that the system can 
detect fire within one second because the processing speed is 
30 frames per second. The reason of false negative detection is 

due to very small fire flames on the initial combustion, as 
shown in Fig. 12(a). Notice that, even for the nearly steady 
flames such as spirit lamps of videos 2 and 7, the system can 
still detect lamp flames correctly, as illustrated in Figs. 12(b) 
and 12(c). In general, the expeGmental results are very 
encouraging and promising. 

. TABLEII 
EXPERiMENTAL RESULTS OF FIRE FLAME DETECTION 

video nf ni ,L f+ rd(%) Description 
I 674 575 24 . 0 96.44.Fireandfiieman 
2 790 755 0 1 99.87 Spiritlampinthedaytime 
3 317 267 0 25 92.11 Explosion 
4 55 2 0 I 98.18 Gunfire 
5 I189 875 0 45 96.22 Fire in kitchen. 
6 250 117 1 1  0 95.60 Firewith smoke 
7 520 471 0 9 98.27 Spirit lamp inthe nighttime 

total 3795 3062 35 81 96.94 

(a) (b) (4 
Fig. 12. (a) False negative detection on the initial combustion; (b) Spirit lamp 
with complex background; (c) Spirit lamp near a girl with red clothes. 

VI. CONCLUSION 
In this paper a new image-based real-time flame detection 

method is proposed. Tt is based on the computer vision 
techniques and some theory of chromatics. Several new ideas 
are presented in this new flame detection method. The color 
masking technique is proposed to cope with the color residue 
problem. In addition, a simple method is devised to estimate the 
burning degree of fire flames. On a Pentium 350 processor with 
128 MB RAM, the method is tested with seven diverse video 
clips at thirty frames per second. The experimental results show 
that the method can achieve approximately 97% detection rate. 
In addition, the system can recognize fire flames within one 
second on the initial combustion. 
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