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#### Abstract

In this paper, we consider the following random version of Shepp's urn scheme: A player is given an urn with $n$ balls. $p$ of these balls have value +1 and $n-p$ have value -1 . The player is allowed to draw balls randomly, without replacement, until he or she wants to stop. The player knows $n$, the total number of balls, but knows only that $p$, the number of balls of value +1 , is a number selected randomly from the set $\{0,1,2, \ldots, n\}$. The player wishes to maximize the expected value of the sum of the balls drawn. We first derive the player's optimal drawing policy and an algorithm to compute the player's expected value at the stopping time when he or she uses the optimal drawing policy. Since the optimal drawing policy is rather intricate and the computation of the player's optimal expected value is quite cumbersome, we present a very simple drawing policy, which is asymptotically optimal. We also show that this random urn scheme is equivalent to a random coin tossing problem.
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1. Introduction. In [8], Shepp considered the following optimal stopping problem: A player is given an urn with $n$ balls. $p$ of these balls have value +1 and $n-p$ have value -1 . The player knows $n$ and $p$. The player's goal is to maximize the expected value of the sum of the balls drawn. The player may draw as long as he or she wishes, without replacement. Shepp was interested in knowing for what $n$ and $p$ there is a drawing policy for which $V(n, p)$, the expected value of the game if there are $n$ balls, $p$ of which are +1 , is positive. He showed that for a given $n$ there is an integer $\gamma(n)$ such that $V(n, p)>0$ if and only if $p \geq \gamma(n)$. More precisely, he showed that there exists a $\beta(p)$ for which $V(n, p)>0$ if and only if $0 \leq n-p \leq \beta(p)$.

In [1], Boyce was interested in the following bond-selling problem: A corporation must repay 10 million dollars in bank loans in three months, and it wishes to sell bonds to repay the loan. However, the company's economists predict that in three months bond prices will be lower (interest rates higher). Should the corporation issue the bonds now, wait a month or two, or wait the full three months? For this bondselling problem, Boyce introduced a random version of Shepp's urn scheme, which can be stated as follows: A player is given an urn with $n$ balls. $p$ of these balls have value +1 and $n-p$ have value -1 . The player is allowed to draw balls randomly, without replacement, until he or she wants to stop. The player knows $n$, the total number of balls, but only knows the distribution of $p$, the number of balls of value +1 . The player wishes to maximize the expected value of the sum of his draws. Boyce briefly studied this problem and proposed a procedure to compute the player's expected value at the stopping time when he or she uses an optimal drawing policy.

[^0]In this paper, we study this random version of Shepp's urn scheme for the case when the distribution of $p$ is uniform over the set $\{0,1,2, \ldots, n\}$. In section 2 , we derive the player's optimal drawing policy and an algorithm to compute the player's expected value at the stopping time when he or she uses the optimal drawing policy. It will be seen that the optimal drawing policy is very intricate. Also the computation of the player's optimal expected value at the stopping time is quite cumbersome, especially as $n$ gets large. In section 3 , we present a very simple drawing policy and show that this simple drawing policy is not only asymptotically optimal, but also performs very well even when $n$ is small. Our data reveal that for $n=10,20, \ldots, 1,000$, the difference between the expected value at the stopping time under an optimal drawing policy and the expected value at the stopping time under this simple drawing policy is less than 1 . In section 4 , we will show that this random urn problem can be stated as a random coin tossing problem.
2. An optimal drawing policy. In order to compute the expected value of the game, we consider what the remaining value of the game would be, conditioned on the outcome of the first $k$ draws. Suppose there are $n$ balls and $k$ balls have been drawn, $j$ of which have value +1 . Let $E(n, k, j)$ denote the remaining expected value of the game from this point on. The following lemma gives the critical recursion for $E$. Its proof is a straightforward application of Bayes' law, but we include a proof for the sake of completeness.

Lemma 1. If $0 \leq j \leq k \leq n-1$, then

$$
E(n, k, j)=\max \left\{0, \frac{2 j-k}{k+2}+\frac{j+1}{k+2} E(n, k+1, j+1)+\frac{k-j+1}{k+2} E(n, k+1, j)\right\}
$$

Proof. Having drawn $k$ balls, with $j$ " +1 balls," the player has to decide whether to play any further. The player may draw another ball; suppose that the conditional probability that it is +1 is $\alpha(n, k, j)=\alpha$ and that it is -1 is $\beta=1-\alpha$. The expected value of the remainder of the game, if another ball is drawn, is then

$$
\alpha-\beta+\alpha E(n, k+1, j+1)+\beta E(n, k+1, j) .
$$

Thus, the player should draw another ball if this is positive and stop otherwise. The recursion relation will then follow if we can show that $\alpha=\frac{j+1}{k+2}$. To do this, let $X_{i}=1$ if the $i$ th draw is a +1 , or let $X_{i}=0$ otherwise for all $i=1,2, \ldots, k+1$. Let $S_{k}=\sum_{i=1}^{k} X_{i}$. Then it is easy to see that

$$
\alpha=P\left(X_{k+1}=1 \mid S_{k}=j\right)=P\left(\left[S_{k}=j\right] \cap\left[X_{k+1}=1\right]\right) / P\left(S_{k}=j\right)
$$

For each $i=0,1,2, \ldots, n$, let $A_{i}$ denote the event $[p=i$. Since the distribution of $p$ is uniform over the set $\{0,1,2, \ldots, n\}, P\left(A_{i}\right)=\frac{1}{n+1}$ for all $i=0,1,2, \ldots, n$.

$$
\begin{aligned}
P\left(S_{k}\right. & =j)=\sum_{i=1}^{n} P\left(\left[S_{k}=j\right] \cap A_{i}\right)=\sum_{i=1}^{n} P\left(\left[S_{k}=j\right] \mid A_{i}\right) P\left(A_{i}\right) \\
& =\frac{1}{n+1} \sum_{i=j}^{n-k+j} \frac{\binom{i}{j}\binom{n-i}{k-j}}{\binom{n}{k}}=\frac{\binom{n+1}{k+1}}{(n+1)\binom{n}{k}}=\frac{1}{k+1}
\end{aligned}
$$

since $P\left(\left[S_{k}=j\right] \mid A_{i}\right)=0$ if $i<j$ or $i>n-k+j$.

Similarly,

$$
\begin{aligned}
P\left(\left[S_{k}\right.\right. & \left.=j] \cap\left[X_{k+1}=1\right]\right)=\sum_{i=1}^{n} P\left(\left[S_{k}=j\right] \cap\left[X_{k+1}=1\right] \cap A_{i}\right) \\
& =\sum_{i=1}^{n} P\left(\left[S_{k}=j\right] \cap\left[X_{k+1}=1\right] \mid A_{i}\right) P\left(A_{i}\right)=\frac{1}{n+1} \sum_{i=j+1}^{n-k+j} \frac{(i-j)\binom{i}{j}\binom{n-i}{k-j}}{(n-k)\binom{n}{k}} \\
& =\frac{(j+1)}{(n+1)(n-k)\binom{n}{k}} \sum_{i=j+1}^{n-k+j}\binom{i}{j+1}\binom{n-i}{k-j}=\frac{(j+1)}{(k+1)(k+2)}
\end{aligned}
$$

since $P\left(\left[S_{k}=j\right] \cap\left[X_{k+1}=1\right] \mid A_{i}\right)=0$ if $i<j+1$ or $i>n-k+j$.
Therefore,

$$
\alpha=\left\{\frac{(j+1)}{(k+1)(k+2)}\right\} /\left\{\frac{1}{(k+1)}\right\}=\frac{(j+1)}{(k+2)}
$$

This completes the proof of Lemma 1.
It is clear that $E(n, n, j)=0$ for all $j=0,1,2, \ldots, n$ since there are no balls left. It is also clear that if the player draws $k$ balls, $j$ of which have value +1 , the player should stop drawing unless $E(n, k, j)>0$. Therefore, the optimal drawing policy can be stated as follows: At the beginning, the player will draw a ball if and only if $E(n, 0,0)>0$. Suppose that the player has drawn $k$ balls, $j$ of which have value +1 ; the player will continue to draw if and only if $E(n, k, j)>0$.

Boyce briefly studied this problem in [1]. He produces a procedure for computing $E(n, 0,0)$. The procedure requires computing all of $E(n, k, j)$ for $0 \leq j \leq k<n$ in order to get $E(n, 0,0)$. It is clear that the computation is very cumbersome, and for each new $n$, we have to compute all new $E(n, k, j)$ for all $0 \leq j \leq k<n$ to determine the new optimal drawing policy.

Table 1 gives partial values of $E(120, k, j)$ for $0 \leq j \leq k \leq 25$.
The optimal drawing policy can also be stated as follows: For each given $n$, we create a table such as Table 1. We start from the position in which $k=0$ and $j=0$ and move one step down or one step to the southeast according to when a " -1 " ball is drawn or a " +1 " ball is drawn. We will stop drawing if and only if we reach a zero. However, even when $n$ is moderate, it takes too much time to construct such a table.

Theorem 1. $E(n, 0,0)$ is a strictly increasing function of $n$.
Proof. It is sufficient to show that $E(n+1, k, j) \geq E(n, k, j)$ and $E(n+1, k, k)>$ $E(n, k, k)$ for all $0 \leq j \leq k \leq n$. Since $E(n+1, n, j)=\max \left\{0, \frac{2 j-n}{n+2}\right\}$ and $E(n, n, j)=0$ for all $0 \leq j \leq n$, and since $E(n+1, k, j)=\max \left\{0, \frac{2 j-k}{k+2}+\frac{j+1}{k+2} E(n, k+1, j+\right.$ $\left.1)+\frac{k-j+1}{k+2} E(n, k+1, j)\right\}$ and $E(n, k, j)=\max \left\{0, \frac{2 j-k}{k+2}+\frac{j+1}{k+2} E(n, k+1, j+1)+\right.$ $\left.\frac{k-j+1}{k+2} E(n, k+1, j)\right\}$ for all $0 \leq j \leq k \leq n-1$ and $n \geq 1$, by mathematical induction we can conclude that $E(n+1, k, k)>E(n, k, k)$ for all $0 \leq k \leq n$ and $n \geq 1$. Therefore, $E(n, 0,0)$ is a strictly increasing function of $n$.

Theorem 2. $E(n, 0,0) \leq \frac{n}{4}+o(n)$.

TABLE 1 $E(120, k, j)$.

| $k$ | $j=0$ | $j=1$ | $j=2$ | $j=3$ | $j=4$ | $j=5$ | $j=6$ | $j=7$ | $j=8$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 27.49 | - | - | - | - | - | - | - | - |
| 1 | 6.98 | 48.00 | - | - | - | - | - | - | - |
| 2 | 1.28 | 19.38 | 61.80 | - | - | - | - | - | - |
| 3 | 0 | 7.13 | 31.63 | 71.20 | - | - | - | - | - |
| 4 | 0 | 2.02 | 15.30 | 42.19 | 77.70 | - | - | - | - |
| 5 | 0 | 0.23 | 6.62 | 23.98 | 50.79 | 82.28 | - | - | - |
| 6 | 0 | 0 | 2.29 | 12.72 | 32.17 | 57.64 | 85.55 | - | - |
| 7 | 0 | 0 | 0.44 | 6.03 | 19.41 | 39.42 | 63.05 | 87.91 | - |
| 8 | 0 | 0 | 0 | 2.33 | 10.91 | 26.01 | 45.63 | 67.32 | 89.81 |
| 9 | 0 | 0 | 0 | 0.56 | 5.49 | 16.32 | 32.13 | 50.84 | 70.68 |
| 10 | 0 | 0 | 0 | 0 | 2.28 | 9.55 | 21.80 | 37.61 | 55.18 |
| 11 | 0 | 0 | 0 | 0 | 0.61 | 5.02 | 14.07 | 27.04 | 42.39 |
| 12 | 0 | 0 | 0 | 0 | 0 | 2.20 | 8.47 | 18.73 | 31.86 |
| 13 | 0 | 0 | 0 | 0 | 0 | 0.64 | 4.60 | 12.35 | 23.27 |
| 14 | 0 | 0 | 0 | 0 | 0 | 0.01 | 2.11 | 7.60 | 16.37 |
| 15 | 0 | 0 | 0 | 0 | 0 | 0 | 0.67 | 4.24 | 10.97 |
| 16 | 0 | 0 | 0 | 0 | 0 | 0 | 0.04 | 2.00 | 6.87 |
| 17 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0.68 | 3.91 |
| 18 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0.07 | 1.89 |
| 19 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0.67 |
| 20 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0.09 |
| 21 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 22 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 23 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 24 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 25 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  |  |  |  |  |  |  |  |  |  |

TABLE 1
Continued.

| $k$ | $p=j$ | $j=10$ | $j=11$ | $j=12$ | $j=13$ | $j=14$ | $j=15$ | $j=16$ | $j=17$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | - | - | - | - | - | - | - | - | - |
| 1 | - | - | - | - | - | - | - | - | - |
| 2 | - | - | - | - | - | - | - | - | - |
| 3 | - | - | - | - | - | - | - | - | - |
| 4 | - | - | - | - | - | - | - | - | - |
| 5 | - | - | - | - | - | - | - | - | - |
| 6 | - | - | - | - | - | - | - | - | - |
| 7 | - | - | - | - | - | - | - | - | - |
| 8 | - | - | - | - | - | - | - | - | - |
| 9 | 90.82 | - | - | - | - | - | - | - | - |
| 10 | 73.35 | 91.67 | - | - | - | - | - | - | - |
| 11 | 58.77 | 75.47 | 92.23 | - | - | - | - | - | - |
| 12 | 46.51 | 61.75 | 77.15 | 95.57 | - | - | - | - | - |
| 13 | 36.19 | 50.04 | 64.22 | 78.47 | 92.73 | - | - | - | - |
| 14 | 27.53 | 40.02 | 53.05 | 66.26 | 79.50 | 92.75 | - | - | - |
| 15 | 20.35 | 31.44 | 43.37 | 55.61 | 67.94 | 80.29 | 92.65 | - | - |
| 16 | 14.50 | 24.15 | 34.96 | 46.29 | 57.79 | 69.33 | 80.89 | 92.44 | - |
| 17 | 9.84 | 18.03 | 27.68 | 38.10 | 48.82 | 59.64 | 70.47 | 81.32 | 92.16 |
| 18 | 6.25 | 12.97 | 21.43 | 30.92 | 40.88 | 51.01 | 61.20 | 71.40 | 81.60 |
| 19 | 3.61 | 8.90 | 16.12 | 24.64 | 33.83 | 43.32 | 52.91 | 62.52 | 72.14 |
| 20 | 1.78 | 5.72 | 11.70 | 19.19 | 27.60 | 36.45 | 45.47 | 54.55 | 63.64 |
| 21 | 0.65 | 3.44 | 8.09 | 14.53 | 22.11 | 30.31 | 38.78 | 47.36 | 55.96 |
| 22 | 0.10 | 1.68 | 5.25 | 10.61 | 17.32 | 24.84 | 32.76 | 40.86 | 49.00 |
| 23 | 0 | 0.63 | 3.10 | 7.39 | 13.18 | 19.98 | 27.35 | 34.97 | 42.69 |
| 24 | 0 | 0.10 | 1.57 | 4.83 | 9.68 | 15.72 | 22.49 | 29.64 | 36.95 |
| 25 | 0 | 0 | 0.60 | 2.88 | 6.79 | 12.02 | 18.17 | 24.82 | 31.72 |

TABLE 1
Continued.

| $k$ | $j=18$ | $j=19$ | $j=20$ | $j=21$ | $j=22$ | $j=23$ | $j=24$ | $j=25$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | - |  |  |  |  |
| 1 | - | - | - | - | - | - | - | - |
| 2 | - | - | - | - | - | - | - | - |
| 3 | - | - | - | - | - | - | - | - |
| 4 | - | - | - | - | - | - | - | - |
| 5 | - | - | - | - | - | - | - | - |
| 6 | - | - | - | - | - | - | - | - |
| 7 | - | - | - | - | - | - | - | - |
| 8 | - | - | - | - | - | - | - | - |
| 9 | - | - | - | - | - | - | - | - |
| 10 | - | - | - | - | - | - | - | - |
| 11 | - | - | - | - | - | - | - | - |
| 12 | - | - | - | - | - | - | - | - |
| 13 | - | - | - | - | - | - | - | - |
| 14 | - | - | - | - | - | - | - | - |
| 15 | - | - | - | - | - | - | - | - |
| 16 | - | - | - | - | - | - | - | - |
| 17 | - | - | - | - | - | - | - | - |
| 18 | 91.80 | - | - | - | - | - | - | - |
| 19 | 81.76 | 91.38 | - | - | - | - | - | - |
| 20 | 72.73 | 81.82 | 90.91 | - | - | - | - | - |
| 21 | 64.57 | 73.17 | 81.78 | 90.39 | - | - | - | - |
| 22 | 57.17 | 65.33 | 73.50 | 81.67 | 89.83 | - | - | - |
| 23 | 50.44 | 58.20 | 65.96 | 73.72 | 81.48 | 89.24 | - | - |
| 24 | 44.31 | 51.69 | 59.08 | 66.46 | 73.85 | 81.23 | 88.62 | - |
| 25 | 38.72 | 45.74 | 52.77 | 59.81 | 66.85 | 73.89 | 80.93 | 87.96 |
|  |  |  |  |  |  |  |  | - |

Proof. Following Boyce [2], where the player starts with an urn with $n$ balls and a known $p$ of " +1 " balls, let $V(n, p)$ be the player's expected score at the stopping time when he or she uses the optimal drawing policy. It is easy to see that $E(n, 0,0) \leq$ $\frac{1}{n+1} \sum_{j=0}^{n} V(n, j)$. If $n=2 m$, then by a theorem of Shepp, $V(2 m, j) \leq V(2 m, m)$ for all $j=0,1,2, \ldots, m$ and $V(2 m, j) \leq 2 j-2 m+V(2 m, m)$ for all $j=m+1, m+$ $2, \ldots, 2 m$. Since $V(2 m, m) \approx \sqrt{m}$, it is easy to see that $E(n, 0,0) \leq \frac{n}{4}+o(n)$. The proof for the case when $n$ is odd is similar.

In theory, we can compute the expected score at the stopping time under the optimal drawing policy and describe the optimal drawing policy for each given positive integer $n$. However, even when $n$ is just moderately large, the computation is very cumbersome and it is very difficult to describe the optimal drawing policy precisely. In section 3, we will present a simple drawing policy, which is not only asymptotically optimal, but also performs very well even when $n$ is small. Our data reveal that for $n=10,20, \ldots, 1,000, E(n, 0,0)-W\left(n, k_{n}\right)<1$, where $W\left(n, k_{n}\right)$ is the expected value at the stopping time when the player uses the simple drawing policy, which will be introduced in section 3.
3. A simple drawing policy. One natural approach to determine when to stop is to play until we are a certain amount "in the hole." Here we continue drawing until the number of " -1 " balls drawn is $k$ more than the number of " +1 " balls drawn. We will call this strategy "the $k$ in the hole drawing policy." Let $W(n, k)$ be the expected value of the game following "the $k$ in the hole drawing policy" when the urn originally contains $n$ balls. One would expect the optimal choice for $k$ to depend on $n$. We will show that it does. We will also show how to compute this optimal $k$ very quickly. Most important, we will show that for any given $n$ "the $k$ in the hole drawing policy"
is asymptotically optimal if we choose the best $k$.
Theorem 3. For each integer $1 \leq k \leq n$, if $n-k$ is even,

$$
W(n, k)=\frac{1}{n+1}\left\{\frac{(n-k+2)(n-k)}{4}-\sum_{j=(n-k) / 2}^{n-k}(2 j+k-n) \frac{\binom{n}{k+j}}{\binom{n}{j}}\right\}
$$

and if $n-k$ is odd,

$$
W(n, k)=\frac{1}{n+1}\left\{\frac{(n-k+1)^{2}}{4}-\sum_{j=(n-k+1) / 2}^{n-k}(2 j+k-n) \frac{\binom{n}{k+j}}{\binom{n}{j}}\right\}
$$

Proof. We give the proof when $n-k$ is even; when $n-k$ is odd the proof is similar. For each $j=0,1,2, \ldots, n$, let $W(n, k, j)$ be the expected value at the stopping time when the player uses "the $k$ in the hole drawing policy" and the urn originally contains $n-j$ balls of value -1 and $j$ balls of value of +1 . It is easy to see that

$$
W(n, k)=\frac{1}{n+1} \sum_{j=0}^{n} W(n, k, j)
$$

It is also clear that $W(n, k, j)=2 j-n$ if $j>n-k$ and $W(n, k, j)=-k$ if $j<(n-k) / 2$. If $(n-k) / 2 \leq j \leq n-k$, then by the reflection principle [5, p. 72], $W(n, k, j)=$ $2 j-n$ with probability $1-\binom{n}{k+j} /\binom{n}{j}$ and $W(n, k, j)=-k$ with probability $\binom{n}{k+j} /\binom{n}{j}$. Therefore,

$$
\begin{aligned}
& W(n, k)=\frac{1}{n+1} \sum_{j=0}^{n} W(n, k, j) \\
& =\frac{1}{n+1}\left\{\begin{array}{l}
\sum_{j=0}^{(n-k-2) / 2}(-k)+\sum_{j=n-k+1}^{n}(2 j-n) \\
\\
\left.+\sum_{j=(n-k) / 2}^{n-k}\left\{(2 j-n)\left[1-\frac{\binom{n}{k+j}}{\binom{n}{j}}\right]+(-k) \frac{\binom{n}{k+j}}{\binom{n}{j}}\right\}\right\} \\
= \\
\frac{1}{n+1}\left\{-\frac{k(n-k)}{2}+\sum_{j=(n-k) / 2}^{n}(2 j-n)-\sum_{j=(n-k) / 2}^{n-k}(2 j+k-n) \frac{\binom{n}{k+j}}{\binom{n}{j}}\right\} \\
= \\
=\frac{1}{n+1}\left\{\frac{(n-k+2)(n-k)}{4}-\sum_{j=(n-k) / 2}^{n-k}(2 j+k-n) \frac{\binom{n}{k+j}}{\binom{n}{j}}\right\}
\end{array} .\right.
\end{aligned}
$$

This completes the proof of Theorem 3.
For each positive integer $n$, let

$$
\begin{aligned}
& k_{n}=\min \{k \mid 1 \leq k \leq n, W(n, k)=\max \{W(n, j) \mid 1 \leq j \leq n\}\} \\
& \underline{k}_{n}=\max \left\{k \mid 1 \leq k \leq n,(n+1)(n-k)^{2} \geq 8 n(n-1) k^{3}\right\} \\
& \bar{k}_{n}=\min \left\{k \mid 1 \leq k \leq n,(n+1)(n+k)^{2} \leq 2(n-k)^{2} k^{3}\right\}
\end{aligned}
$$

Table 2
$W(n, k), \quad E(n, 0,0), \quad \underline{k}_{n}, \quad k_{n}$, and $\bar{k}_{n}$.

| $n$ | $W(n, 1)$ | $W(n, 2)$ | $W(n, 3)$ | $W(n, 4)$ | $W(n, 5)$ | $E(n, 0,0)$ | $\underline{k}_{n}$, | $k_{n}$ | $\bar{k}_{n}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | 1.65 | 1.59 | 1.33 | 1.03 | 0.77 | 1.65 | 1 | 1 | 3 |
| 20 | 3.57 | 3.82 | 3.61 | 3.29 | 2.95 | $\underline{3.82}$ | 2 | 2 | 3 |
| 30 | 5.50 | 6.08 | 5.96 | 5.66 | 5.31 | 6.08 | 2 | 2 | 3 |
| 40 | 7.43 | 8.35 | 8.33 | 8.06 | 7.71 | 8.37 | 2 | 2 | 4 |
| 50 | 9.36 | 10.62 | 10.70 | 10.47 | 10.14 | 10.70 | 2 | 3 | 4 |
| 60 | 11.29 | 12.89 | 13.07 | 12.89 | 12.57 | 13.08 | 2 | 3 | 4 |
| 70 | 13.22 | 15.16 | 15.45 | 15.31 | 15.01 | 15.46 | 3 | 3 | 4 |
| 80 | 15.15 | 17.43 | 17.83 | 17.73 | 17.45 | 17.85 | 3 | 3 | 4 |
| 90 | 17.08 | 19.71 | 20.21 | 20.15 | 19.90 | 20.25 | 3 | 3 | 4 |
| 100 | 19.01 | 21.98 | $\underline{22.59}$ | 22.58 | 22.34 | $\underline{22.66}$ | 3 | 3 | 4 |
| 200 | 38.32 | 44.71 | 46.41 | 46.86 | 46.85 | 46.98 | 3 | 4 | 5 |
| 300 | 57.64 | 67.45 | 70.24 | 71.15 | $\underline{71.37}$ | 71.53 | 4 | 5 | 6 |
| 400 | 76.95 | 90.19 | 94.07 | 95.44 | 95.90 | 96.17 | 4 | 6 | 6 |
| 500 | 96.27 | 112.94 | 117.91 | 119.74 | 120.43 | $\underline{120.89}$ | 4 | 6 | 7 |
| 600 | 115.58 | 135.68 | 141.74 | 144.04 | 144.96 | 145.65 | 5 | 7 | 7 |
| 700 | 134.90 | 158.42 | 165.57 | 168.33 | 169.50 | 170.44 | 5 | 7 | 8 |
| 800 | 154.21 | 181.16 | 189.40 | 192.63 | 194.03 | 195.25 | 5 | 7 | 8 |
| 900 | 173.53 | 203.90 | 213.23 | 216.93 | 218.56 | $\underline{220.07}$ | 5 | 8 | 8 |
| 1,000 | 192.84 | 226.64 | 237.07 | 241.23 | 243.10 | $\underline{\underline{244.90}}$ | 5 | 8 | 9 |

Table 2
Continued.

| $n$ | $W(n, 6)$ | $W(n, 7)$ | $W(n, 8)$ | $W(n, 9)$ | $W(n, 10)$ | $E(n, 0,0)$ | $\underline{k}_{n}$, | $k_{n}$ | $\bar{k}_{n}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | 0.53 | 0.34 | 0.18 | 0.08 | 0 | 1.65 | 1 | 1 | 3 |
| 20 | 2.61 | 2.28 | 1.97 | 1.68 | 1.41 | 3.82 | 2 | 2 | 3 |
| 30 | 4.94 | 4.57 | 4.21 | 3.86 | 3.52 | 6.08 | 2 | 2 | 3 |
| 40 | 7.33 | 6.95 | 6.56 | 6.18 | 5.81 | 8.37 | 2 | 2 | 4 |
| 50 | 9.76 | 9.37 | 8.97 | 8.57 | 8.18 | 10.70 | 2 | 3 | 4 |
| 60 | 12.20 | 11.80 | 11.40 | 10.99 | 10.58 | 13.08 | 2 | 3 | 4 |
| 70 | 14.64 | 14.25 | 13.84 | 13.43 | 13.02 | 15.46 | 3 | 3 | 4 |
| 80 | 17.09 | 16.70 | 16.29 | 15.88 | 15.46 | 17.85 | 3 | 3 | 4 |
| 90 | 19.55 | 19.16 | 18.75 | 18.34 | 17.91 | 20.25 | 3 | 3 | 4 |
| 100 | 22.01 | 21.62 | 21.22 | 20.80 | 20.37 | $\underline{22.66}$ | 3 | 3 | 4 |
| 200 | 46.63 | 46.32 | 45.95 | 45.55 | 45.13 | 46.98 | 3 | 4 | 5 |
| 300 | 71.29 | 71.05 | 70.73 | 70.36 | 69.96 | 71.53 | 4 | 5 | 6 |
| 400 | 95.95 | 95.80 | 95.53 | 95.20 | 94.82 | 96.17 | 4 | 6 | 6 |
| 500 | 120.62 | 120.54 | 120.33 | 120.04 | 119.69 | $\underline{120.89}$ | 4 | 6 | 7 |
| 600 | 145.28 | 145.30 | 145.14 | 144.88 | 144.55 | 145.65 | 5 | 7 | 7 |
| 700 | 169.95 | 170.05 | 169.94 | 169.72 | 169.43 | 170.44 | 5 | 7 | 8 |
| 800 | 194.42 | $\underline{194.80}$ | 194.75 | 194.57 | 194.30 | 195.25 | 5 | 7 | 8 |
| 900 | 219.29 | 219.55 | $\underline{219.56}$ | 219.41 | 219.17 | $\underline{220.07}$ | 5 | 8 | 8 |
| 1,000 | 243.96 | 244.30 | $\underline{\underline{244.37}}$ | 244.26 | 244.05 | $\underline{\underline{244.90}}$ | 5 | 8 | 9 |

It is easy to see that $\underline{k}_{n} \leq \bar{k}_{n}$ for each positive integer $n$. In Theorem 8, we will prove that $\underline{k}_{n} \leq k_{n} \leq \bar{k}_{n}$ for each positive integer $n$.

Table 2 provides some numerical values of $W(n, k), \quad E(n, 0,0), \quad k_{n}, \underline{k}_{n}$, and $\bar{k}_{n}$ for various $n$ and $k$.

Table 2 provides numerical evidence of the following: (I) For each $k, W(n, k)$ is increasing in $n$. (II) For each $n, W(n, k)$ first increases and then decreases in $k$ (for small $n, W(n, k)$ is decreasing in $k$ ). (III) $\underline{k}_{n} \leq k_{n} \leq \bar{k}_{n}$. (IV) $W\left(n, k_{n}\right) \approx \frac{n}{4}$.

Theorem 4 proves (I). Theorem 5 proves (IV). Theorem 7 gives a partial answer to (II). Theorem 8 proves (III).

TheOrem 4. For each fixed $k(1 \leq k \leq n)$, $W(n, k)$ is increasing in $n$.

Proof. We will prove the case when $n-k$ is even since the proof for the case when $n-k$ is odd is similar. By Theorem 3

$$
\begin{aligned}
W(n+1, k) & =\frac{1}{n+2}\left\{\frac{(n-k+2)^{2}}{4}-\sum_{j=(n-k+2) / 2}^{n-k+1}(2 j+k-n-1) \frac{\binom{n+1}{k+j}}{\binom{n+1}{j}}\right\} \\
& =\frac{1}{n+2}\left\{\frac{(n-k+2)^{2}}{4}-\sum_{j=(n-k) / 2}^{n-k}(2 j+k+1-n) \frac{\binom{n+1}{k+j+1}}{\binom{n+1}{j+1}}\right\}
\end{aligned}
$$

and

$$
W(n, k)=\frac{1}{n+1}\left\{\frac{(n-k+2)(n-k)}{4}-\sum_{j=(n-k) / 2}^{n-k}(2 j+k-n) \frac{\binom{n}{k+j}}{\binom{n}{j}}\right\}
$$

Therefore,

$$
\begin{gathered}
W(n+1, k)-W(n, k)=\frac{1}{(n+1)(n+2)}\left\{\frac{(n+2)^{2}-k^{2}}{4}\right. \\
\left.-\sum_{j=(n-k) / 2}^{n-k}\left\{(n+1)(2 j+k+1-n) \frac{\binom{n+1}{k+j+1}}{\binom{n+1}{j+1}}-(n+2)(2 j+k-n) \frac{\binom{n}{k+j}}{\binom{n}{j}}\right\}\right\} .
\end{gathered}
$$

To show that $W(n+1, k)-W(n, k) \geq 0$, it is sufficient to show that

$$
\begin{aligned}
& \quad \sum_{j=(n-k) / 2}^{n-k}\left\{(n+1)(2 j+k+1-n) \frac{\binom{n+1}{k+j+1}}{\binom{n+1}{j+1}}-(n+2)(2 j+k-n) \frac{\binom{n}{k+j}}{\binom{n}{j}}\right\} \\
& \leq \frac{(n+2)^{2}-k^{2}}{4} .
\end{aligned}
$$

Notice that

$$
\begin{aligned}
& \sum_{j=(n-k) / 2}^{n-k}\left\{(n+1)(2 j+k+1-n) \frac{\binom{n+1}{k+j+1}}{\binom{n+1}{j+1}}-(n+2)(2 j+k-n) \frac{\binom{n}{k+j}}{\binom{n}{j}}\right\} \\
= & \sum_{j=(n-k) / 2}^{n-k}\left\{\frac{(n+1)(2 j+k+1-n)(j+1)-(n+2)(2 j+k-n)(k+j+1)}{k+j+1}\right\} \frac{\binom{n}{k+j}}{\binom{n}{j}} .
\end{aligned}
$$

For fixed $1 \leq k \leq n$, let

$$
g(j)=(n+1)(2 j+k+1-n)(j+1)-(n+2)(2 j+k-n)(k+j+1)
$$

After simplification,

$$
g(j)=-2 j^{2}-(2 n k+5 k+1-2 n) j+\left(n^{2} k+2 n k+2 n+1-n k^{2}-2 k^{2}-k\right) .
$$

Since $k \geq 1, g(j)$ is decreasing for $j \geq(n-k) / 2$ and $g(j) \leq 0$ if

$$
j \geq \frac{1}{4}\left\{2 n-2 n k-5 k-1+\sqrt{4\left(k^{2}+1\right) n^{2}+12\left(k^{2}+1\right) n+\left(9 k^{2}+2 k+9\right)}\right\} .
$$

Therefore, there are at most

$$
\frac{1}{4}\left\{-2 n k-3 k+3+\sqrt{4\left(k^{2}+1\right) n^{2}+12\left(k^{2}+1\right) n+\left(9 k^{2}+2 k+9\right)}\right\}
$$

terms of $g(j)$ which are nonnegative and

$$
\begin{aligned}
& \sum_{j=(n-k) / 2}^{n-k}\left\{\frac{(n+1)(2 j+k+1-n)(j+1)-(n+2)(2 j+k-n)(k+j+1)}{k+j+1}\right\} \frac{\binom{n}{k+j}}{\binom{n}{j}} \\
& \leq \frac{(n+1)(n+2-k)\left\{-2 n k-3 k+3+\sqrt{4\left(k^{2}+1\right) n^{2}+12\left(k^{2}+1\right) n+\left(9 k^{2}+2 k+9\right)}\right\}}{4(n+2+k)} .
\end{aligned}
$$

To show that $W(n+1, k)-W(n, k) \geq 0$, now it is sufficient to show that

$$
\begin{gathered}
\frac{(n+1)(n+2-k)\left\{-2 n k-3 k+3+\sqrt{4\left(k^{2}+1\right) n^{2}+12\left(k^{2}+1\right) n+\left(9 k^{2}+2 k+9\right)}\right\}}{4(n+2+k)} \\
\leq \frac{(n+2+k)(n+2-k)}{4}
\end{gathered}
$$

which is equivalent to showing that
$(n+1)\left\{-2 n k-3 k+3+\sqrt{4\left(k^{2}+1\right) n^{2}+12\left(k^{2}+1\right) n+\left(9 k^{2}+2 k+9\right)}\right\} \leq(n+2+k)^{2}$.
To show that
$(n+1)\left\{-2 n k-3 k+3+\sqrt{4\left(k^{2}+1\right) n^{2}+12\left(k^{2}+1\right) n+\left(9 k^{2}+2 k+9\right)}\right\} \leq(n+2+k)^{2}$,
it is sufficient to show that
$(n+1)^{2}\left\{4\left(k^{2}+1\right) n^{2}+12\left(k^{2}+1\right) n+\left(9 k^{2}+2 k+9\right)\right\} \leq\left\{(n+1)(2 n k+3 k-3)+(n+2+k)^{2}\right\}^{2}$.
After simplification,

$$
\begin{aligned}
& \left\{(n+1)(2 n k+3 k-3)+(n+2+k)^{2}\right\}^{2}-(n+1)^{2}\left\{4\left(k^{2}+1\right) n^{2}+12\left(k^{2}+1\right) n+\left(9 k^{2}+2 k+9\right)\right\} \\
& =(4 k-3) n^{4}+\left(8 k^{2}+18 k-6\right) n^{3}+\left(4 k^{3}+42 k^{2}+30 k-10\right) n^{2}+\left(14 k^{3}+70 k^{2}+24 k-16\right) n \\
& +\left(k^{4}+14 k^{3}+42 k^{2}+12 k-8\right)
\end{aligned}
$$

Since $1 \leq k \leq n$,
$(4 k-3) n^{4}+\left(8 k^{2}+18 k-6\right) n^{3}+\left(4 k^{3}+42 k^{2}+30 k-10\right) n^{2}+\left(14 k^{3}+70 k^{2}+24 k-16\right) n$

$$
+\left(k^{4}+14 k^{3}+42 k^{2}+12 k-8\right) \geq 0
$$

This completes the proof of Theorem 4.
Theorem 5. $W\left(n, k_{n}\right) \approx \frac{n}{4}$.

Proof. Notice that for each fixed $k$,

$$
\frac{1}{n^{2}} \sum_{j=(n-k) / 2}^{n-k}(2 j+k-n) \frac{\binom{n}{k+j}}{\binom{n}{j}} \approx \int_{1 / 2}^{1}(2 x-1)(1-x)^{k} x^{-k} d x
$$

and

$$
\frac{1}{n^{2}} \sum_{j=(n-k+1) / 2}^{n-k}(2 j+k-n) \frac{\binom{n}{k+j}}{\binom{n}{j}} \approx \int_{1 / 2}^{1}(2 x-1)(1-x)^{k} x^{-k} d x .
$$

Let $t=(1-x) / x$; then

$$
\int_{1 / 2}^{1}(2 x-1)(1-x)^{k} x^{-k} d x=\int_{0}^{1}(1-t) t^{k}(1+t)^{-3} d t
$$

By the mean value theorem,

$$
\int_{0}^{1}(1-t) t^{k}(1+t)^{-3} d t=a_{k} \int_{0}^{1}(1-t) t^{k} d t=\frac{a_{k}}{(k+1)(k+2)}
$$

for some constant $\frac{1}{8}<a_{k}<1$. Therefore, $\frac{4 W(n, k)}{n} \approx\left(1-\frac{k}{n}\right)^{2}-\frac{b_{k}}{(k+1)(k+2)}$ as $n \rightarrow \infty$ for any fixed positive integer $k$, where $b_{k}$ is a constant between $\frac{1}{2}$ and 4 . Since $k$ is arbitrary and $\frac{4 W\left(n, k_{n}\right)}{n} \geq \frac{4 W(n, k)}{n}$ for all $1 \leq k \leq n, \frac{4 W\left(n, k_{n}\right)}{n} \rightarrow 1$ as $n \rightarrow \infty$ and this completes the proof of Theorem 5 .

Combining Theorems 2 and 5 , we have the following theorem.
Theorem 6. The $k_{n}$ in the hole drawing policy is asymptotically optimal. Even though the computation for $W(n, k)$ is much simpler and faster than that for $E(n, 0,0)$, we still have to compute $W(n, k)$ for all $k, 1 \leq k \leq n$ to identify $k_{n}$. The next result enables us to reduce the amount of required computation somewhat.

Theorem 7. For $1 \leq k \leq n-4$, if $W(n, k) \geq W(n, k+2)$, then $W(n, k) \geq$ $W(n, k+2 j)$ for all $1 \leq j \leq(n-k) / 2$.

Proof. We will give the proof for the case when $n-k$ is even since the proof for the case when $n-k$ is odd is similar. By a direct computation, Theorem 7 holds for $1 \leq n<10$, so we will assume that $n \geq 10$ in the proof below. It is also easy to verify that Theorem 7 holds if $k=n-4$; we will assume $n-k \geq 6$. For each $1 \leq k \leq n$, let $u(n, k)=\frac{(n-k)(n-k+2)}{4}$ and $v(n, k)=\sum_{j=(n-k) / 2}^{n-k}(2 j+k-n) \frac{\binom{n}{k}}{\binom{n}{j}}$. Also for $1 \leq k \leq n-2$, let $u^{\prime}(n, k)=u(n, k)-u(n, k+2)$ and $v^{\prime}(n, k)=v(n, k)-v(n, k+2)$. It is easy to see that $u^{\prime}(n, k)=n-k$ for all $1 \leq k \leq n-2$ and $n-k$ is even. Since $\frac{\binom{n}{j+1+k}}{\left(\begin{array}{l}n+1\end{array}\right)} \geq \frac{\left(\begin{array}{c}n \\ j+k+2)\end{array}\right.}{\binom{n}{j}}$ if $j \geq \frac{n-k}{2}-1, v^{\prime}(n, k) \geq 0$. It is also clear that $(n+1) W^{\prime}(n, k)=$ $(n+1)\{W(n, k)-W(n, k+2)\}=u^{\prime}(n, k)-v^{\prime}(n, k)$. Now we will prove that for fixed $n$, there exists a $k_{n}^{\prime}$ such that $v^{\prime}(n, k) \geq u^{\prime}(n, k)$ if $k \leq k_{n}^{\prime}$ and $v^{\prime}(n, k)<u^{\prime}(n, k)$ if $k_{n}^{\prime}<k<n-2$. Since $u^{\prime}(n, k)$ is a linear function in $k$, it is sufficient to prove that $v^{\prime}(n, k)$ is convex in $k$, i.e., to prove that $v^{\prime}(n, k)+v^{\prime}(n, k+4) \geq 2 v^{\prime}(n, k+2)$. It is equivalent to proving that $v(n, k)-3 v(n, k+2)+3 v(n, k+4)-v(n, k+6) \geq 0$. After
simplification,

$$
\begin{aligned}
& v(n, k)-3 v(n, k+2)+3 v(n, k+4)-v(n, k+6) \\
& \quad=\sum_{(n-k) / 2}^{n-k}(2 j+k-n)\left\{\frac{\binom{n}{j+k}}{\binom{n}{j}}-3 \frac{\binom{n}{j+k+1}}{\binom{n}{j-1}}+3 \frac{\binom{n}{j+k+2}}{\binom{n}{j-2}}-\frac{\binom{n}{j+k+3}}{\binom{n}{j-3}}\right\} .
\end{aligned}
$$

It is easy to see that, to show $v(n, k)-3 v(n, k+2)+3 v(n, k+4)-v(n, k+6) \geq 0$, it is sufficient to show that for $n-k$ even, $n \geq 10, n-k \geq 6$, and $\frac{(n-k)}{2} \leq j \leq n-k-3$,

$$
\frac{\binom{n}{j+k}}{\binom{n}{j}}-3 \frac{\binom{n}{j+k+1}}{\binom{n}{j-1}}+3 \frac{\binom{n}{j+k+2}}{\binom{n}{j-2}}-\frac{\binom{n}{j+k+3}}{\binom{n}{j-3}} \geq 0
$$

Since for $j=n-k-2, n-k-1, n-k$,

$$
\frac{\binom{n}{j+k}}{\binom{n}{j}}-3 \frac{\binom{n}{j+k+1}}{\binom{n-1}{j-1}}+3 \frac{\binom{n}{j+k+2}}{\binom{n}{j-2}}-\frac{\binom{n}{j+k+3}}{\binom{n}{j-3}} \geq 0
$$

it is sufficient to show that for $n-k$ even, $n \geq 10, n-k \geq 6$, and $\frac{(n-k)}{2} \leq j \leq n-k-3$,

$$
\frac{\binom{n}{j+k}}{\binom{n}{j}}-3 \frac{\binom{n}{j+k+1}}{\binom{n}{j-1}}+3 \frac{\binom{n}{j+k+2}}{\binom{n}{j-2}}-\frac{\binom{n}{j+k+3}}{\binom{n}{j-3}}=\frac{(j-3)!(n-j)!}{(j+k+3)!(n-j-k)!} h(j, k, n) \geq 0
$$

where

$$
\begin{gathered}
h(j, k, n)=j(j-1)(j-2)(j+k+1)(j+k+2)(j+k+3) \\
-3(j-1)(j-2)(n-j+1)(j+k+2)(j+k+3)(n-k-j) \\
+3(j-2)(n-j+1)(n-j+2)(j+k+3)(n-k-j)(n-k-j-1) \\
-(n-j+1)(n-j+2)(n-j+3)(n-k-j)(n-k-j-1)(n-k-j-2) .
\end{gathered}
$$

Let $n-k=2 y, j=y+x, k=z, n=2 y+z$; then

$$
\begin{aligned}
& h(j, k, n)=h(y+x, z, 2 y+z)=8\left(8 x^{3}+x\right) y^{3}+\left\{12\left(8 x^{3}-4 x^{2}+x\right) z+12\left(8 x^{3}-12 x^{2}+x\right)\right\} y^{2} \\
& +\left\{12\left(4 x^{3}-4 x^{2}+x\right) z^{2}+48\left(2 x^{3}-4 x^{2}+x\right) z+4\left(14 x^{3}-36 x^{2}+13 x\right)\right\} y \\
& +\left\{4\left(2 x^{3}-3 x^{2}+x\right) z^{3}+12\left(2 x^{3}-5 x^{2}+2 x\right) z^{2}+4\left(7 x^{3}-21 x^{2}+11 x\right) z+12\left(x^{3}-3 x^{2}+24 x\right)\right\}
\end{aligned}
$$

Since $x=0,1,2, \ldots, y-3, y=3,4, \ldots, z=2,4, \ldots$, it is easy to check that $h(y+$ $x, z, 2 y+z) \geq 0$. The proof of Theorem 7 now is complete.

We can use Theorem 7 to identify $k_{n}$ by comparing $W(n, k)$ and $W(n, k+2)$. Once we find $k_{1}$ and $k_{2}$ such that $W\left(n, 2 k_{1}-1\right) \geq W\left(n, 2 k_{1}+1\right)$ and $W\left(n, 2 k_{2}\right) \geq$ $W\left(n, 2 k_{2}+2\right)$, then $k_{n}=2 k_{1}-1$ if $W\left(n, 2 k_{1}-1\right) \geq W\left(n, 2 k_{2}\right)$ and $k_{n}=2 k_{2}$ if $W\left(n, 2 k_{1}-1\right)<W\left(n, 2 k_{2}\right)$. The problem here is that we still don't know how many values of $W(n, k)$ we will have to compute. Fortunately the next theorem gives a lower
bound and an upper bound for $k_{n}$, which helps us to reduce the amount of required computation to identify $k_{n}$.

THEOREM 8. Let $k_{n}, \underline{k}_{n}$, and $\bar{k}_{n}$ be as defined above. Then for all $n \geq 1$, $\underline{k}_{n} \leq k_{n} \leq \bar{k}_{n}$.

Proof. We will give the proof for $k_{n} \leq \bar{k}_{n}$ since the proof for $\underline{k}_{n} \leq k_{n}$ is similar. We also give the proof only for the case when $n-k$ is even since the proof for the case when $n-k$ is odd is also similar. We will assume that $n \geq 1,000$ since Table 2 above reveals that Theorem 8 holds for $n \leq 1,000$. By Theorem 7, if $v^{\prime}(n, k)<u^{\prime}(n, k)=n-k$ and $v^{\prime}(n, k-1)<u^{\prime}(n, k-1)=n-k+1$, then $k_{n} \leq k$. Now

$$
\begin{aligned}
v^{\prime}(n, k) & =v(n, k)-v(n, k+2)=\frac{(n-k)}{\binom{n}{k}}+\sum_{j=k+1}^{(n+k) / 2}(n+k-2 j)\left\{\frac{\binom{n}{j-k}}{\binom{n}{j}}-\frac{\binom{n}{j-k-1}}{\binom{n}{j+1}}\right\} \\
& =\frac{(n-k)}{\binom{n}{k}}+(n+1) \sum_{j=k+1}^{(n+k) / 2}(n+k-2 j)^{2} \frac{j!(n-j-1)!}{(j-k)!(n-j+k+1)!} \\
& <\frac{(n-k)}{\binom{n}{k}}+(n+1) \sum_{j=k+1}^{(n+k) / 2} \frac{(n+k-2 j)^{2}}{(n-j)(n+k+1-j)}\left(\frac{j}{n+k-j}\right)^{k} \\
& <\frac{(n-k)}{\binom{n}{k}}+\frac{4(n+1)}{(n-k)(n+k)} \sum_{j=k+1}^{(n+k) / 2}(n+k-2 j)^{2}\left(\frac{j}{n+k-j}\right)^{k} \\
& \approx \frac{(n-k)}{\binom{n}{k}}+\frac{4(n+1)(n+k)^{2}}{(n-k)} \int_{1 / 2}^{1}(2 x-1)^{2}(1-x)^{k} x^{-k} d x .
\end{aligned}
$$

For $2 \leq k \leq n-2$ and $n$ large, $\frac{(n-k)}{\binom{n}{k}}$ is negligible. Also notice that

$$
\begin{aligned}
& \int_{1 / 2}^{1}(2 x-1)^{2}(1-x)^{k} x^{-k} d x=\lim _{m \rightarrow \infty} \sum_{j=1}^{2 m k} \frac{1}{4 m k} \frac{j^{2}}{4 m^{2} k^{2}}\left(\frac{2 m k-j}{2 m k+j}\right)^{k} \\
& \leq \lim _{m \rightarrow \infty} \sum_{j=1}^{2 m k} \frac{1}{16 k^{3}} \frac{j^{2}}{m^{3}} e^{-j / m} \leq \lim _{m \rightarrow \infty} \frac{1}{16 k^{3}} \frac{1}{m^{3}} \frac{\left(e^{2 / m}+e^{1 / m}\right)}{\left(e^{1 / m}-1\right)^{3}}=\frac{1}{8 k^{3}}
\end{aligned}
$$

Therefore, $v^{\prime}(n, k)=v(n, k)-v(n, k+2)<\frac{(n+1)(n+k)^{2}}{2(n-k) k^{3}}$. Now if $(n+1)(n+k)^{2} \leq$ $2(n-k)^{2} k^{3}$, then $v^{\prime}(n, k)<\frac{(n+1)(n+k)^{2}}{2(n-k) k^{3}} \leq(n-k)$ and $k_{n} \leq k$ and this completes the proof of Theorem 8.

Table 3 provides some numerical values of $\underline{k}_{n}, k_{n}, k_{n}^{*}, \bar{k}_{n}, W\left(n, k_{n}\right)$, and $\frac{\left(n-k_{n}+1\right)^{2}}{4(n+1)}$ for $n=100,200,300, \ldots, 3,000$, where $k_{n}^{*}=$ the integer part of $\left(\frac{n}{2}\right)^{1 / 3}$.

By Theorems 7 and 8 , we can identify the optimal $k_{n}$ very quickly. From the proof of Theorem $5, W(n, k)=\frac{1}{n+1}\left\{\frac{(n-k+2)(n-k)}{4}-\frac{n^{2} c_{k}}{(k+1)(k+2)}\right\}$ if $n-k$ is even and $W(n, k)=\frac{1}{n+1}\left\{\frac{(n-k+1)^{2}}{4}-\frac{n^{2} c_{k}}{(k+1)(k+2)}\right\}$ if $n-k$ is odd, where $c_{k}$ is a constant between $\frac{1}{2}$ and 1. Therefore, the optimal $k_{n}=d_{n} n^{1 / 3}$, where $d_{n}$ is a constant less than 1 .

> TABLE 3
> $\underline{k}_{n}, k_{n}, k_{n}^{*}, \bar{k}_{n}, W\left(n, k_{n}\right)$ and $\frac{\left(n-k_{n}+1\right)^{2}}{4(n+1)}$.

| $n$ | $\underline{k}_{n}$ | $k_{n}$ | $k_{n}^{*}$ | $\bar{k}_{n}$ | $W\left(n, k_{n}\right)$ | $\frac{\left(n-k_{n}+1\right)^{2}}{4(n+1)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 100 | 2 | 3 | 3 | 4 | 22.59 | 23.77 |
| 200 | 2 | 4 | 4 | 5 | 46.86 | 48.27 |
| 300 | 3 | 5 | 5 | 6 | 71.37 | 72.77 |
| 400 | 3 | 6 | 6 | 6 | 95.95 | 97.27 |
| 500 | 3 | 6 | 6 | 7 | 120.62 | 122.27 |
| 600 | 4 | 7 | 7 | 7 | 145.30 | 146.77 |
| 700 | 4 | 7 | 7 | 8 | 170.05 | 171.77 |
| 800 | 4 | 7 | 7 | 8 | 194.80 | 196.77 |
| 900 | 4 | 8 | 8 | 8 | 219.56 | 221.27 |
| 1,000 | 4 | 8 | 8 | 9 | 244.37 | 246.27 |
| 1,100 | 5 | 8 | 8 | 9 | 269.18 | 271.26 |
| 1,200 | 5 | 8 | 8 | 9 | 293.99 | 296.26 |
| 1,300 | 5 | 9 | 8 | 9 | 318.81 | 320.77 |
| 1,400 | 5 | 9 | 8 | 9 | 343.65 | 345.76 |
| 1,500 | 5 | 9 | 9 | 10 | 368.50 | 370.76 |
| 1,600 | 5 | 9 | 9 | 10 | 393.35 | 395.76 |
| 1,700 | 5 | 9 | 9 | 10 | 418.20 | 420.76 |
| 1,800 | 6 | 10 | 9 | 10 | 443.06 | 445.26 |
| 1,900 | 6 | 10 | 9 | 10 | 467.93 | 470.26 |
| 2,000 | 6 | 10 | 10 | 11 | 492.81 | 495.26 |
| 2,100 | 6 | 10 | 10 | 11 | 517.69 | 520.26 |
| 2,200 | 6 | 10 | 10 | 11 | 542.56 | 545.26 |
| 2,300 | 6 | 10 | 10 | 11 | 567.44 | 570.26 |
| 2,400 | 6 | 11 | 10 | 11 | 592.33 | 594.76 |
| 2,500 | 6 | 11 | 10 | 11 | 617.22 | 619.76 |
| 2,600 | 6 | 11 | 10 | 11 | 642.12 | 644.76 |
| 2,700 | 6 | 11 | 11 | 12 | 667.02 | 669.76 |
| 2,800 | 7 | 11 | 11 | 12 | 691.91 | 694.76 |
| 2,900 | 7 | 11 | 11 | 12 | 716.81 | 719.76 |
| 3,000 | 7 | 11 | 11 | 12 | 741.71 | 744.76 |
|  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |$|\mid$

By Theorem 8, the constant $d_{n}$ is approximately between $\frac{1}{2}$ and $\left(\frac{1}{2}\right)^{1 / 3}$. From Table 3 , it seems that $k_{n}=$ the integer part of $\left\{\frac{1}{2}+\left(\frac{n}{2}\right)^{1 / 3}\right\}$. However, we do not have a proof yet. We can start with $k=$ the integer part of $\left\{\frac{1}{2}+\left(\frac{n}{2}\right)^{1 / 3}\right\}$ and compare $W(n, k), W(n, k+2)$ and $W(n, k+1), W(n, k+3)$. Then we either increase $k$ by 1 or decrease $k$ by 1 . By this procedure, we can identify $k_{n}$ very quickly. For example, even when $n=100,000$, we need at most 14 comparisons to identify the optimal $k_{n}$. Table 3 also confirms Theorem 8, which implies that $k_{n} \rightarrow \infty$ as $n \rightarrow \infty$ even though $k_{n} \rightarrow \infty$ very slowly.

Theorem 9. $k_{n} \rightarrow \infty$ as $n \rightarrow \infty$.
Although we are not able to prove that $k_{n}$ is nondecreasing in $n$, we have the following weaker theorem, which is interesting and useful to identify $k_{n}$.

Theorem 10. For all $n \geq 1,\left|k_{n+1}-k_{n}\right| \leq 1$.
Proof. By Theorem 7, it is sufficient to prove $v(n+1, k-1)-v(n+1, k) \geq$ $v(n, k)-v(n, k+1) \geq v(n+1, k+1)-v(n+1, k+2)$. We will give only the proof for $v(n, k)-v(n, k+1) \geq v(n+1, k+1)-v(n+1, k+2)$ since the proof for $v(n+1, k-1)-v(n+1, k) \geq v(n, k)-v(n, k+1)$ is similar. We will assume that
$n+k$ is even since the proof for the case when $n+k$ is odd is similar. Notice that

$$
\begin{aligned}
& v(n, k)-v(n, k+1) \\
& =\sum_{j=k}^{(n+k) / 2-1}(n+k-2 j) \frac{\binom{n-k}{j}}{\binom{n}{j}}-\sum_{j=k}^{(n+k) / 2-1}(n+k-1-2 j) \frac{\binom{n}{j-k}}{\binom{n}{j+1}} \\
& =\sum_{j=k}^{(n+k) / 2-1} \frac{\binom{n}{j-k}}{\binom{n}{j}}\left\{(n+k-2 j)-(n+k-1-2 j) \frac{j+1}{n-j}\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
& v(n+1, k+1)-v(n+1, k+2) \\
&=\sum_{j=k+1}^{(n+k) / 2}(n+k+2-2 j) \frac{\binom{n+1}{j-k-1}}{\binom{n+1}{j}}-\sum_{j=k+1}^{(n+k) / 2}(n+k+1-2 j) \frac{\binom{n-k-1}{j+1}}{\binom{n+1}{j+1}} \\
&=\sum_{j=k}^{(n+k) / 2-1}(n+k-2 j) \frac{\binom{n+1}{j-k}}{\binom{n+1}{j+1}}-\sum_{j=k}^{(n+k) / 2-1}(n+k-1-2 j) \frac{\binom{n+1}{j-k}}{\binom{n+1}{j+2}} \\
&=\sum_{j=k}^{(n+k) / 2-1} \frac{\binom{n+1}{j-k}}{\binom{n+1}{j+1}}\left\{(n+k-2 j)-(n+k-1-2 j) \frac{j+2}{n-j}\right\} \\
&= \sum_{j=k}^{(n+k) / 2-1} \frac{\binom{n}{j-k}}{\binom{n}{j}}\left\{(n+k-2 j)-(n+k-1-2 j) \frac{j+2}{n-j}\right\} \frac{j+1}{n+k+1-j} .
\end{aligned}
$$

Since $1 \leq j \leq \frac{n+k}{2}-1, \frac{j+1}{n+k+1-j}<1$. Therefore, $v(n, k)-v(n, k+1) \geq v(n+1, k+$ 1) $-v(n+1, k+2)$ and this completes the proof of Theorem 10.

From our computation, we notice that $k_{n}$ is nondecreasing in $n$. If this statement is true, we can further reduce the computation for identifying $k_{n}$. However, we do not have a proof for this statement either. It is worthwhile to point out that both "the $k_{n}^{*}$ in the hole drawing policy" and "the $\bar{k}_{n}$ in the hole drawing policy" are also asymptotically optimal. However, we do not know how big the difference between $W\left(n, k_{n}\right)$ and $W\left(n, k_{n}^{*}\right)$ will be. If the difference between $W\left(n, k_{n}\right)$ and $W\left(n, k_{n}^{*}\right)$ is bounded, then we can just use "the $k_{n}^{*}$ in the hole drawing policy."
4. A random coin tossing problem. In this section, we will show that our urn problem is in fact equivalent to the following coin tossing problem, which can be described as follows: A player is given a coin and is allowed to toss the coin at most $n$ times, but can stop any time he or she wishes. The player gets a +1 each time a head is tossed and a -1 each time a tail is tossed. The player does not know the probability " $p$ " of getting a head on each toss but knows that $p$ has a uniform distribution over the interval $[0,1]$.

For each positive integer $n$ and integers $0 \leq j \leq k \leq n$, let $G(n, k, j)$ be the player's additional (conditional) expected value at the stopping time when he or she uses an optimal stopping rule for the remaining game given that the player has tossed the coin $k$ times and $j$ of which are heads.

Lemma 2. If $0 \leq j \leq k \leq n-1$, then

$$
G(n, k, j)=\max \left\{0, \frac{2 j-k}{k+2}+\frac{j+1}{k+2} G(n, k+1, j+1)+\frac{k-j+1}{k+2} G(n, k+1, j)\right\} .
$$

By mathematical induction, it is easy to show that for fixed $n$ and $k, G(n, k, j)$ is increasing in $j$. It makes sense to define $j_{n k}$ to be the smallest $j$ such that $G(n, k, j)>$ 0. The optimal stopping rule can then be stated as follows: If the player did not stop earlier and has tossed the coin $k$ times, $j$ of which are heads, then the player should continue to toss as long as $j \geq j_{n k}$ unless $k=n$. It is clear that $E(n, k, j)=G(n, k, j)$ for all $0 \leq j \leq k \leq n$ and $n \geq 1$, so this random coin tossing problem is equivalent to the random version of Shepp's urn scheme problem.

For each nonnegative integer $k$, "the $k$ in the hole stopping rule" says the player will continue to toss the coin if the number of tails tossed is still less than $k+$ the number of heads tossed. Let $H(n, k)$ be the expected value of the game when the player uses "the $k$ in the hole stopping rule."

Theorem 11. For all $1 \leq k \leq n, H(n, k)=W(n, k)$.
Proof. It is sufficient to show that if $n-k$ is even,

$$
H(n, k)=\frac{1}{n+1}\left\{\frac{(n-k+2)(n-k)}{4}-\sum_{j=(n-k) / 2}^{n-k}(2 j+k-n) \frac{\binom{n}{k+j}}{\binom{n}{j}}\right\}
$$

and if $n-k$ is odd,

$$
H(n, k)=\frac{1}{n+1}\left\{\frac{(n-k+1)^{2}}{4}-\sum_{j=(n-k+1) / 2}^{n-k}(2 j+k-n) \frac{\binom{n}{k+j}}{\binom{n}{j}}\right\}
$$

We give the proof for the case when $n-k$ is even; when $n-k$ is odd the proof is similar. For each $j=0,1,2, \ldots, n$, let $H(n, k, j)$ be the value at the stopping time when the player uses "the $k$ in the hole stopping rule" assuming that there are $j$ heads in $n$ tosses. Then it is clear that $H(n, k, j)=2 j-n$ if $j>n-k$,

$$
H(n, k, j)=(2 j-n)\left\{1-\binom{n}{k+j} /\binom{n}{k}\right\}-k\binom{n}{k+j} /\binom{n}{k}
$$

if $(n-k) / 2 \leq j \leq n-k$ (by the reflection principle), and $H(n, k, j)=-k$ if $j<$ $(n-k) / 2$. For each $j=0,1,2, \ldots, n$, let $P(j)$ be the probability of getting $j$ heads in $n$ tosses. Given that the probability of getting a head in a toss is $p, P(j)=$ $\binom{n}{j} p^{j}(1-p)^{n-j}$. Hence

$$
\begin{aligned}
H(n, k) & =\int_{0}^{1} \sum_{j=0}^{n} H(n, k, j) P(j) d p \\
& =\frac{1}{n+1}\left\{\frac{(n-k+2)(n-k)}{4}-\sum_{j=(n-k) / 2}^{n-k}(2 j+k-n) \frac{\binom{n}{k+j}}{\binom{n}{j}}\right\} .
\end{aligned}
$$

Therefore, $H(n, k)=W(n, k)$.
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