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Chapter 1

Introduction

The last thing one discovers
in composing a work is
what to put first

Blaise Pascal

topic of this work, its motivation and how it is organized in the

following chapters. Specifically, we will focus on the state-of-
the-art of jets and droplets produced by capillary cone-jet configurations.
Then, we will state the main challenges in terms of sample delivery for
structural biology analysis with XFEL and particularly for experiments in
Serial Femtosecond Crystallography.

This first chapter will provide the reader an overview regarding the

1.1 On the approaches to Fluid Mechanics

The scientific discipline of Fluid Mechanics is devoted to studying how
fluids behave under the action of forces. Since 1822, the general theoreti-
cal framework is formed by the well-known Navier-Stokes equations. We
can read its generic version for compressible fluids,

1



2 CHAPTER 1. INTRODUCTION

Ipy
- =V (psvy) (1.1)
Dy _
prpl = V-itpifm (1.2)
D (e+v§/2> )
pr = V-(f-vf)+pffm-vf—V-q+Qr+Qq(l.3)
where, T= —Vp+ % are the normal and shear stresses on a infinitesi-

mal volume of fluid exerted by the pressure gradient Vp and the viscous
forces T that are balanced to the substantial derivative of momemtum
psDv¢/Dt = df,,/dt and the mass forces f,,. These equations are valid
if the fluid domain is assumed to be a continuum medium. In other words,
the characteristic length Ly of the fluid must be larger than the charac-
teristic length (8Q)'/3 (i.e., §Q is the minimum volume required for an
accurate collection of a certain physical measurement). Consequently, that
minimum volume 8 should be much larger than the averaged molecular
distance dy,: d, < (8Q)'/3 < Ly.

The intrinsic complexity of the previous equations makes it hard to find
analytical solutions out of academic problems. So, alternative approaches
have been explored in the literature as strategies of resolution based on
analogy and similarity to capture the physics of fluid flow.

Dimensional analysis has been historically linked to this discipline,
allowing us to find what parameters affect the features of a flow. For in-
stance, a remarkable case is one of the problems studied by Sir G. 1. Tay-
lor (1950a, 1950b). He was able to find the functional dependence of
the shock wave radius r produced in the first artificial nuclear explo-
sion ever (called as the Trinity test). To do so, the chosen parameters
were the energy E concentrated in the initial radius, the density of the
ambient air p, and the time reckoned from the moment of explosion .
So, we can easily assume the functional relation ry = f(E,t,p,), which
can be made dimensionless by using the II-Buckingham Theorem. So,
rr-(Ef?/po) S_c (77), where C is a fixed coefficient for a certain value
of the adiabatic index y. The latter expression matches excellently with
the experimental evolution of the radius (see Fig. 1.1).
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20 10

logy, ¢

Figure 1.1: Trinity test (a) Sequence of images of the explosion with an
interval of 0.14 ms (b) Snapshot at 15 ms after the explosion begins (c)
Scaling law (solid line) and experimental points (crossed marks). (a), (b),
(c) Republished figures with permission of Royal Society of London, from
(G. L. Taylor, 1950a); permission conveyed through Copyright Clearance
Center, Inc.

These first-order models do help very much not only for understanding
the underlying physical mechanisms behind a specific phenomenon, but
also for providing a very useful insight so that practitioners can control
and optimize their processes in applications. In this thesis, we will use
this kind of dimensionless analysis. So, we will take advance of the great
power of scaling arguments for deriving physical laws.

Stability analysis - One of the most complex problems in fluid me-
chanics concerns to the study of liquid entities in the absence of rigid
walls. This leads to the additional unknown of the interface location. In
particular, jets are characterized by a longitudinal spatial coordinate whose
typical length L, is much larger than any characteristic radial length within
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the fluid domain Ly, Ly. Tracking the jet interface is a matter of an exten-
sive study because can entail the appearance of singularities in the fluid
domain. For instance, our daily experience teaches us that an emerging
jet from a tap breaks into droplets at a certain distance downstream or al-
ternatively, we can observe how a honey-jet suffers whipping movements
when is diving our cup of tea. Although closed dimensionless descriptions
hardly approach this kind of instabilities, the role of classical numbers
with unity dimension is significant to classify flows according to scales.
Indeed, they are useful to provide threshold values for asymptotic analy-
ses. In this regard, some of the most relevant numbers for our purposes
are included in the following table.

Number Term;/Term Expression
1 2
2
kinetic energy _ pyvsL
Weber surface tension We = c .
inertia _ Pyvy
ReYnOlds viscous forces Re = Wy
Ohnesorge viscous forces Oh = Hy
(inertiaxsurface tension)1/2 (pfO'L 12
gravity _ pr&
Bond surface tension Bo = (%
inertia — Y
Froude gravity Fr= 7

Within this exciting world of liquid ejecta, we are particularly interested
in those at the micro and nanoscale. This is typically linked to neglecting
gravity forces against with surface tension, inertia and viscous sinks (Fr >
1, Bo < 1). For this type of jets, a classical approach is the use of stability
analysis for the prediction of those singular points in the fluid domain.
Stability theories have been and remain a topic of great interest for
the fluid mechanics community, accumulating and investing many efforts.
Here, we will give a brief picture of how their ways have suffered many
changes along the last decades. Stability of solutions entails the consid-
eration of a candidate steady-state base flow to be evaluated. In general,
a certain solution U (x,7) can be composed as the sum of two terms, the
steady-state U,(x) and a transient term that oscillates around the latter
one 1 -U,(x,t), where 7 is a parameter. If we impose that U, is small
enough, then 1 < 1. So, we are under proper conditions to linearize the
governing equations around the steady state for a description of the flow
stability. Note that it is inherently assumed that there is not an energetic
transfer between modes. Thus, we can realize a normal decomposition
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of modes ¥; for a linear response of the system under perturbations. If
we assume a separation between spatial and temporal dependence such as
Uy(x,t) = YV (¥i(x) - e®"), the problem is reduced to the calculation of
N spatial modes W; that are purely shown at their respective frequencies
®;. For ensuring the asymptotic attenuation of U, towards the base flow,
all @; must be negative. So, we could say that the system is asymptoti-
cally stable. On the other hand, if it existed any @; > 0, the corresponding
mode ¥; would be amplified ad infinitum at the computed growth rate.
So, we could say that the system diverges from the basic flow. Strictly
speaking, experimental situations may show that the latter condition turns
out necessary but not sufficient for the flow instability, since the effect
of non-normal mode composition and nonlinear effects could eventually
damp the unstable mode when reaches a certain finite amplitude. It must
also be remarked that a linear stability analysis assumes an infinitesimal
amplitude of the perturbations involved.

Local vs Global analysis - Despite the mentioned limitations, this type
of approaches has been extensively used in the literature for predicting bi-
furcations or singularities in flows with a good degree of matching. Clas-
sically, linear stability analyses have been performed together with strong
assumptions regarding the fluid domain and boundary conditions. In this
regard, unbounded liquid columns are assumed for temporal analysis, so
as semi-infinite liquid cylinders are fluid domain used in spatial analyses.
A combination is the spatio-temporal analysis, which leads to more ac-
curate results for free-surface flows fed from tubes. For the latter type of
analysis, we can distinguish two main instability mechanisms: the con-
vective one, where the perturbation is transported downstream and even-
tually would provoke the breakup of the jet; and the absolute instability,
which is typically linked to dripping (see Fig. 1.2) and where the infor-
mation is able to travel from downstream to upstream. However, these
local analyses do not successfully capture the dripping-jetting transition
for highly-stretched liquid flows such as cone-jet configurations. Indeed,
this challenge demands to take into account the boundary conditions of
the problem for a global stability approach. This will be studied in the
Chapters 3 and 4.
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Figure 1.2: Schematic diagram of the convective and absolute instability
for an initial perturbation placed at the origin in a 1D configuration: (a)
stable, (b) marginal convective instability, (c) convective instability, (d)
marginal absolute instability, (e) absolute instability. Reprinted with per-
mission from (G. Agez et al., 2007). Copyright (2007) by the American
Physical Society.

1.2 Fluid fragmentation: jets and drops

Perhaps, the most straightforward way of producing liquid ejecta is just
pushing a liquid with a pressure difference large enough through a tube.
However, if the tube diameter decreases, surface tension forces exert a
stronger resistance over the flow dynamics (i.e., Fr ~ 1 and Bo ~ 1). This
inherently entails an increase of the driving pressure required AP. Be-
sides, if one is interested in micron-sized liquid jets and drops, tubes with
similar diameters lead to many problems such as clogging issues, loosing
of robustness in operation, bad reproducibility, etc. So, ideally, we would
like to extract in a controllable way a certain liquid flow rate Q, from an
attached meniscus to a tube tip. The purpose is to form a slender liquid
ejection from a much bigger feeding tube (see Fig. 1.3). For example,
Electrospray, where we can use distance pulling forces by imposing high
electrical fields onto the hydrodynamic domain. In contrast, the use of an
additional active wrapping fluid phase plus geometry can change the shape
of the meniscus to a cone. The latter concept is well-known as Flow Fo-
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cusing. So, produced by either electrohydrodynamic fields or by mechan-
ical means, cone-jet methods have enabled the increase the stretch ratio
of the flow, allowing the generation of small fluid entities as liquid jets
and drops within gas streams or vacuum as well (Zeleny, 1914), (Gafian-
Calvo, 1998), (Loscertales et al., 2002), (Gafian-Calvo, 2005), (Ganan-
Calvo et al., 2007) (see Fig. 1.4). Note that these configurations also
allow one to produce liquid drops within host liquids (Anna et al., 2003),
(Cohen et al., 2001), (Utada et al., 2005), so as the delivery of micro-
bubbles in liquid streams (Ganan-Calvo & Gordillo, 2001) (see Fig. 1.5).
The beginning of this story started when Zeleny (1914, 1917) reported
the first experiments on the effect of electric fields on a liquid meniscus
and how its shape changes to a characteristic conical form. Then and a
fine aerosol is ejected downstream from the jet breakup and charge repul-
sion. Passed the middle of 20th century, the phenomenon was brought
to light again by Vonnegut and Neubauer (1952) and a few years later
G. Taylor (1964) found the first theoretical explanation for the stability
of electrified conical shapes, since then called Taylor cone. Essentially,
Taylor assumed a perfect conductor liquid and a pressure difference AP;
across its interface owing the well-known Debye layer. So, there exists
a jump for the normal electrical field E, between the liquid bulk and the
outer domain. Gauss’s equation evaluated onto a differential volume &7y
provides an estimation for the surface charge as o, = €,E,, — €E,;; = €,E,.
For a strong enough voltage difference AV and a Qy larger than the mini-
mum liquid flow rate attainable Qy,,;,, the liquid cone remains stable and a
jet emerges from its apex. Some decades later, Cloupeau and Prunet-Foch
(1994) qualitatively described the existing regimes of operation as a func-
tion of the different combinations of electrical and mechanical properties
of the liquid involved (e.g. electric conductivity K, surface tension o, den-
sity py, viscosity Uy, outer and inner electrical permittivity &,, &) so as the
governing dynamical inputs (e.g. liquid flow rate Q; and voltage differ-
ence AV). Particularly, the cone-jet mode has been and remains the main
regime used due to its inherent steadiness, robustness and its relatively
high monodispersity ratio. Note that steadiness is not only a characteristic
of the hydrodynamic field, but also in terms of the spatial distribution of
the electrical charge.
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Figure 1.3: Sketches of liquid jets produced by (a) inertial ejection without
any pulling assistance; (b) a flow focusing nozzle, where the liquid ejec-
tion is assisted by a gas pressure AP, through a little hole downstream;
and (c) electrospray, where the driver comes from highly intense electric
fields produced by a voltage difference AV'.
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Figure 1.4: Production of liquid jets and drops ir air or vacuum ambient:
(a) One of the first photographs of Electrospray, where cone, jet and the
droplet plume are shown. (b) One of the first photographs of flow fo-
cusing where a stretched meniscus is shown (c) Coaxial electrosprayed
liquid jets for micro-encapsulation . (d) Flow focusing diverging to Flow
Blurring, where stable menisci are prevented to be by the formation of
an unstable turbulent air-liquid mixture that forms an fine spray ejected
downstream. (e) Double gas-liquid flow focusing. (a) Reprinted with per-
mission from (Zeleny, 1917). Copyright (1917) by the American Phys-
ical Society. (b) Reprinted with permission from (Ganan-Calvo, 1998).
Copyright (1998) by the American Physical Society. (c) From (Loscer-
tales et al., 2002). Reprinted with permission from AAAS (©2002. (d)
Reprinted from (Ganan-Calvo, 2005), with the permission of AIP Publish-
ing (e) Reprinted by permission from Springer Nature: Springer. Nature
Physics (Gafnan-Calvo et al., 2007) (©2007.

Now, we bring up the classical Nernst-Planck differential equation for
the concentration of a certain ionic species n; and its evolution as a func-
tion of an applied electric field E, thermal diffusivity Dy and the rate of
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Figure 1.5: Emulsions and bubbles generated by flow focusing configura-
tions: (a) Selective withdrawal for water-oil encapsulation (b) Microbub-
bling production from an liquid-focused gas meniscus (c) Liquid-liquid
streams for making emulsions (d) Micro-encapsulation by a double liquid-
liquid nozzle. (a) From (Cohen et al., 2001). Reprinted figure with per-
mission from AAAS (©)2001. (b) Reprinted with permission from (Gafian-
Calvo & Gordillo, 2001). Copyright (2001) by the American Physical So-
ciety. (c) Reprinted figure from (Anna, Bentoux & Stone, 2003), with the
permission of AIP Publishing. (d) From (Utada et al., 2005). Reprinted
figure with permission from AAAS (©)2005.

production ry by reaction ry,

dn
d_tk = =V [(wrezniE) + DV | + 1y (1.4)

where e is the elementary charge and wy, z; are the mobility and the va-
lence of the specie k, respectively. From a macroscopic point of view and
taking the global density p. = Y4 Pox = Y F'zxny and the sum of charge
production rates of the k-species & = Y Fziri (i.e. F is the Faraday con-
stant), we can obtain the following expression,

dpe
dt

=~V (KE)+ Y. DiV2pes+¢& (1.5)
k
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whose terms are generally of the same order of magnitude.

On the one hand, the balance between the electric drift and the thermal
diffusion Kp,/€ ~ V- (kE) ~ ¥, DV?p, s ~ DgAp./A} (i.e. assuming a
characteristic variation of charges Ap, along the Debye length Ap), leads
to a scale for the Debye length as Ap = (¢D;/K). On the other hand,
the temporal variation and the electric lift term are balanced, whose scales
provides an estimates for the electrical relaxation time z, = €/K. Fortu-
nately, there exist conditions for jumping from an electrokinetic descrip-
tion to a more simplified modeling, the Taylor-Melcher model or the leaky
dielectric model Saville (1997). The latter model assumes that the diffu-
sion current is significantly smaller than the conduction one. This allows
us to consider a constant conductivity K in bulk. To apply this condition,
the imposed electrical field must be constrained by the thermal voltage Vr
through the Debye layer and the fluid length scale as the upper and lower
limit, respectively. This entails

g?l)ci:lp<<%=?—ET<<a (1.6)
and logically leads to a Debye length Ap much smaller than the character-
istic fluid length scale a. Note that kg, T and e are the Boltzman constant,
the temperature and the elementary charge. Previous conditions together
with the temporal constraint given by 7, /1, < 1, enables as to consider a
quasi-instantaneous allocation of charges from the bulk to the surface (i.e.,
the hydrodynamic residence time #, = a/v is much larger than ,). So, the
Taylor-Melcher approach (Saville, 1997) can be adopted and an electrical
balance can be rigorously derived in terms of a surface charge density pe
as

dpes _
dt

‘N+ Pesn- (n-V) vy (1.7)

KE+) DiVp.
%

where n is the normal vector to the surface and, all the variables are eval-
uated at the own surface and |||| denotes the normal variation of the terms
inside it through the surface.

Interestingly, steady electrospray is found to be under previous relaxed
constraints of the leaky dielectric model. Several groups have intensively
studied the governing laws of electrospray for the last three decades with a
great controversy in the field. Recently, Ganan-Calvo’s school of thought
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demonstrated with energetic arguments that their theory is better phys-
ically founded than others (Ganan-Calvo & Montanero, 2009). At first
order, the kinetic energy of the jet ng?Qz is balanced to the electric power
released AV -1, being v; the jet speed. We can assume that the main vari-
ations for AV take place along the cone-jet transition region of length L
(i.e. distance from the apex to the region where the jet diameter remains
approximately constant). Besides, the electric current can be estimated as
I~ KD?E 5~ KD? (o/ SOL)I/ 2. Note that E is the tangential electric field
on the jet surface, which commensurate to the normal component Ej, ¢one
at the cone surface. Consequently, the previous balance provides a scaling
law for the jet diameter DfS :

380 1/6
DE'ES) N (%) (1.8)

This conclusion would be somehow anticipated by Ganan-Calvo (2004a),
through the balance of dominant forces projected on a slender scheme for
each parametric regime of electrospray:

n

d (o 1 pQ*\ 6uQd dn 26EE, &d _, g2
dz( > mrdind: = 2a b T BTUE]
(1.9)

where we can distinguish the different forces (from left to right) sur-
face tension, kinetic energy, viscosity sink, electrostatic and polarization
forces. Following this energetic philosophy, first order scaling laws can
be also derived for flow focusing, where only mechanical power sources
are present. In this sense, the power from exerted by the driving pressure
AP - Qy is balanced to the kinetic energy pgvﬁQg transported by the jet,
leading to:

1/4
(FF) Yy
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t=0.27 ms

t=0.41ms

Figure 1.6: The onset of liquid conical shapes. (a) From left to right (ex-
posure time: 1.6 ms): a how a meniscus is adopting a conical shape due to
the presence of strong enough electric fields. (b) Frames of unstable drip-
ping for a gas-focused liquid configuration. (a) Republished figure with
permission of Royal Society of London, from (G. I. Taylor, 1964). Per-
mission conveyed through Copyright Clearance Center, Inc. (b) Reprinted
figure with permission from (Montanero, 2011) Copyright (2011) by the
American Physical Society.

Since those previous scaling laws are valid for the steady jetting mode
in both configurations, one could wonder what are the threshold values
for the transition between dripping and jetting modes (see Fig. 1.6). This
is interesting itself, because it is intimately linked to the minimum liquid
flow rate attainable Qy,,;, that leads the smallest droplet diameter reach-
able for a set of governing and parametric conditions. In the Chapters 3
and 4, we will come back to this problem for providing the relation be-
tween diameter and velocity of the jet at the dripping-jetting instability.

For the interested reader, note that an electrokinetic modeling turns
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out essential for the description of transient cone-jet formation because of
te ~ t,. L. Rayleigh (1882) introduced the process and obtained a thresh-
old for the electrical charge that a drop with a diameter D; can transport

without any fission, gg = (SOGDz) 1/ 2, Essentially, he balanced the sur-
face tension and the electrical repulsion forces at the surface of a per-
fect conductor drop. But, what occurs if the drop is not a perfect con-
ductor? In this case, the migration of charges from the bulk to the sur-
face would not be instantaneous and may plays some role in the process.
For giving answer to the previous question, Collins, Sambath, Harris, and
Basaran (2013) performed numerical simulations according to the Taylor-
Melcher scheme (Saville, 1997). They studied how an isolated drop is
deformed by the presence of a electrical field until its fission. Interest-
ingly, they found out that the maximum charge in a drop without any
fission is strongly related to the classical limit proposed by Rayleigh. In-
deed, the rate would be universal and its value is 0.44. However, two
parallel and independent works realized by Gafian-Calvo, Lopez-Herrera,
noz, and Montanero (2016) and Pillai, Berry, Harvie, and Davidson (2016)
demonstrated that the previously derived universal value is not congruent
with a more detailed numerical simulations where electrokinetic effects
are included by an averaged-electrical-conductivity electrokinetical model
(Loépez-Herrera et al., 2011), (Lopez-Herrera et al., 2015) and a pure elec-
trokinetical model (Berry et al., 2013), respectively. Indeed, Gafidn-Calvo
et al. (2016) found the fitting that would confirm their asseverations:

q [,le 1/72
S ) [ — 0.44 1.11
qr (PZOGIOK%SS?) 7 (LD

1.3 The delivery of biomolecules at XFELSs

Elemental bricks of the life are mainly formed by macromolecules as pro-
teins, lipids or nucleic acids and their essential functionality in living cells.
The ample variety of molecular structures makes possible a differentiation
of the roles involved in physiological mechanisms. So, knowing the ar-
chitecture of molecules at a great degree of detail turns out essential for
opening new avenues in biology or drug design as well. In this section, we
will illustrate how X-ray Free-Electron Lasers enables molecule structure
determination with atomic resolution. These possibilities were suggested
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by Neutze, Wouts, Spoel, Weckert, and Hajdu (2000) through some nu-
merical simulations on the energetic interaction between an incident X-
ray beam and a certain aggregate of molecules. Surprisingly, its structural
integrity was kept during approximately the first ten femtoseconds of the
energetic dose (see Fig. 1.7).

t=—2fs t=2fs t=5fs t=10fs t=—20fs t=50fs

(b)

Liquid jet

Rear pnCCD
(z = 564 mm)

Interaction Front pnCCD
point (z =68 mm)

Figure 1.7: Illustrations of the diffraction before destruction concept in
both (a) the seminal numerical simulation of the macromolecule structure
evolution under the action of a laser pulse and (b) the seminal experimen-
tal method of Serial Femtosecond Crystallography with the use use LCLS
XFEL pulses and gas-focused liquid jets for delivering micro-crystals that
contain biomolecules. (a) Reprinted by permission from Springer Nature:
Springer. Nature. (Neutze et al., 2000) (©2000. (b) Reprinted by per-
mission from Springer Nature: Springer. Nature. (Chapman, 2011 et al.)
©2011.
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As the duration of XFEL pulses has that timescale, they suggested
their use for collecting diffraction patterns within that temporal interval
when molecules are not damaged yet.

Incoherent emission: Coherent emission:
electrons randomly phased electrons bunched at
radiation wavelength

Figure 1.8: FEL operating principle. Reprinted by permission of Springer
Nature: Springer. Nature Photonics. (Macneil & Thompson, 2010).

For the interested reader, we include a brief explanation about the
physical principle of free-electron lasers (Pellegrini et al., 2016). Es-
sentially, we need an accelerated beam of electrons that reaches approxi-
mately the speed of light. At those conditions, we force that the beam of
electrons to enter an undulator with random phases (see Fig. 1.8). Then
they interact in a collective way with their own radiation, which makes
the small coherent fluctuations in the radiation field grow and simultane-
ously begin to bunch the electrons at the resonant wavelength. This global
process keep going until the bunch is very strong and the process satu-
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rates with a power several orders of magnitude larger than the undulator
radiation (Mcneil & Thompson, 2010).

Serial Femtosecond Crystallography - Almost a decade later, (Chapman
etal.,2011) demonstrated experimentally the diffraction-before-diffraction
concept, where the high brilliance of XFEL pulses enables the diffrac-
tion from micro-crystals and patterns can collected before their damage.
This was early corroborated by additional works in that first stage of the
technology (Boutet et al., 2012; Seibert ez al., 2011). Those Bragg peak
intensities can be analyzed through the convergence of computational al-
gorithms for ensuring a high accuracy of the three dimensional molecu-
lar model obtained (White et al., 2012, 2016). A proper mapping of the
molecule structure orientation demands typically the record of some thou-
sands of diffraction patterns to ultimately resolve it. Thus, a serial delivery
of biomolecules was the strategy followed in that seminal article. Specifi-
cally, a customization of the original flow focusing nozzle (Gafidn-Calvo,
1998) was realized by DePonte et al. (2008) (also called as GDVN). Due
to its great robustness and friendly command, flow focusing has been ex-
tensively used as the standard vehicle for transport of micro-crystals in
SFX experiments. However, each study has its own specifications and re-
quirements which demand particular features to the liquid delivery. Thus,
SFX community has invested many efforts for further developments in lig-
uid injection. For instance, Sierra et al. (2012, 2015) proposed the use of
electrospinning for SFX (called MESH in the field) in order to reduce the
sample consumption, a shared goal for double flow focusing (Oberthiir
et al., 2017) or acoustic droplet ejection as well (Roessler et al., 2016).
Note that the latter method would demand the frequency of both XFEL
pulses and droplet trains. In the Chapter 2, we will analyze how flow fo-
cusing can cover the features of the latter method without any external
excitation. On the other hand, Weierstall er al. (2014) introduced their
LCP extrusion injector for analyzing membrane proteins such as micro-
bial rhodopsins (Pebay-Peyroula, 1997) and G protein-coupled receptors
(Cherezov et al., 2007) among others. Since previous methods landed
at SFX experiments, some improvements have been proposed so far. In
terms of manufacturing, we can find several techniques: soft-lithography
(Trebbin et al., 2014), ceramic injection (Beyerlein et al., 2015), highly-
reproducible nano 3D printing (Nelson et al., 2016a) and combinations
with lab on a chip solutions (Bohne et al., 2019) among others.



18 CHAPTER 1. INTRODUCTION

Nowadays, more challenges are arising for the sample delivery. They
were recently addressed by Stan et al. (2016), showing experimentally
how liquid jets and drops interacts with XFEL pulses. Essentially, they
explored the gap dynamics of the liquid 2X(z) that occurs after a XFEL
pulse vaporizes the neighbor of the interaction point (see Fig. 1.9). Ba-
sically, they distinguish among three stages as follows: (I) generation of
water films from the vaporization process at velocities vq45, Where the half
gap growth Xj has this temporal dependence

D; D;
X =—-1+CcHt

t
log(1 + — 1.12
5 5 og( +t1) (1.12)

and D;, C and 7 = D; / 2vgqs are the jet diameter, a dimensionless con-
stant around unity and a characteristic time, respectively. They also goes
in depth, distinguishing between a low / and high A pressure regimes
in terms of the empirical relation for the characteristic pressure Pg, =
pe(co + 2up)up, where py is the liquid density, ¢, the speed of sound in
water and up as the particle velocity, with P, o< up and Ps, o< \/up for
Ps, < 10GPa and Ps, > 1GPa, respectively. So, for both regimes, C and T
are:

3
= |PovKel 2D zpic (1.13)
6L Kv,l , 7 3 8Kv,l Ex ray 00X rayF

VKEn D3 TPy
Cp = =t = (1.14)
" \/EKVJ, h 4Kv7h 3EXray aXrayF

where Ex qy, Oxray, Or are the pulse energy, the X-ray absorption coef-
ficient and the cohesive energy density of water, respectively, so as I is
the Gruneisen coefficient (e.g., 0.5 for liquid water at densities around 1
kg/m3) and the fitting coefficients with values Kr; = 0.08, K,; = 0.21,
Kg , = 0.06, and K, = 0.12 for flow focused water jets. (II) An inter-
mediate case that occurs between the vaporization finishes and the lig-
uid film coalesces with the jet. (III) When the debris has already disap-
peared. For the stages (II) and (III), the retraction velocity of the jet is
v, = (80/p¢D j)l/ 2 at first order and according with experimental mea-
surements. This is congruent with the resulting capilar velocity from the
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balance between the kinetic energy convected by the jet and the surface
tension force contribution 1/2p,v2 =26/D -

Ons 180ns 3.0us 5.5us 10.7 ps
£
[
A-ray
pulse
= . -,
= ll ! .
E ﬂ l
—t
200 pm

Figure 1.9: Snapshots of the energetic interaction between a X-ray FEL
pulse with a liquid jet. Reprinted by permission of Springer Nature:
Springer. Nature Physics. (Stan et al., 2016).(©)2016.

Likewise, the maximum half gap sizes at the end of the stage I comes
from the balance between the capillary wave and the retraction velocity,
which leads to

D; D; pfczKEl 2KEg EmeameF
X (") = St + 2 [ log ’ (1.15)
2 2\ &K oo ED?/Z

D; D; KEh KEh6EX OCXrayF
Xpp(e5mdy = =L 4 —L | : ray 1.16
[h( ) 2 + 2\/§ Kv,h 08 8 GDj ( )

A simple criterion for choosing either low (Ps, < ;) or high Ps, > 0y, pres-
sure approaches is given by the experimental collapse of data for different




20 CHAPTER 1. INTRODUCTION

parametric conditions. Now, we are ready to extract conclusions from the
previous equations concerning to the work of Stan et al. (2016). Given
a fixed frequency between pulses fxrgr, we intend to provide some cri-
teria for ensuring an interaction between the laser beam and the liquid jet
for each XFEL pulse delivered. This imposes a jet velocity of design v;eq.
Firstly, we need to know the duration of the stage I (#7 ¢,¢) for both asymp-
totic models in gas pressure. Some algebraic manipulations in equations

lead to

design D J |: 1
V. = —fxrer |1+Clo (1+—):|, (1.17)
/ 2 f s fxreLT(Dj)
) 1
if fxFELZ ond
1
where the end time for the stage I has the following expression:
tIend 2Xl(l‘l end)
—=exp|——=—|—1 1.18
=P | ¢ (1.18)
Substituting the different expressions into the equation for v?esjg", we can
observe a quasi-linear dependence V?ESign oc Dj if it is assumed that loga-
rithmic term is of the order of unity. Since the generation of high speed
jets is a challenge, then it would be convenient to minimize v?es’g" and

consequently, to decrease D; as much as possible. So, the jet speed re-
quired would turn out smaller for getting a full replenish of hte gap be-
fore the next XFEL arrives. This is why the larger fxrgr is, the larger
is vjes’g". In any case, besides the optimization of the jet speed for SFX
experiments, jet diameter should be compatible with the size of the crystal
to be smoothly transported.

Another function to be maximized is the crystal hit rate 4,. For a
certain beam pulse diameter Dpp, we have to evaluate the interaction re-
gion between the XFEL pulse (B) and the liquid jet (J). The intersected
volume has a typical crossed section S;,; and a diameter D;,;. Given a
certain dilution of crystals dil. in the liquid and assuming a homogeneous
crystal distribution, the percent of hit rate would turn out approximately
h(%) ~ 100 - Djp;Sin; /dil-%. So, the dimensional hit rate has this expres-
sion h, = h(%) - fxrer/100. We have two different situations for the esti-
mation of Dj,; and S;,;, and consequently for A,:
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° Dj < Dpp (see Fig. 1.10):  Djy ~ Dj and Sj;,; ~ Dj -Dpp, which
leads to
D3Dgp

P iy S (1.19)
dil,.

° Dj > Dgp: Dy ~ Dpgp and Sy ~ Dj -Dpgp, which leads to

pu<B) _ DiDpp

r Jil JXFEL (1.20)
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Figure 1.10: Case of a XFEL beam pulse (yellow color) of diameter Dpp
that hits a much thinner liquid micro-jet (blue color) of diameter D;. The
interaction is depicted in green.

The advent of high-pulse rate facilities such as European XFEL (4.5
MHz-in-bunch) and LCLS II (1 MHz) makes critical the fulfillment of pre-
vious requirements for taking advantage of the full capabilities that these
XFEL facilities offer. In this sense, we will explore the use of flow fo-
cusing for megahertz SFX experiments in the last section of the Chapter
3, which is fruit of an international collaboration of numerous groups ac-
cording to the proposal XFEL2012 led by Prof. H. N. Chapman and Dr.
A. Barty.
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Single Particle Imaging - The enormous investment on the develop-
ment of LCLS II and European XFEL has enabled a big increase of the
energetic dose at ultra-short rates. This enhancement has allowed the sci-
entific community to dream for taking images of weakly scattering parti-
cles without any crystallization. Under these conditions, the reduction of
the background scattering from the liquid turns out even more crucial for
single particle imaging (SMI) than that for typical SFX experiments. This
leads to minimizing the thickness of the liquid around the sample. Re-
garding the injection method, most of the attempts have been performed
with aerosolized liquid streams. So, the XFEL beam would be focused
on the cloud of droplets ejected. Unfortunately, the hit rate obtained for
both liquid and sample turns out very low if it is compared with an analo-
gous experiment of SFX with steady liquid jets at larger scales. One could
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Figure 1.11: Performance of X-ray FEL sources, synchrotron facilities
and laboratory-scaled experiments as a function of the object size, the dose
with the corresponding fluence and scattered photons per atom. Reprinted
by permission from ANNUAL REVIEWS: Annual Review of Biochem-
istry. (Chapman, 2019)(©)2019.

wonder what reasons have prevented the application of steady liquid jets
at the smaller scales required. The root of the problem comes from the
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appearance of instability mechanisms and loosing of robustness at those
operational conditions (e.g., D; ranging from some decades to some hun-
dreds of nanometers) (see Fig. 1.11). This also entails a compromise
between the jet features and the feasibility of the nozzle fabrication. This
is a matter for the Chapter 4, where a novel way will be introduced for its
potential use at SMI experiments. Interestingly, scaling laws will be also
derived for this kind of extreme conditions, where the speed and diameter
of the jet should be maximized and minimized, respectively.

1.4 What works compose this Ph. D. thesis?

The results and concepts that will be shown along this thesis are par-
tially based on the following published works where the PhD candidate
is main author or participated as co-author. So, the PhD candidate has a
h-index=4, with 26 citations (Scopus: April, 2019). Total citations/total
articles=6.5.

Research articles as main author:

e F. Cruz-Mazo, J. M. Montanero, A. M. Ganan-Calvo (2016) "Mono-
sized dripping mode of axisymmetric flow focusing” Phys. Rev. E.,
with permission from American Physical Society for its partial or
total reproduction in this thesis. Impact factor: 2.366 (Q1: 6 of
53 in category of Physics, Mathematical) (Source: Journal Citation
Reports, 2016) Citations: 7 (Source: Scopus, April 2019)

e F. Cruz-Mazo, M. A. Herrada, A. M. Gaifian-Calvo, J. M. Mon-
tanero (2017) ”Global stability of axisymmetric flow focusing” J.
Fluid Mech. with permission from Cambridge University Press for
its partial or total reproduction in this thesis. Impact factor: 2.893
(Q1: 16 of 134 in category of Mechanics) (Source: Journal Citation
Reports, 2017)
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e F. Cruz-Mazo, M. O. Wiedorn, M. A. Herrada, S. Bajt, H. N. Chap-
man, A. M. Gaian-Calvo (2019) ”Aerodynamically-assisted elec-
trified microscopic jets” in preparation for resubmission.

Research articles as co-author:

e M. O. Wiedorn et al. (2018) "Rapid sample delivery method for
megahertz serial crystallography at XFELs” IUCRJ with permis-
sion from IUCRIJ for its partial reproduction in this thesis. Contri-
bution of the Ph. D. candidate: experimental work and theoretical
discussions. Impact factor: 6.544 (Q1: 3 of 26 in category of Crys-
tallography) (Source: Journal Citation Reports, 2017) Citations: 5
(Scopus: April, 2019)

e M. O. Wiedorn et al. (2018) ”Megahertz serial crystallography”
Nat. Commun. with permission from Springer Nature for its partial
reproduction in this thesis. Contribution of the Ph. D. candidate:
experimental work as member of the injection team led by Dr. M.
O. Wiedorn and Dr. S. Bajt. The proposal (XFEL2012) was glob-
ally led by Prof. H. N. Chapman and Dr. A. Barty. Impact factor:
12.353 (D1: 3 of 64 in category of Multidisciplinary) (Source: Jour-
nal Citation Reports, 2017) Citations: 9 (Scopus: April, 2019)

e A. M. Gafidn-Calvo, H. N. Chapman, M. Heymann, M. O. Wiedorn,
J. Knoska, Y. Du, B. Ganan-Riesco, M. A. Herrada, J. M. Lépez-
Herrera, F. Cruz-Mazo, and S. Bajt ”Steady capillary jet length” in
preparation for submission. Contribution: experimental work and
theoretical discussions.

Invention patent as co-inventor:

e A. M. Ganan-Calvo, F. Cruz-Mazo, A. J. Diaz-Quintana, 1. Diaz-
Moreno, B. Ganan-Riesco, M. O. Wiedorn, H. N. Chapman, S. Bajt



1.4. WHAT WORKS COMPOSE THIS PH. D. THESIS? 25

(2018) ”Aerodynamically-stabilized electrified microscopic liquid
jets for the transport of samples” Pub. No. US 2018 / 0348091 Al.
Filed: Jun. 1. 2018. Published: Dec. 6. 2018.






Chapter 2

Droplets periodically delivered
by gas-focused liquid menisci

Each piece, or part, of the
whole of nature is always
merely an approximation to
the complete truth, or the
complete truth so far as we
know it. In fact, everything
we know is only some kind
of approximation because
we know that we do not
know all the laws as yet.

Richard P. Feynman

ince the foundational paper of Gafian-Calvo (1998), flow focusing

has attracted the scientific community for its robustness and easy
command in the production of jets and droplets at the microscale.
Specifically, the majority of attention has been paid regarding how this
configuration allow generate droplets small enough with a compatible fre-
quency of generation as large as possible, keys for processes within indus-
try such as microencapsulation, water-oil emulsions, 3D-printing among
others. However, the non-linearity character of the jet breakup makes es-
sential the appearance of satellite droplets that prevent a perfect monodis-
perse droplet production. In this Chapter, we will address that limitation

27
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by the introduction of the monosized dripping mode of flow focusing. So,
we are able to generate droplet trains with diameters significantly smaller
than those produced by a typical dripping faucet (Fig. 2.1).
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Figure 2.1: Comparison of (a) dripping faucet against (b) the monosized
dripping mode of flow focusing.

2.1 Concept and scaling analysis

From a feeding capillary tube of diameter D;, we inject a flow rate Q;, of
a liquid with a density py, viscosity t, and a surface tension o against a
wrapping gas stream of density pg, viscosity U, that flows with a pressure
gradient AP, through a discharge round aperture of diameter D,. So, these
gas-liquid flows enable the ejection of droplets with diameter D,. Let us
to consider the projection of the momemtum equation over the symmetric
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axis, where its evaluation reads as

Ju Jdu  1dp ,qu_ZM
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where u and p are the z components of the velocity and pressure in the lig-
uid domain, respectively. Only the dominant contribution of the viscosity
term has been retained, while forces with gravitational origin are neglected
(i.e. Fr> 1 and Bo > 1). Taking D; as a reference length z, a character-
istic velocity u ~ Qy/D?, and a pressure gradient as dp/dz ~ AP/D;, we
can distinguish between the firs-order scaling law that governs the droplet
diameter for the steady jetting and the monosized dripping modes. For
liquid flows with Wey > 1 and We; < 20, steady jetting is found. Under
these conditions, the jet diameter commensurates to the main drop size
ejected D ~ Dy, the convective acceleration Q% / DgDi turns out dominant
over the local acceleration Q% /D5, that will be valid as long as D; < D;.
Consequently, neglecting the viscosity sinks given the large enough liquid
Reynolds numbers Rey = pyQyD;/ ,LLgDi, we can balance the pressure term
to the convective acceleration and then obtaining an expression equivalent
to the well-known scaling law for steady jetting of flow focusing

1/4
FF _ peQ;
D ( AP ) (2.2)

where the pressure gradient can be considered sufficiently larger than sur-

face tension forces, which entails AP ~ AP,. In the monosized dripping
mode, D; < D;, which entails a sub-dominance of the convective term
over the local acceleration, by the way the pulsatile feature of the flow.
Neglecting the role of the energetic sinks from viscous origins (i.e. un-
der large enough Womersley numbers o = Qng-ng / [.LgDz > 1), we can
balance the local acceleration to the pressure gradient terms as follows:

Q7 AP
D5 peD;

(2.3)

Besides, dimensional analysis provides an estimation for the free-surface
. ) . 1/2 .

breakup time 7, ~ D3/Qy as the capillary time #;, ~ 1. = (p¢D3/0) /2 if

it is assumed at first-order unaffected by external parameters as D;, Qy,
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Figure 2.2: Snapshots of the monosized dripping and its free-satellite
droplet stream liquid breakup (a) during drop inflation and (b) after drop
ejection, with a diameter D; ~ 35 um for this experimental realization.

AP. This additional condition reduces Qy ~ cl/ ng_ 1/ 2DS/ 2. The latter
consideration together with Eq. 2.3 allow us to derive the scaling law for
the drop diameter in this mode Dy ~ (D;c/ AP)l/ % and making the latter
dimensionless with the length scale D;:

1/2
Do (_© 2.4)
D; ~ \Diap,

As can be noted from Eq. 2.4, the flow rate plays a secondary role. This
first-order independence assigns to Qy the role of setting a certain fre-
quency of droplet generation and keeping the same size.

2.2 Experimental validation

We conducted experiments to validate the previously derived scaling law.
We made use of two flow focusing devices with D = 100 um and H =
200 pum and with D =200 um and H = 100 um, respectively. The feed-
ing capillary inner diameter was D; = 150 um in both cases. The liquid
was injected with a syringe pump (Harvard Apparatus PHD 4400), while
the air stream was supplied by a pneumatic circuit connected to a pressure
regulator and a manometer. Both the air stream and the liquid droplets
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are discharged to the atmosphere. The images were acquired with a high-
speed camera (Hyper Vision HPV-2 Shimadzu) and processed with the
open software IMAGEJ to measure the droplet diameter. We collected
more than 200 experimental data using the liquids indicated in the follow-

ing table.
p n o
Liquid (kg/m?) (mPa-s) (mN/m) Symbols

water 997 1 72 O /*
water + glycerol 50/50 vol % 1030 6.2 66 </»
water + glycerol 40/60 vol % 1156  12.3 65 v/é
water + glycerol 30/70 vol % 1182 24.3 64 /A
ethanol 790 1.2 23 /il

Figure 2.3: The top image is a rendering of an x-ray microtomogram of
the flow focusing device with D =200 um and H = 100 um. The bottom
image is the monosized dripping produced with water, Oy = 25 mL/h, and
AP = 41 mbar.

As can be observed, the viscosity ranged from low to moderately high
values. In the following figure we show the parameter window where
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monosized dripping was found for the least and most viscous liquids.
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Figure 2.4: Parametrical window where monosized drippingwas found for
water and water plus glycerol 30/70 vol.

The upper boundaries indicate the transition between steady jetting
and monosized dripping, while the lower ones correspond to the minimum
values of AP below which the liquid ejection interrupt. Figure shows the
value of the ratio ¢} ~ Dz /Qy and the Womersley number ¢« in all the
experimental realizations.

The approximations ¢ ~ Dfl /Qy¢ and o > 1 are consistent with most
of the experimental data. It must be noted that the droplet formation starts
before the free surface pinch-off begins. Therefore, the breakup time may
be significantly smaller than the droplet formation time Dfi /Qy, which
explains why #} < Dz /Qy (see Fig. 2.5). The diameters of the drops pro-
duced in the monosized dripping mode are shown (see Fig. 2.6). The best



2.2. EXPERIMENTAL VALIDATION 33

fit to those diameters is the function

D, p 1/2
=17 2.
D; (DA@) 2:5)

with a normalized Pearson regression coefficient R> = 0.913. As antic-
ipated from the scaling analysis, D; < D;. The scattering of the exper-
imental data around the theoretical curve can be attributed to viscosity
effects. The standard deviation of the droplet size histogram was smaller
than the experimental uncertainty (around 3 %) in all the cases analyzed.
We have verified that satellite droplets appear for viscosities higher than
those considered in our study.
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Figure 2.5: Ratio ¢} /(D;/Qy) and the Womersley number ¢ in all the
experimental realizations.

The scaling law may disguise an important aspect of the phenomenon
here described: both the pressure drop AP and the liquid flow rate Qy are
control parameters of the system.
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Figure 2.6: Diameters of the drops produced in the monosized dripping
mode. The line is the function D;/D; = 1.7(c /D;AP)"/2.

Although Eq. 2.5 contains the driving pressure drop alone, the lat-
ter one and the liquid flow rate can be independently adjusted within the
parameter range shown. In fact, the droplet generation frequency f can
be continuously varied, without changing the droplet size, by varying the
liquid flow rate while keeping the applied pressure drop constant. This im-
plies that the droplet generation frequency does not necessarily belong to
the discrete set of eigenfrequencies of the liquid meniscus. To demonstrate
this, we represent in the following figure the droplet generation frequency
as a function of the flow rate. The frequency was made dimensionless
with the capillary time . = (p;D?/c)!/? defined in terms of the feeding
capillary diameter D;, while the flow rate was expressed in terms of the
characteristic quantity Qg = (6*/p,AP3)!/2. There is a continuous dis-
tribution of the experimental measurements along the two axes, with no
trace of discontinuities associated with the discrete set of meniscus eigen-
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frequencies
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Figure 2.7: Droplet production frequency f as a function of liquid flow

rate Qp. The line is the fit f -7, = 0.21(Qy/Qs)"* to the experimental
data.

10

The data are fitted by a power law with exponent unity within the experi-
mental uncertainty and therefore Eq. 2.5 is recovered.

A natural question is whether the monosized dripping mode analyzed
here corresponds to the onset of the absolute instability of the flow focus-
ing steady jetting regime and therefore the parameter conditions leading
to this mode are those predicted by the spatiotemporal stability analysis
of the configuration. Figure 2.8 shows all the experimental realizations
projected onto the plane defined by the Reynolds and Weber numbers

Re) = é—, Wep = —————, (2.6)
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where va = 4Qg/7'L'D3 and D; = (8p,Q7/n>AP)'/* are the jet’s veloc-
ity and radius calculated assuming the steady jetting regime, respectively.
The figure also shows the curve corresponding to the convective-to-absolute
instability transition calculated by Leib and Goldstein (1986a, 1986b). As
it can be observed, monosized dripping was found for parameter condi-
tions significantly far away from that instability transition.

) —
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Figure 2.8: Reynolds and Weber numbers where monosized dripping was
found. The curve corresponds to the convective-to-absolute instability
transition described by Leib & Goldstein (1986).

In the more viscous cases, the Weber numbers were larger than those
for which absolute instability arises in the jet, while the opposite occurs for
the least viscous liquid. Therefore, monosized dripping is not necessarily
linked to the appearance of absolute instability in the emitted jet. The
fact that the monosized dripping mode is found for Weber numbers than
those of the convective-to-absolute instability transition suggest that, in
this case, this mode originates from an instability in the tapering meniscus
(not in the emitted jet).
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For the interested reader, note that the scaling law derived in this Chap-
ter differs from that obtained for the bubbling mode of flow focusing
(Gafian-Calvo & Gordillo, 2001; Gafian-Calvo, 2004b). The fact that the
outer phase has a much lower density than the inner one in our system fun-
damentally changes the problem. In particular, while the radial pressure
gradient in the outer phase can be neglected in the liquid-surrounded-by-
gas system, this approximation is not valid in the opposite configuration.






Chapter 3

Gas-focused liquid jets at
extreme conditions

Divide each difficulty into
as many parts as is feasible
and necessary to resolve it.

René Descartes

ting regime of gaseous flow focusing. The base flows are calculated

by solving the full Navier-Stokes equations and boundary conditions
for a wide range of liquid viscosities and gas speeds. The axisymmetric
modes characterizing the asymptotic stability of those flows are obtained
from the linearized Navier-Stokes equations and boundary conditions. We
determine the flow rates leading to marginally stable states, and compare
them with the experimental values at the jetting-to-dripping transition.
The theoretical predictions satisfactorily agree with the experimental re-
sults for large gas speeds. However, they do not capture the trend of the
jetting-to-dripping transition curve for small gas velocities, and consider-
ably underestimate the minimum flow rate in this case. To explain this
discrepancy, the Navier-Stokes equations are integrated over time after in-
troducing a small perturbation in the tapering liquid meniscus. There is
a transient growth of the perturbation before the asymptotic exponential
regime is reached, which leads to dripping. So, this chapter shows that
flow focusing stability can be explained in terms of the combination of

In this chapter, we analyze numerically the stability of the steady jet-

39
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asymptotic global stability and the system short-term response for large
and small gas velocities, respectively.

3.1 Revision of stability and dripping-jetting

As we have introduced in the first chapter, the controlled production of
liquid jets on the micrometer scale is of enormous interest in very diverse
fields, such as pharmacy, biotechnology, and the food and agriculture in-
dustry. Besides the application of steady liquid jets on SFX (Chapman
et al., 2011), their capillary breakup is very useful for generating col-
limated streams of droplets, combining high production rates and good
monodispersity degrees (Gafidn-Calvo et al., 2013). This process requires
establishing the so-called steady jetting regime, where a source of liquid
steadily emits an oscillation-free filament, which eventually breaks up at
distances from the source much larger than the filament diameter. If the
steady jetting regime is unstable, small-amplitude perturbations grow and
eventually leave the linear regime. When the nonlinear terms of the hydro-
dynamic equations manage to stabilize those perturbations, the instability
manifests itself as self-sustained oscillations of the entire system (Sauter
& Buggisch, 2005; Rubio-Rubio et al., 2013), which may give rise to
non-regular emission of droplets downstream (Gordillo et al., 2014). On
the contrary, if the perturbations grow without bound, then the jet’s free
surface will break up next to the liquid source, leading to the so-called
dripping mode.

The theoretical study of the steady jetting stability has been tradition-
ally conducted also considering simple parts of the fluid domain, and ap-
plying a linear local analysis to them. An infinite cylindrical liquid jet
(column) in vacuum is probably the simplest capillary system which one
can think off. In this case, the study reduces to the temporal stability
analysis to obtain the dispersion relationship, which allows one to calcu-
late the continuum spectrum of eigenfrequencies characterizing the ax-
isymmetric normal modes (Fourier components) as a function of their real
wavenumbers (J. W. S. Rayleigh, 1892). The decomposition of initial
perturbations into the corresponding eigenmodes has proved to be use-
ful for studying the short-term evolution of those perturbations (Garcia &
Gonzélez, 2008). The above conclusions do not apply to a semi-infinite
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jet issuing from a nozzle. In this case, the spatial stability analysis con-
stitutes a more realistic approach. The corresponding dispersion relation
allows for the calculation of the (complex) wavenumber characterizing
the perturbation evolution for a given (real) frequency (Leib & Goldstein,
1986a). The growth rates calculated in this way are in excellent agree-
ment with experiments (Gonzalez & Garcia, 2009). Neither the temporal
nor the spatial stability analyses of a liquid jet allow one to determine the
parameter conditions for the steady jetting regime to occur when a liquid
tapers from a source. For that purpose, one can conduct a spatio-temporal
stability analysis (where both the wavenumber and frequency are complex
numbers) to calculate the convective-to-absolute instability transition as a
function of the governing parameters (Huerre & Monkewitz, 1990). It has
been postulated that local convective instability throughout the whole fluid
domain is sufficient to reach steady jetting. In this case, all the perturba-
tions are convected downstream preserving both a stable liquid source and
a steady filament long as compared to its diameter. On the contrary, ab-
solute instability allows perturbations to travel upstream while growing,
which is expected to cause either self-sustained oscillations or dripping.
However, the link between absolute instability and these two phenomena
is not clear even in relatively simple cases, where the base flow is almost
uniform. For instance, (Yakubenko, 1997) has showed that inclined jets
can suffer from self-sustained oscillations even if they are convectively
unstable throughout the whole fluid domain. The Weber number for the
convective-to-absolute instability transition significantly differs from that
corresponding to the steady jetting instability in both plane liquid sheets
(de Luca, 1999) and round jets (Dizes, 1997).

The main limitation of the spatio-temporal stability analysis is its lo-
cal character, i.e., it is valid as long as the base flow explored by the per-
turbations is quasi-parallel and quasi-homogeneous in the streamwise di-
rection. This approach has been successfully applied to slowly spatially
developing (weakly non-parallel) base flows (Chomaz, 2005; Tammisola
et al., 2011). However, there are many applications where the hydrody-
namic length characterizing the base flow is of the order of or even much
smaller than that of the dominant perturbation, which invalidates the lo-
cal approximation. In these cases, an accurate stability analysis requires
the calculation of the global modes, which sheds new light in the physical
mechanisms at play.
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Global modes are patterns of motion depending in an inhomogeneous
way on two or three spatial directions, and in which the entire system
moves harmonically with the same (complex) frequency and a fixed phase
relation (Theofilis, 2011). They are calculated as the eigenfunctions of
the linearized Navier-Stokes operator as applied to a given configuration
(base flow). If the spectrum of eigenvalues is in the stable complex half-
plane, the base flow is linearly and asymptotically stable, which means
that any initial small-amplitude perturbation will decay exponentially on
time for + — oo (as long as the linear approximation applies). Global in-
stability is frequently linked to the convective-to-absolute instability tran-
sition, and is also assumed to cause either self-sustained oscillations or
dripping. Tammisola, Lundell, and Soderberg (2011); Tammisola et al.
(2012) have studied the effect of surface tension on the global stability of
co-flow jets and wakes at a moderate Reynolds number. Sauter and Bug-
gisch (2005) and Gordillo et al. (2014) have examined the global stability
of jets stretched by the action of gravity and a coflowing stream, respec-
tively.

Linear asymptotic global stability does not necessarily implies lin-
ear stability. If the linearized Navier-Stokes operator is normal, then the
perturbation energy decreases monotonously not only in the asymptotic
regime but also during the system’s short-term response. On the contrary,
if this last condition does not apply, there can be a transient growth of the
perturbation energy before the asymptotic exponential regime is reached
(Chomaz, 2005; Schmid, 2007). The short-term, non-exponential growth
of small-amplitude perturbations can be responsible for the instability of
asymptotically stable systems. In fact, convective instabilities commonly
arising in problems with inflow and outflow conditions are not typically
dominated by the long-term modal behavior. For instance, asymptotically
stable gravitational jets eventually break up due to the growth of non-
normal modes de Luca, Costa, and Caramiello (2002). Therefore, a base
flow is stable according to linear asymptotic global stability only if (i) all
the linear eigenmodes are stable, and (ii) the linearized Navier-Stokes op-
erator associated with that flow is normal. If this last condition does not
verify, more sophisticated approaches have to be taken to accurately cap-
ture the short-time dynamics, which may be more relevant to the overall
flow physics.

Axisymmetric gaseous flow focusing (Gafidn-Calvo, 1998) has be-
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come a very popular technique to produce droplets in the steady jetting
mode with diameters ranging from the sub-millimeter to the micrometer
scale (Si et al., 2014; Trebbin et al., 2014; Forbes & Sisco, 2014). In this
technique, a high-speed gas stream transfers energy to the liquid accumu-
lated in a meniscus hanging on a feeding capillary through the collabora-
tive action of both hydrostatic pressure and viscous shear forces. Flow fo-
cusing is attractive because produces jets much thinner than the discharge
orifice, making use of purely hydrodynamic means, with no restrictions
on the liquid properties.
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Figure 3.1: Sketch of the a convergent-divergent flow focusing nozzle
used in the experimental study of Acero et al. (2012).

The minimum jet diameter in flow focusing is fundamentally deter-
mined by the axisymmetric instability arising when the injected liquid
flow rate decreases below a certain threshold (Si et al., 2009; Vega et
al., 2010; Montanero et al., 2011). This instability limit has been ana-
lyzed in terms of both the convective-to-absolute instability transition in
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the emitted jet for low gas speeds, and the breakdown of the balance be-
tween viscosity, surface tension, and inertia in the liquid meniscus for
sufficiently high gas velocities. The understanding of these two instabil-
ity mechanisms has allowed us to rationalize the experimental results ob-
tained both in the low- (Vega et al., 2010) and high-viscosity (Montanero
et al., 2011) limits. However, there is not as yet a comprehensive study
to describe the minimum flow rate instability on a rigorous basis. In this
Chapter, we will conduct a linear global stability analysis of the base flow
arising when a liquid meniscus is focused by a high-speed gaseous stream
crossing a converging-diverging nozzle (Acero et al., 2012). We will cal-
culate the axisymmetric eigenmodes, and determine the system’s global
stability limit as the parameter conditions for which the dominant mode
becomes unstable. The comparison with experimental results will show
that this analysis significantly underestimates the minimum flow rate for
small enough gas speeds, which reveals the inability of the asymptotic sta-
bility theory to describing the short-term dynamics. This conclusion will
be confirmed by direct numerical simulations of both the linearized and
non-linear Navier-Stokes equations, which will show how perturbations
introduced into globally stable base flows can grow over time. We will
not consider the whipping instability because: (1) it strongly depends on
the shape of the nozzle, which hinders the comparison between the nu-
merical and experimental results; and (ii) the computing time for direct
numerical simulations increases very significantly.

We consider an axisymmetric gaseous flow focusing configuration with
a convergent-divergent gas aperture (see Fig. 3.1). A liquid of density p,
and viscosity i is injected through a feeding capillary of diameter D; at a
constant flow rate Q. The feeding capillary is located inside a converging-
diverging nozzle with an orifice of diameter D. The distance between the
capillary end and the nozzle neck is H. A gas stream of density p, and
viscosity U, flows through the nozzle driven by the applied pressure drop
AP. An axisymmetric meniscus hangs on the edge of the capillary end due
to the action of the surface tension o. In the steady jetting regime, a lig-
uid microjet tapers from the meniscus tip, and crosses the nozzle coflow-
ing with the outer gas stream. The interfacial (capillary) sink of energy
typically plays a secondary role as compared to the jet’s kinetic energy
(Gandn-Calvo, 1998). For this reason, the jet diameter downstream, D,
essentially depends on the liquid density p; and viscosity iy, as well as
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on the control parameters O, and AP. If one also neglects the viscous dis-
sipation of energy, the conservation of this quantity yields (Gafidn-Calvo,

1998
) 8 Q2 1/4
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This characteristic length allows us to bring up here the Reynolds and
Weber numbers
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where v =40,/ (n(D%T)? is the mean velocity of the jet calculated from
Df F. The density and viscosity ratios, p = p,/ps and @ = U,/ . take
very small values in gaseous flow focusing, and thus their influence on the
steady jetting stability can be neglected. For a fixed geometrical config-
uration, the three governing (dimensionless) parameters are Rey, We, and
the Ohnesorge number C = py(p,oR;)~1/2.

Most of previous studies (Gafidan-Calvo, 1998; Si et al., 2009; Vega
et al., 2010; Acero et al., 2012) have examined the original flow focus-
ing configuration (Gafidn-Calvo, 1998) where the nozzle is replaced by a
plate with an orifice. In these studies, the analysis has been simplified by
examining the stability of the liquid source (meniscus) and the emitted jet
separately: the steady jetting regime is assumed to be stable if and only
if these two subdomains are stable. The liquid flow rate leading to the
meniscus instability has been estimated through simple scaling analyses
in both the inviscid (Vega et al., 2010) and viscous limits (Montanero et
al., 2011). The jet’s behavior has been described in terms of the spatio-
temporal stability analysis for a uniform base flow (Leib & Goldstein,
1986a), which allows one to determine whether the jet is either convec-
tively or absolutely unstable. Finally, for high enough liquid viscosities,
the system runs into the surface tension barrier at the jet inception, Wey ~ 1
(Eggers & Villermaux, 2008), before the jet becomes absolutely unstable.
Therefore, steady jetting gives rise to dripping if one of the above three
instabilty limits is reached. Experimental results have shown that the first
limit arises in the first place for large enough applied pressure drops (gas
speeds) (Montanero et al., 2011), while either the second or third condi-
tion determines the steady jetting stability for sufficiently low values of
AP (Si et al., 2009; Vega et al., 2010).
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Experiments were conducted by Acero et al. (2012) to examine the
stability of the steady jetting regime when focusing a liquid stream in a
converging nozzle. For this purpose, the steady jetting was established for
a sufficiently high liquid flow rate, and then the value of this quantity was
progressively decreased while keeping the applied pressure drop constant.
shows the projection of the experimental results onto the parameter plane
defined by the Reynolds and Weber numbers (see Eq. 3.2) for different
Ohnesorge numbers. The properties of the working liquids and the corre-
sponding values of the Ohnesorge number are displayed in the following
table.

Liquid pkgm?) o Nm') p(Pas) C

500-cSt silicone oil 970 0.020 0.48 12.6
100-cSt silicone oil 961 0.021 0.096 2.47
5-¢St silicone oil 917 0.019 0.0046 0.127
Water 998 0.072 0.0010 0.0136

The steady jetting realizations also include those where the jet bends
due to the whipping instability (not considered in this work). The jetting
mode is limited by the existence of a minimum flow rate for large enough
applied pressure drops (Vega et al., 2010; Acero et al., 2012). When this
parameter takes small values, the behavior of the jet depends on the liquid
viscosity: the convective-to-absolute instability transition becomes domi-
nant for low and moderate viscosities (water and 5-cSt silicone oil) (Vega
et al., 2010), while the instability barrier We, ~ 1 is reached in the high-
viscosity cases (100-cSt and 500-cSt silicone oils) before the jet becomes
absolutely unstable (Acero et al., 2012).

As can be seen, the stability analysis of axisymmetric flow focusing is
a compendium of several rules which must be applied in a different way
depending on the properties of the focused liquids. In particular, the lo-
cal stability analysis of the emitted jet does not predict the existence of
a minimum flow rate for large applied pressure drops, which is the most
relevant stability limit at the technological level. Therefore, a comprehen-
sive and more rigurous stability study of the present fluid configuration is
desirable. This study demands the calculation of the linear global modes.
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3.2 Numerical modeling

Bulk and interface equations - In this section, all the variables are made
dimensionless with the capillary radius Rp, the liquid density py, and
the surface tension ¢, which yields the characteristic time and velocity
scales t, = (pyD?/80)"/? and v, = D;/2t,, respectively. The dimension-
less, axisymmetric, incompressible Navier-Stokes equations for the veloc-
ity v/) (r,z;1) and pressure p'/)(r,z;1) fields are

vyl = o, (3.3)
vl

+p% (v .V = —vpl) 4 ydicvivl), (3.4)

where 7 is the time, r (z) is the radial (axial) coordinate, u/) (w(/)) is the
radial (axial) velocity component, and §;; is the Kronecker delta. In the
above equations and henceforth, the superscripts j = ¢ and g refer to the
liquid and gas phases, respectively, while the subscripts ¢, r, and z denote
the partial derivatives with respect to the corresponding variables. The
action of the gravitational field has been neglected due to the smallness of
the fluid configuration.

Taking into account the kinematic compatibility and equilibrium of
tangential and normal stresses at the interface r = F(z,¢), one gets the
following equations:

F, w® (0 — sz(g) _ 48 = 0, (3.5)

(1= F2) (i) 4+ ul) 4 2B, (") — i) =
(1 _Fzz)(wgg) +u§g))+zp‘z(u£8) _ng))] (3.6)

o FRa—1 =2 2cu!) — ) +ul) + 2]
R e -

. 2,LLC[u£g) _Fz(wgg) —l—ugg)) +lzyzzwgg)]
14F? '

Pl (3.7)
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Boundary conditions and geometry - The Navier-Stokes equations are
integrated in the numerical domain sketched (see Fig. 3.2). The (dimen-
sionless) shape S(z) of the nozzle is given by the function

S(Z):{ Ry —aptanh[oy(z — 7)) for 0<z<L;

Ry +atanh[o(z— zny)] for Ly <z<L;+L,° (3.8)

where R, , = (R;,+D/2)/2 and a;, = (R;» —D/2)/2. The shape of
the converging part of the nozzle is given by the parameters R;, D, and
0y, while its position in our coordinate system and length are determined
from z,,; and L;, respectively. Analogously, the shape of the diverging part
of the nozzle is defined by the parameters R,, D, and o, while its length
is L,. The mid-point axial position of the diverging part, z,,,, is calculated
from the continuity condition of S(z) at z = L;. Finally, the parameter H
characterizes the axial position of the feeding capillary end in the nozzle.
In our simulations, R; =2.67, R, =533, D =259, oy =, = 1, 2y =
693, L;=L,=10,and H = 5.87.

L L

Qutflow

R

S(z) D/2
| Rl Fe —

z=0 Symmetry axis

Figure 3.2: Sketch of the computational domain of the convergent-
divergent nozzle.

At the inlet section z = 0, we impose an uniform velocity profile in the
gaseous stream, and the Hagen-Poiseuille velocity distribution ul) =0
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and w(¥) = 2v,(1 —r?) (v, = 4Q;/(rD?v,)) in the liquid domain. The gas
inlet velocity is adjusted so that the pressure drop AP between the inlet and
outlet sections of the numerical domain corresponds to that of the experi-
ments. The non-slip boundary condition is imposed at the solid walls. We

0 = wg) = 0 at the symme-

prescribe the standard regularity conditions ul
try axis, and the outflow conditions ut) = ng ) = F, = 0 at the right-hand
end z = L; + L, of the computational domain. We verified that the results
are not significantly affected by this last condition by comparing the sta-

bility limits for different values of L,.

Numerical method - The hydrodynamic equations are spatially dis-
cretized with the Chebyshev spectral collocation technique using 35 and
1001 collocation points along the radial and axial directions, respectively.
We conducted simulations for different mesh sizes to ensure that the re-
sults did not depend on that choice It is important to note that a coordi-
nate transformation is required for mapping the physical fluid domain of
(r,z) onto square computational domains in mapped coordinates (£,1). In
the liquid phase, the mapped radial and longitudinal coordinates turns out
& =r/F(z,t), ne=1z/(L; +L,), respectively. In the gas phase, the trans-
formations are §, = (r — F(z,t))/(S(z) — F(z,t)) and Ny = z/(L; + L;).
Note that &;,&,,1m¢, Mg € [0,1]. To calculate the linear global modes, one
assumes the temporal dependence U (r,z;t) = Uy(r,z) + €8U(r,z) e '
(¢ < 1). Here, U(r,z;t) represents any hydrodynamic quantity, Up(r,z)
and 86U (r,z) stand for the base (steady) solution and the spatial depen-
dence of the eigenmode, respectively, while @ = @, + i®; is the eigenfre-
quency. Both the eigenfrequencies @ and the corresponding eigenmodes
OU are calculated as a function of the governing parameters. The domi-
nant eigenmode is that with the largest growth factor ;. If that growth fac-
tor is positive, the base flow is asymptotically unstable (Theofilis, 2011).
In the direct numerical simulations, the time-dependent fluid region is
mapped onto a fixed numerical domain through a coordinate transfor-
mation. An implicit time advancement is performed using second-order
backward finite differences. For the interested reader, further details about
the numerical procedure can be found in (Herrada & Montanero, 2016),
where it is shown how the the method for solving the eigenvalue and time-
dependent problems are essentially the same. Here, we will give a brief
note. The elements of the Jacobian _¢# (P4) for the discretized equations
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have to fulfill ¢ (p.9) UC@ = .7 (P)given the unknowns from the base flow
Ul (g=1,2,...,n x N are the n unknowns evaluated at the N grid points).
Previous relations are computed by symbolic algorithm using standard
software available in the market. For the iterative Newton-Raphson pro-
cess, those functions have to be simply evaluated numerically for each
step, which reduces the computational costs. The updating vector is ob-

tained as 6U0(q) =7 (r.4) Z(P) where the functions .Z () come from
the evaluation at each spatial point for the previous iteration. Due to
the analogy of both problems, the briefly commented procedure can be
used for the determination of the eigenvalue problem linked to the lin-
ear global modes of the system. The spatial dependence of the linear
perturbation U@ is the solution to the generalized eigenvalue problem

jo(p Dsya) = inﬁf’ 20 (@), where /0(17 ) is the Jacobian of the Sys-

tem evaluated with the base solution U(Eq), and o@,(,p ) accounts for the
temporal dependence of the problem. Therefore, the numerical algorithm
developed for the base flow problem can also be applied to the linear sta-
bility analysis.

Base flow and spectrum - Figures 3.3 and 3.4 (top) show two stable
base flows calculated for the lowest and highest Ohnesorge numbers con-
sidered in this work. In the low-Ohnesorge number case, the viscous shear
stress exerted by the high-speed gas stream over the free surface acceler-
ates the liquid there, and drags it towards the meniscus tip. The pressure
increases at the stagnation point located right in front of the emitted jet,
which pushes the liquid backwards across the meniscus. The resulting
recirculation cell occupies the entire meniscus and enters the feeding cap-
illary. In the high-Ohnesorge number case, the gas current does not form
the recirculation cell due to the strong viscous stresses arising in the lig-
uid meniscus. Those stresses arrange the streamlines and direct the flow
in the meniscus tip. The resulting flow pattern becomes similar to that
appearing in liquid-liquid coflowing configurations. Figures 3.3 and 3.4
(bottom) show the spectrum of eigenvalues @ = ®, + iw; with oscillation
frequencies @, around that of the dominant mode. The open symbols are
the eigenvalues characterizing the linear global modes of the stable base
flows in figures 3.3, 3.4, while the solid symbols correspond to those ob-
tained when the liquid flow rate is slightly decreased while keeping the
applied pressure drop constant until those flows become asymptotically
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Figure 3.3: Marginally stable conditions of the base flow (top) for Re; =
34.3, Wey = 2.03 and C = 0.0136 together with the eigenvalues (bottom)
for the latter conditions (open symbols) and also for Re; = 33.6, Wey =
1.98 and C = 0.0136 (solid symbols).
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Figure 3.4: Marginally stable conditions of the base flow (top) for Re, =
0.045, Wey =2.27 and C = 12.6 together with the eigenvalues (bottom) for
the latter conditions (open symbols) and also for Rey = 0.0421, Wey =2.12
and C = 12.6 (solid symbols)

The point representing the dominant global mode slightly moves up,
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and crosses the complex plane imaginary axis causing asymptotic insta-
bility. The frequency of this mode is around unity for the low-viscosity
liquid. This means that the flow focusing steady regime becomes asymp-
totically unstable due to the unbounded growth of self-excited oscillations
characterized by a frequency that approximately equals the inverse of the
capillary time. The frequency of the dominant mode considerably de-
creases as viscosity increases, while the opposite occurs to the subdomi-
nant ones.
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Figure 3.5: Oscillation frequency ®, and growth factor @; as a function
of the liquid flow rate Q, for Ap = 7.78. The solid and open symbols
correspond to C = 0.0136 and 12.6, respectively.

Sensibility of (@;, ®,) with Qy - Figure 3.5 shows the evolution of the
dominant eigenvalue as the liquid flow rate decreases for a constant ap-
plied pressure drop. This figure illustrates what happens in a typical flow
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flow focusing experiment, when the stability limit is determined starting
from a stable configuration for a sufficiently large flow rate, and then
this quantity is progressively decreased while keeping the applied pres-
sure constant (Acero et al., 2012). The oscillation frequency @, of the
dominant mode is practically independent of the liquid flow rate in the
low-viscosity case, while it significantly decreases as Q, decreases for the
viscous liquid. The growth rate exhibits a quasi-linear dependence with
respect to the liquid flow rate in both the low- and high-viscosity cases.
The slope of the curve ®;(Qy) for the viscous liquid is much smaller than
in the low-viscosity case, which suggests that the minimum flow rate is
more sensitive to variations of the rest of governing parameters in the for-
mer case. The minimum flow rate is around 0.2(cD? /8p,)'/? for both
water and 500-cSt silicone oil. Because the water surface tension is much
larger than that of 500-cSt silicone oil, the above result implies that the
minimum flow rate is considerably smaller in the latter case, in agreement
with previous experimental observations (Acero et al., 2012).

Experimental validation - The stability limits corresponding to the
jetting-to-dripping transition in (Acero et al., 2012) are compared with
the corresponding predictions obtained from the asymptotic global sta-
bility analysis (see Fig.3.6). There is remarkable agreement between the
experimental and theoretical results for 5-cSt and 100-cSt silicone oils.
The linear stability analysis satisfactorily captures the influence of viscos-
ity in all the cases. The theoretical predictions for water systematically
underestimate the critical flow rate for Weber numbers larger than unity
(large applied pressure drops), which leads to a stable parameter region
bigger than that observed in the experiments. This pancy can be explained
in terms of the finite-amplitude perturbations that inevitably appear in ex-
periments, which can destabilize configurations stable under infinitesimal
disturbances. The pressure waves driven by the syringe pump used to in-
ject the liquid constitutes an example of such perturbations (Korczyk et
al., 2011). The theoretical predictions for 500-cSt silicone oil systemati-
cally overestimate the minimum flow rate for Weber numbers larger than
unity. This means that steady jetting realizations were observed in the
experiments even for asymptotically unstable configurations. This dis-
crepancy cannot be attributed to possibly stabilizing effects of non-linear
terms, which would yield self-sustained oscillations not observed in the
experiments. A plausible explanation for this deviation may be found in
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the differences between the numerical and experimental geometries. On
one side, the nozzle inner shape was modeled in the simulations by the
function (3.8) to simplify the numerical calculations. On the other side,
the experiments were conducted for a large ratio H/D (close to its maxi-
mum possible value), and therefore small variations of the capillary posi-
tion H must considerably influence the critical flow rate, according to the
experimental data of Montanero et al. (2011) for the plate-orifice configu-
ration.
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Figure 3.6: Stability map for the flow focusing configuration shown in fig-
ure 2. From right to left, the solid lines approximately correspond to the
experimental jetting-to-dripping transitions shown in (Acero et al., 2012)
for C = 0.0136 (water), 0.127 (5-cSt silicone oil), 2.47 (100-cSt silicone
oil) and 12.6 (500-cSt silicone oil), respectively. The open symbols are
the corresponding transitions from asymptotically stable-to-unstable base
flows. The figure shows the minimum flow rates estimated from these the-
oretical predictions. The solid triangles and circles are stable and unstable
direct numerical simulations for water, respectively.
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These geometrical deviations are expected to affect the minimum flow
rate to a greater extent for high viscosities because of the large sensitivity
of that threshold to small variations of the rest of parameters in that case
(see Fig. 3.5). Confirming the validity of this explanation would require a
systematic parameter study that is beyond the scope of the present thesis.
The asymptotic stability limit curves do not have the elbow observed in
the experiments for Weber numbers around unity. In the next subsection,
we will explain this discrepancy in terms of a convective instability result-
ing from the superposition at short times of asymptotically stable global
modes. For this purpose, the Navier-Stokes equations will be integrated
over time to monitor the evolution of small perturbations introduced into
the liquid meniscus. It must be noted that previous studies (Si et al., 2009;
Montanero et al., 2011) have already recognized that the nature of this
instability is different from that arising for large pressure drops (Weber
numbers). In fact, they have described the phenomenon in terms of the
convective-to-absolute instability transition (Huerre & Monkewitz, 1990)
taking place in an infinite cylindrical jet.

Energy of the perturbation- In order to gain insight into the physical
mechanisms responsible for the asymptotic global instability, we consider
the kinetic energy e = p + 1/2p%s (|ul?) |2 + |w(/)|?) associated with the
eigenmode. Figures 3.7 a,b, shows the isolines of this quantity for the
modes causing the instability of the base flows in figures 3.3 and 3.4 (top).
The scalar fields e(r, z) in the liquid and gas domains have been normalized
with their corresponding maximum values. The maximum values in the
liquid domain are around 132 and 37 times as those of the gas stream
for the low- and high-viscosity cases, respectively. This indicates that the
physical origin of the instability must be located in the liquid domain,
as assumed in previous studies (Si et al., 2009; Montanero et al., 2011;
Acero et al., 2012). The perturbation energy in the liquid domain increases
monotonously along the streamwise direction. The perturbation energy of
the gas increases both next to the jet’s free surface and in the shear layers
between the gas current and the outer recirculation cells.

Short-term response - In this subsection, we analyze the temporal evo-
lution of a small perturbation introduced into an asymptotically stable base
flow. The perturbation consists in the deformation of the free surface (the
velocity and pressure fields are not perturbed) at = 0 given by the Dirac
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delta function

f@)=p e /e (3.9)
6
| @ ’
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Figure 3.7: Perturbation energy e for Re; = 33.6, We; = 1.98 and C =
0.0136 (a), and for Rey = 0.0421, Wey = 2.12 and C = 12.6 (b). The
scalar fields e(r,z) in the liquid and gas domains have been normalized
with their corresponding maximum values. The maximum values in the
liquid domain are approximately 132 and 37 times as those of the gas
stream for the low- and high-viscosity cases, respectively. Higher (lower)
values of e correspond to the colour yellow (blue). Free-surface deforma-
tion calculated with the linearized (dash line) and nonlinear (solid line)
hydrodynamic equations at t = 0 (c), 4 (d) and 4.3 (e) for Re, = 40.1,
Wey =1.21 and C = 0.0136.
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where f indicates the maximum deformation, while zy and a are the
impulse location and width, respectively. In all the cases, a small-amplitude
(B = 0.01) deformation is introduced in the liquid meniscus (z9 = 4.5)
with a width (@ = 0.1) sufficiently small for the impulse to trigger a train
of capillary waves with a wide range of wavelengths.

We have integrated the Navier-Stokes equations and boundary condi-
tions linearized around the base flow to examine its short-term response to
the impulse with the same governing equations as those of the asymptotic
global stability analysis. Figures 3.7 c,d,e show the free surface defor-
mation at three instants for an asymptotically stable base flow. Due to the
small magnitude of the perturbation, the free surface deformation is hardly
noticeable at t = 0. Owing to the non-normal character of the linearized
Navier-Stokes operator, the superposition of decaying perturbations trig-
gered by Eq. 3.9 gives rise to the free surface pinch-off within the numer-
ical domain. This kind of short-term convective instability does not cause
oscillations of the liquid meniscus, as also shown by the experiments (Si
et al., 2009; Vega et al., 2010).

In the dripping mode of flow focusing, the liquid free surface breaks up
at distances from the discharge orifice of the order of its diameter. There-
fore, it is reasonable to identify as dripping those simulations where the
free surface pinches within our numerical domain, and as jetting other-
wise. The solid circles (triangles) in Fig.3.6 correspond to dripping (jet-
ting) flow focusing realizations for water. As can be observed, the short-
term convective instability explains the elbow of the stability limit curve
for Weber numbers around unity, i.e., why steady jetting becomes unsta-
ble and evolves towards dripping for Weber numbers less than unity even
if the flow rate is larger than the critical value predicted by the asymptotic
stability analysis.

Figures 3.7 c,d,e also show the free surface deformation when the non-
linear terms of the hydrodynamic equations are taken into account. As can
be observed, these terms do not manage to stabilize the perturbation, and
the jet’s free surface breaks up next to the liquid source (dripping mode).
As expected, only the free-surface pinch-off is affected by non-linearities,
while the latter remain inconsequential in the rest of the numerical do-
main. Naturally, there is a small jet portion next to the outlet section
“contaminated” by the outflow boundary condition (especially in the non-
linear simulation), but this defficiency does not affect the validity of the
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above conclusions. Modal stability theory lies in the assumption that the
linearized Navier-Stokes operator is normal, which guaranties that the en-
ergy of small-amplitude perturbations around asymptotically stable base
flows decreases monotonously both during the short-term response and the
asymptotic regime. However, there can be situations where that condition
does not verify (Chomaz, 2005; Schmid, 2007). In this case, asymptotic
global stability is a necessary but not sufficient condition for stability.

The present study provides a comprehensive understanding of the flow
focusing stability problem, improving previous partial explanations based
on local stability analysis (Huerre & Monkewitz, 1990; Eggers & Viller-
maux, 2008; Si et al., 2009; Montanero et al., 2011) and scaling laws
(Vega et al., 2010; Montanero et al., 2011; Acero et al., 2012). The anal-
ysis can extended to a number of similar microfluidic configurations, in-
cluding coflow systems, electrospray, liquid-liquid flow focusing. In this
sense, we will include electrohydrodynamic fields together with gaseous
streams in the next chapter.

3.3 Jet speed maximization for MHz-SFX

During 2007, we had the opportunity to participate in an experiment at
FLASH (DESY, Germany) (Wiedorn et al, 2018), where strongly minia-
turized ceramic flow focusing nozzle was used for showing its potential as
fast delivery method of molecules at megahertz XFEL experiments, par-
ticularly at much harder XFEL sources like European XFEL. Indeed, jet
speed almost reached 80 m/s, avoiding the issues from gap dynamics. The
Ph. D. candidate contributed in this work with the test and preparation of
nozzles during the beamtime and later on with theoretical discussions.

Some months later, we report the significant role played by gas-focused
liquid jets in the first experiments that took place in September 2017
and April 2018 at the European XFEL, particularly at their SPB/SFX in-
strument. Those experiments were performed according to the proposal
XFEL2012, led by Prof. H. N. Chapman and Dr. A. Barty.
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Figure 3.8: Plot of the evolution of the gap size in the first 50 ns after the
FLASH FEL pulse hit the jet (solid circles) and the fit of a logarithmic
function to the data (dashed line). The jet was flowing at a rate of 6.7
mL/min (helium mass-flow rate Q,, = 2.6 mg/min) with a diameter D; =
3.1 mm and velocity v; = 60 m/s. The dose deposited into the jet was
approximately 30 MGy. Note that the position of the gap in the jet varies
as a result of nozzle vibrations (Wiedorn et al, 2018).

Besides theoretical discussions, the participation of the Ph. D. can-
didate consisted in the preparation, assembly and test of flow focusing
nozzles used at the beamline. Here, we briefly sum up the main results of
the work based on those experiments (Wiedorn et al., 2018).

Fast jets - As we said above, the delivery of crystal suspensions was
carried out through gas-focused liquid jets. The fluid setup was formed
by a high-pressure liquid chromatography (HPLC) pump (Shimadzu) for
an accurate control of the steadiness of the liquid flow rate Qy injected.
Given that interesting values for Q; should be around the minimum liquid
flow rate attainable Qy,,i,, keeping a steady flow rate turns out essential.
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Figure 3.9: Megahertz serial crystallography. Pulses from the European
XFEL were focused on the interaction region using a set of Beryllium
lenses. Protein crystals in crystallization solution were introduced into
the focused XFEL beam using a liquid jet of 1.8 um diameter moving
at speeds between 50 m/s and 100 m/s. Diffraction from the sample was
measured using an AGIPD, which is capable of measuring up to 3520
pulses per second at megahertz frame rates. In—situ jet imaging (inset)
showed that the liquid column does explode under the X—ray illumination
conditions of this experiment using a jet with a speed of 100 m/s, but that
the liquid jet recovered in less than 1 us to deliver fresh sample in time
for arrival of the next X-ray pulse. Images and movies of jets at different
speeds are included in the supplementary material. (Wiedorn et al, 2018).

As gas stream, Helium was the chosen one. Its use not only comes
from the low electronic interaction of a monovalent element as Helium,
but also for its low density (P (g) = 0.164 kg/m?). Both liquid and gas
flows were monitored by a liquid flow meter (Sensirion) and a gas flow
meter (Bronkhorst), respectively. Likewise, the pressure of the gas stream
was commanded by the use of a pressure regulator (Proportion-air). On
the other hand, nozzle tips were designed for tiny inner diameters (D; = 50
um) together with even smaller gaseous apertures (D, = 30 um) (see
Fig.). They were fabricated by a high-resolution 3D printing (Nanoscribe,
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GmbH) by using a similar strategy already proposed by Nesdag. Input
lines of both sample and gas were fused silica tubes with internal diam-
eters of 50 um and 100-200 um, respectively. With this strong nozzle
miniaturization, we could reach steady jetting conditions with suitable jet
speeds, randing from 50 to 100 m/s.
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Figure 3.10: Images of interaction of the EuXFEL liquid jet for the first 5
pulses in a train. Jets over 50 m/s (top row) recover in time for the next
pulse, whereas slower jets of the type commonly used at LCLS do not
recover in time for the next XFEL pulse at MHz repetition rates (bottom
row). Red line shows the intersection point with X-ray pulses. Images
obtained by synchronized laser back illumination. (Wiedorn et al, 2018).

XFEL conditions will be described in the following the lines. Optical
imaging of single shots provided data for an estimates of the focal spot
(Dp ~ 16 um) at the interaction region between the XFEL pulse and the
liquid jet. Note that the aspect ratio between focal spot and jet diameter
could induce a different typology of explosions. In particular, the pulse
structure of this experiment was 30 pulses per burst at 1.1 MHz repetition
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rate, with a burst rate of 10 Hz. It must be noted that a performance of
European XFEL at full capabilities should comply with design parameters
in a near future (i.e., 2700 pulses at 4.5 MHz, with a burst rate of 10 Hz).






Chapter 4

Electrified liquid jets assisted by
co-flowing gas streams

Although the mills of God
grind slowly, yet they grind
exceeding small

Friedrich von Logau

liquid cone-jets in a great amount of scientific applications and

technological industries. However, the extreme requirements im-
posed by SFX experiments and their prospects makes crucial the optimiza-
tion of the liquid injection. So, in this chapter, we introduce a novel way
of improving the stability of electrified jets by the action of co-flowing
gas streams. For a given liquid, our method enables to generate steady
jets with smaller diameters and bigger speeds than electrospray alone can
reach by itself. Besides, we derive the scaling laws behind the dripping-
jetting transition for cone-jets as a function of the governing parameters
involved. We validate this insight through experimental realizations and
a global stability analysis of the configuration. Besides, we check con-
figuration theoretically through a global stability analysis as a function of
the governing parameters involved. Additionally, we performed a set of
experiments to verify what parameters influence the jet length. We adopt
a very recent model for capillary jet length to our configuration by com-

I E lectrospray has been extensively used for producing highly focused
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bining electrohydrodynamic effects with the gas flow through an equiva-
lent liquid pressure. Due to the diameters below 1 micrometer and high
speeds attainable in excess of 100 m/s, this concept has the potential to be
utilized for structural biology analyses with X-ray free-electron lasers at
megahertz repetition rates as well as other applications.

4.1 Optimization of steady cone-jets

The ubiquitous study of liquid jets and drops during the last decades (Eggers
& Villermaux, 2008) has accompanied their increasing use in applications
within analytical chemistry (Fenn et al., 1989), (Takéts et al., 2004) or
material science (Jaworek, 2007) among others. In this sense, a prominent
example is Serial Femtosecond Crystallography (SFX) (Chapman et al.,
2011), with the use of flow focusing (FF) (Gafidn-Calvo, 1998), (DePonte
et al., 2008), (Oberthiir et al., 2017) and electrospray (ES) (Sierra et al.,
2012), (Sierra et al., 2015) for carrying biological samples to the region
where they interact with the focused X-ray pulse (Pellegrini et al., 2016),
(Neutze et al., 2000). With the introduction of X-ray free-electron laser
facilities that produce pulses at megahertz rates, even smaller and faster
liquids are required (Wiedorn et al., 2018). The interaction with each
X-pulse is quite violent and influences more than just the intersecting vol-
ume of the X-ray beam with the jet. The jets need to run fast enough
to introduce fresh sample on each pulse, taking into account the explo-
sive interaction with the X-rays (Stan et al., 2016). It is well known that
smaller nozzles in flow focusing or electrospray geometry lead to tinier
jets. However, miniaturization also reduces the robustness of such sys-
tems (e.g. increasing the likelihood of clogging). Thus, it is desirable
to work at optimum conditions for both maximum speed v; and mini-
mum diameter D; given a certain nozzle size. This entails the maxi-
mization of the driving pressure AP and the minimization of the liquid
flow rate Qy for a steady operation, as can be noted from the established
scaling laws for capillary cone-jets as a function of the flow properties
and governing parameters: surface tension O, viscosity Uy, density py,
electrical conductivity K, permittivity €, and gas pressure AP, or electri-
cal pressure APgs. According to these laws, the jet speed and diameter
scale as v; = (2AP/py)'/? and D; = (8p,Q7/m*AP)!/*, respectively. In
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these laws, the driving pressure AP is given by either APrr ~ AP, for
flow focusing or APgg ~ (62K?p,/€2)'/3 for electrospray under the dom-
inance of inertia and electrostatic suction (Gafan-Calvo & Montanero,
2009). Any accurate modeling of the jet behavior must contend with in-
stability mechanisms within the fluid domain that may prevent the ideal
steady jetting, which imposes some additional constraints to the prob-
lem. For a given Weber number Wej, that should be within the range
1 SWeyp= ng?D /20 < 20, the maximum jet speed and the minimum jet
diameter (or minimum liquid flow rate Qy,,;,) are limited by these restric-
tions. Since the liquid formulation fixes APgg in electrospray, which fixes
the maximum jet speed, we can transform the optimization problem into
that of finding the minimum possible flow rate for the dripping-jetting
transition which has been explored in the previous chapter for flow fo-
cused jets and in the literature for pure electrospray jets (Ponce-Torres,
2018).






Chapter 5

Conclusion and prospects

It is better to leave a vessel
unfilled, than to attempt to
carry it when it is full. If
you keep feeling a point
that has been sharpened, the
point cannot long preserve
its sharpness. When gold
and jade fill the hall, their
possessor cannot keep them
safe. When wealth and
honors lead to arrogance,
this brings its evil on itself.
When the work is done, and
one’s name is becoming
distinguished, to withdraw
into obscurity is the way of
Heaven.

Lao Tse

nce the work is done, it is time for reflections. This Ph. D. thesis
has a clear devotion of being useful for a real purpose: theoret-
ical, numerical and experimental studies for providing insight

suitable for SFX and SMI.
In the first chapter we provide the reader a general introduction to the
main aspects of steady liquid jets produced by either electrospray or flow
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focusing. Likewise, the main challenges of sample delivery at SFX and
SMI are properly addressed with a comprehensive review of the literature
in the applied field.

In the Chapter 2, we focused on one of those challenges, the concept
of a delivery method for a XFEL-drop synchronization of their respective
frequencies of generation. Acoustic methods have been used so far for
that purpose. Here, we did overcome the limitations of acoustic methods
by operating the flow focusing configuration in the monosized dripping
mode, which is properly identified and analyzed here for first time. We
did derive the scaling law that govern the drop diameter as a function
of the surface tension, the gaseous pressure and the feeding capillary di-
ameter. So, the liquid flow rate does not affect the drop diameter at the
first order. Consequently, a variation of the liquid flow rate only entails
a change in the frequency of the droplet generation. This is a significant
difference between this monosized dripping mode and the steady jetting
mode, where both gas pressure and liquid flow rates turn out coupled for
the jet diameter and frequency. An important question to be noted is the
type of XFEL facilities that eventually could use this mode of flow fo-
cusing. Making some calculations based on our scaling laws, we can find
f=17.124-10°Q,/D?3, f in (Hz), Qy in (uL/min) and D, in um. For in-
stance, a certain droplet diameter desired for an experiment D; ~ 40 um,
we could vary the liquid flow rate Q; from 5 to 50 yL/min in a compatible
way. So, the frequency of droplet generation would range from 55.7 to
556.6 Hz. Obviously, these hydrodynamic frequencies only could be syn-
chronized with XFEL facilities with low repetition rates such as SwissFEL
(100 Hz), SACLA (60 Hz), PAL-XFEL (60 Hz) and LCLS (120 Hz) of-
fers. Additionally, the slow frequency between bunch packets in European
XFEL could alternatively be used, reaching 10 Hz.

In the Chapter 3, we studied the capabilities of flow focusing at provid-
ing fast enough steady liquid jets for megahertz SFX experiments. We ap-
proached the problem through a theoretical analysis of the dripping jetting
transition and its link to the global stability and the short-term response
of the jet. The base flows and the corresponding linear global modes
have been calculated from the Navier-Stokes equations to determine the
asymptotic stability of those flows. The analysis has been conducted for
wide ranges of the liquid viscosity and gas speed (applied pressure drop),
and for a geometry similar to that considered in the experiments (Acero et
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al., 2012). The flow rates corresponding to marginal stability agree rea-
sonably well with the experimental values leading to dripping for large
enough applied pressure drops. On the contrary, these theoretical predic-
tions do not follow the experimental trend for small pressure drops (Weber
numbers around and less than unity). To explain this pancy, the evolution
of small perturbations introduced into the liquid meniscus has been stud-
ied by integrating over time the hydrodynamic equations for small gas
speeds. We have found that those perturbations can grow while convected
by the jet, pinching the free surface next to the discharge orifice. We con-
clude that the jetting-to-dripping transition is caused by asymptotic global
instability for large applied pressure drops, and by the system’s short-term
response to perturbations for small values of this parameter. In the last
part of the chapter, we commented the main insights from the use of flow
focusing at MHz XFEL experiments, where we were fortunate to partic-
ipate in collaboration with Henry N. Chapman’s group. It is shown how
the miniaturization of flow focusing can generate fast enough liquid jets
for fulfilling with the constraints imposed by gap dynamics produced by
the XFEL-liquid interaction at 1.1 MHz of XFEL repetition rate.

Lastly, in the Chapter 4 we did optimize the delivery of steady lig-
uid jets by using both electrohydrodynamic fields and the assistance of
gaseous boundary layers. We realized a comprehensive study about the
limitations for the maximization and minimization of the jet diameter and
jet speed, respectively. Indeed, we did introduce a novel method, AEJ,
for its potential use at SMI experiments. Furthermore, we derived global
scaling laws that govern the inherent relation between both cone-jet fea-
tures at those extreme conditions. Also, we introduced the double AEJ
version for delivering the sample through two coaxially delivered misci-
ble liquid jets. This concept has the potential to deliver samples through
steady liquid jets with diameters ranging from approximately 50 nm to
around 1 ym. The lower limit would compatible with desirable conditions
for Single-Molecule-Imaging (SMI), where a weakly enough backscatter-
ing is a prerequisite for detecting weak signals. Besides the tiny jets, their
speed would considerably exceed the 100 m/s, which is interestingly com-
patible with XFEL experiments at megahertz repetition rates.
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