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ABSTRACT
When interacting with others, we form an impression that can be
declined along the two psychological dimensions of warmth and
competence. By managing them, high level of engagement in an
interaction can be maintained and reinforced. Our aim is to develop
a virtual agent that can form and maintain a positive impression on
the user that can help in improving the quality of the interaction
and the user’s experience. In this paper, we present an interactive
system in which a virtual agent adopts a dynamic communication
strategy during the interaction with a user, aiming at forming and
maintaining a positive impression of warmth and competence. The
agent continuously analyzes user’s non-verbal signals to determine
user’s engagement level and adapts its communication strategy
accordingly. We present a study in which we manipulate the com-
munication strategy of the agent and we measure user’s experience
and user’s perception of the agent’s warmth and competence.
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1 INTRODUCTION
Engagement is an important aspect in human-agent interaction. By
maintaining a high level of engagement we ensure that the interac-
tion between user and agent will move forwards [16],[8]. During
an interaction, user’s impressions of a virtual agent are critical
since they can influence user’s engagement and her willingness to
continue dialoguing with the agent [6]. A virtual agent capable of
managing the impression that it generates towards the user will im-
prove the quality of the interaction, in particular user’s engagement.
The process of impression management [10], that is, the attempt to
control the impression given to the others, is highly influenced by
non-verbal behavior [9]. In our work, we are interested in manag-
ing agent’s non-verbal behavior to convey different impressions of
Warmth and Competence (W&C), two fundamental dimensions in
impression formation, in order to affect user’s engagement during
the interaction. The agent will dynamically change and adapt its
behavior depending on the detected user’s engagement. We expect
that dynamic variability in agent’s behavior (vs. a static approach)
will positively affects user’s engagement, as observed by [5]. An
evaluation study run to validate our system is presented in Sec.3.

2 REAL-TIME USER-AGENT INTERACTION
We conceived a system architecture to enable the interaction be-
tween a virtual agent and a user. We implemented software mod-
ules to capture user’s behavior (speech, facial expressions, head and
trunk orientation), analyze/interpret it to detect the user’s level of
engagement and decide what the agent should say and how (i.e., the
non-verbal behaviors accompanying speech). The agent’s speech
and behavior are dynamically selected not only based on the user’s
detected level of engagement but also by taking into account the
agent’s self-presentational intention. That is, the agent has the goal
of communicating a given level of W&C that will influence the
choice of its verbal and non-verbal signals to be produced.

The 2 main parts of our system for real-time user-agent interac-
tion are illustrated in Figure 1:

(1) User’s Engagement Detection - The EyesWeb open source plat-
form [18] extracts: (1) user’s non-verbal signals (i.e., trunk
and head orientation) from Kinect data; (2) user’s face Ac-
tion Units (AUs) by running the OpenFace framework [2];
(3) user’s speech. Based on the extracted signals, the open
source platform computes user’s engagement.
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Figure 1: System architecture: user’s non-verbal and verbal signals are extracted and user’s overall engagement, computed
by EyesWeb, is provided to the Self-presentational Intention Manager that decides the verbal and non-verbal signals to be
produced by the virtual agent Greta.

(2) Self-presentational Intention Manager - The Greta platform
[13] generates the behavior of a virtual agent endowedwith a
self-presentational intention manager (SPIM), implemented
with Flipper [17]. The agent can choose among 1 out of 4 self-
presentational strategies, inspired from Jones & Pittman’s
taxonomy [11], which aim to convey different levels ofW&C:
ingratiation, to elicit impressions of high warmth; supplica-
tion, to elicit impressions of high warmth and low compe-
tence; self-promotion, to elicit impressions of high compe-
tence; intimidation, to elicit impressions of low warmth and
high competence. Each strategy is realized in terms of the
verbal and non-verbal behaviour, according to [3, 7, 15]. The
SPIM includes a Reinforcement Learning (RL) algorithm that,
given the user’s detected engagement and speech, chooses
the self-presentational strategy to perform.

3 EVALUATION
We conducted an evaluation to test the hypotheses: (h1) each com-
municative strategy would elicit the right degree of W&C; (h2) an
agent using our RL algorithm to adapt its behaviors according to
user’s engagement would improve user’s perceived quality of inter-
action, compared to a non-adapting agent; (h3) our model would
influence user’s perception of agent’s W&C.

3.1 Experimental Design
The design included one independent variable, called Intention
Selection, with 6 levels determining the way agent’s behavior is
generated:

(1) DYN_ADAPT - use the W&C model;
(2) DYN_RND - random behavior at each speaking turn;
(3) STATIC_INGR, always adopt the ingratiation strategy dur-

ing the whole interaction;

(4) STATIC_SUPP, always adopt the supplication strategy dur-
ing the whole interaction;

(5) STATIC_SELF, always adopt the self- promotion strategy
during the whole interaction;

(6) STATIC_INTIM, always adopt the intimidation strategy
during the whole interaction.

The RL algorithm was exploited in the DYN_ADAPT condition
only, and was removed in the remaining ones. Before starting the
interaction, participants were asked to fill in a questionnaire about
their attitudes towards virtual characters, adapted from NARS ques-
tionnaire [12]. The other dependent variables concerned two main
areas of interest: user’s perception of agent’s W&C, and user’s ex-
perience of the interaction. To measure the first area, participants
were asked to rate their level of agreement about howmuch each ad-
jective from a list better described the agent (4 concerning warmth,
4 concerning competence, according to [1]). To measure the second
area, we analyzed participants’ verbal behavior during the interac-
tion, and, after the interaction, we asked participants to complete
a questionnaire including items adapted from [4]. The question-
naire included: user’s interaction satisfaction; her willingness to
continue it; how much she liked the agent; how much she learned
from it; how much she wanted to visit the exposition; where she
would place the agent in a scale from computer to person; where
she would place it in a scale from a stranger to a close friend.

3.2 Procedure
We conceived a scenario where the agent played the role of a virtual
guide, introducing an exhibition about video games, held at the
Cité des sciences et de l’industrie, the biggest science museum of
Paris. The virtual character, called Alice, first introduced itself to
the participant, and then provided several information about the
exhibition. Each speaking turn included a dialog act of the agent



(acted with the corresponding self-presentational intention), as well
as the possible replies of the participant.

75 participants (30 females) took part in the evaluation, equally
distributed among the 6 conditions. The majority of them were in
the 18-25 or 36-45 age range and were native French speakers.

3.3 Results
Concerning user’s perception of agent’s warmth, we found an effect
of Intention Selection on the ratings: warmth scores were signifi-
cantly lower for STATIC_INTIM (multiple comparisons t-test have
been run, all p-adj < 0.05). A main effect of NARS scores was found:
participants with higher scores in this questionnaire rated the agent
warmer than participants with lower scores in NARS questionnaire
(F (1, 62) = 5.74,p = 0.02,η2 = 0.06; M1 = 3.74,M2 = 3.33). No
differences were found in competence scores.

These results partially validate h1: agent’s self-presentational
strategies are well recognized in terms of warmth, while they do not
differentiate in terms of competence. The fact that when the agent
displays coldness (i.e. in STATIC_INTIM it is judged by users with
lower ratings of warmth compared to the other conditions) is in
line with the positive-negative asymmetry effect [14].

They also partially validate h3: our model affects the perception
of agent’s warmth. This result is interesting, as it suggests a relation
among agent’s adaptation, user’s engagement and warm impres-
sions: the more the agent adapts its behavior, the more it increases
user’s engagement and user’s perception of agent’s warmth.

Concerning user’s perception of the interaction, all the results we
report below are statistically significant (all p < 0.05). A main effect
of NARS scores was found for many items about user’s perception:
participants with higher NARS scores were more satisfied by the
interaction, more motivated to continue the interaction, liked the
agent more, and found the agent to be less close to a computer than
participants who got lower NARS scores.

We also found a main effect of Intention Selection on some
items: participants in STATIC_INGR were more satisfied and they
liked the agent more than participants in STATIC_INTIM. In ad-
dition, we found that participants in the age range 55+ were more
satisfied than the younger participants.

These findings do not refer to DYN_ADAPT condition, so we
cannot validate our hypothesis h2. Anyway, they show another
effect, that is, the agent displaying warmth (i.e., in STATIC_INGR
condition), positively influenced the ratings of user’s satisfaction.

4 CONCLUSION
Our system presented some limitations: questionnaires about in-
teraction quality showed that most of participants did not like the
agent appearance, voice and animation. Some of them described the
experience as “disturbing”, “creepy”. So, probably, our agent failed to
provide a positive very first impression, which negatively affected
the entire experience. Due to the physical setup of the experiment,
most of the participants barely performed any non-verbal behavior
during the interaction with the agent. Then, our system could not
reliably detect participant’s engagement and consequently plan the
best agent’s self-presentational strategy. Finally, agent’s strategies
did not focus on building a rapport: it just managed its impressions
of W&C without considering the social relation with the user.

In the future, we aim to implement another study involving a
richer palette of non-verbal behaviors to be performed by partic-
ipants: we will add conversational strategies related to rapport,
e.g., self-disclosure, enhance the gaze behavior of the agent to im-
prove mutual attentiveness, and endow it with non-verbal listening
feedbacks, e.g., postural mimicry and movement synchronization.

ACKNOWLEDGMENTS
The work received funding from: EU Horizon 2020 research and
innovation program under Grant Agreement Number 769553; ANR
project Impressions ANR-15-CE23-0023. Authors want to thank
the Carrefour Numérique of Cité des sciences et de l’industrie for
hosting the study.

REFERENCES
[1] Juan I Aragonés, Lucía Poggio, Verónica Sevillano, Raquel Pérez-López, and

María-Luisa Sánchez-Bernardos. 2015. Measuring warmth and competence at
inter-group, interpersonal and individual levels/Medición de la cordialidad y la
competencia en los niveles intergrupal, interindividual e individual. Revista de
Psicología Social 30, 3 (2015), 407–438.

[2] T. Baltrušaitis, P. Robinson, and L.-P. Morency. 2016. Openface: an open source
facial behavior analysis toolkit. In Applications of Computer Vision (WACV), 2016
IEEE Winter Conference on. IEEE, 1–10.

[3] B. Biancardi, A. Cafaro, and C. Pelachaud. 2017. Analyzing First Impressions of
Warmth and Competence from Observable Nonverbal Cues in Expert-Novice
Interactions. In 19th ACM International Conference on Multimodal Interaction.
ACM.

[4] T. Bickmore, L. Pfeifer, and D. Schulman. 2011. Relational agents improve en-
gagement and learning in science museum visitors. In International Workshop on
Intelligent Virtual Agents. Springer, 55–67.

[5] Timothy Bickmore, Daniel Schulman, and Langxuan Yin. 2010. Maintaining
engagement in long-term interventions with relational agents. Applied Artificial
Intelligence 24, 6 (2010), 648–666.

[6] Angelo Cafaro, Hannes Högni Vilhjálmsson, and Timothy Bickmore. 2016.
First Impressions in Human–Agent Virtual Encounters. ACM Transactions on
Computer-Human Interaction (TOCHI) 23, 4 (2016), 24.

[7] Z. Callejas, B. Ravenet, M. Ochs, and C. Pelachaud. 2014. A Computational
model of Social Attitudes for a Virtual Recruiter. 13th International Conference
on Autonomous Agents and Multiagent Systems, AAMAS 2014 1 (05 2014).

[8] G. Castellano, A. Pereira, I. Leite, A. Paiva, and P. W. McOwan. 2009. Detecting
user engagement with a robot companion using task and social interaction-
based features. In Proceedings of the 2009 international conference on Multimodal
interfaces. ACM, 119–126.

[9] Amy JC Cuddy, Peter Glick, and Anna Beninger. 2011. The dynamics of warmth
and competence judgments, and their outcomes in organizations. Research in
Organizational Behavior 31 (2011), 73–98.

[10] Erving Goffman et al. 1978. The presentation of self in everyday life. Har-
mondsworth.

[11] E. E. Jones and T. S. Pittman. 1982. Toward a general theory of strategic self-
presentation. Psychological perspectives on the self 1, 1 (1982), 231–262.

[12] T. Nomura, T. Kanda, and T. Suzuki. 2006. Experimental investigation into
influence of negative attitudes toward robots on human–robot interaction. Ai &
Society 20, 2 (2006), 138–150.

[13] F. Pecune, A. Cafaro, M. Chollet, P. Philippe, and C. Pelachaud. 2014. Sugges-
tions for extending SAIBA with the VIB platform. In Workshop Architectures and
Standards for IVAs, Int’l Conf. Intelligent Virtual Agents. Citeseer, 16–20.

[14] Guido Peeters and Janusz Czapinski. 1990. Positive-negative asymmetry in eval-
uations: The distinction between affective and informational negativity effects.
European review of social psychology 1, 1 (1990), 33–60.

[15] J. W. Pennebaker. 2011. The secret life of pronouns. New Scientist 211, 2828
(2011), 42–45.

[16] C. L. Sidner and M. Dzikovska. 2005. A first experiment in engagement for
human-robot interaction in hosting activities. In Advances in natural multimodal
dialogue systems. Springer, 55–76.

[17] J. van Waterschoot, M. Bruijnes, J. Flokstra, D. Reidsma, D. Davison, M. Theune,
and D. Heylen. 2018. Flipper 2.0: A Pragmatic Dialogue Engine for Embodied
Conversational Agents. In Proceedings of the 18th International Conference on
Intelligent Virtual Agents. ACM, 43–50.

[18] G. Volpe, P. Alborno, A. Camurri, P. Coletta, S. Ghisio, M. Mancini, R. Niewiadom-
ski, and S. Piana. 2016. Designing Multimodal Interactive Systems using EyesWeb
XMI. In SERVE@ AVI. 49–56.


	Abstract
	1 Introduction
	2 Real-time User-Agent Interaction
	3 Evaluation
	3.1 Experimental Design
	3.2 Procedure
	3.3 Results

	4 Conclusion
	Acknowledgments
	References

