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A B S T R A C T

In the context of the stress tests that have to be applied to nuclear power plants, this work presents the study
of the flooding processes of the service galleries of a nuclear plant caused by a hypothetical failure of some of
the pipes of the Essential Services Water System (ESWS). To assess the flood propagation along the galleries,
two-dimensional hydraulic modelling tools, based on the solution of the shallow water equations with the finite
volume method, were used. Due to the complexity and special features of the geometry and hydraulic processes,
when compared with more standard urban flood assessment works, several specific modules were developed.
A relevant one is a new module to consider the effect of the occupation of the galleries on the advance of the
waterfront. This module was developed and verified prior to being applied to a case study. The results show the
suitability of the proposed methodology to be used as part of the stress tests to ensure high security standards of
nuclear power plants.

1. Introduction

Nuclear power plants (NPPs) are electric power facilities that need
greater attention regarding safety aspects than other kinds of power
plants. The growing concern for safety, combined with the concerns
arising from the aging of the facilities or changes in external conditions,
has led international and national agencies to re-evaluate the security
systems of these plants (Bunn and Heinonen, 2011; NERH, 2011; Wang
and Chen, 2012). As a part of this safety analysis, failure caused by ex-
treme geoclimatic agents such as hurricanes, earthquakes, floods, etc.,
has to be considered. In this sense, nuclear power plants have safety and
safeguarding systems to minimize the possible negative effects of such
events (Chen et al., 2017; Chiang et al., 2017; D’Auria et al., 2017).
Since the Fukushima incident (Saji, 2014), national and international
authorities have been analysing and evaluating the current state of the
NPPs around the world. Among these actions, several stress tests have
had to be applied in order to assess how safe the facility is. These tests
were defined as a re-assessment of the safety thresholds regarding spe-
cific extreme natural hazards (e.g. COM, 2012). As a result, several rec-
ommendations, laws and directives have been modified or/and created
looking for more effective actions on NPPs safety.

Under flooding events, nuclear power facilities normally have
drainage systems that help to reduce and control the flood extension
and the volume of water (Chen et al., 2017; USNRC, 2011). In the
case of earthquakes, the safety systems on the essential elements (first
and second order) are designed to allow the plant to continue working
or, in case of a serious event, stop the plant activity under safe con-
ditions (Nöggerath et al., 2011; NSC, 2006). The Essential Service Wa-
ter Systems (ESWS) are used to provide cooling water to the safety-re-
lated equipment that must function during and following an accident,
and consist of different components that may vary with the charac-
teristics of each plant. In the 1999 Blayais Nuclear Power Plant flood
the safety of the plant was endangered because of a partial failure of
some ESWS pumps (Mattei et al., 2001) and these systems were to-
tally destroyed during the Fukushima accidents in 2011 (Funabashi and
Kitazawa, 2012).

The safety level of the ESWS can be increased by means of redun-
dant systems. For the study case presented in this paper, this additional
emergency system is composed of an elevated water tank or reservoir,
at a much higher altitude than the plant itself, and series of pipes that
can supply water for cooling driven only by gravity to the different
groups. In this way, the ESWS can work for a sufficiently long time
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Fig. 1. Scheme of pressurized flow using the Preissmann Slot Method in 1D (a) and 2D (b).

Fig. 2. Representation of a service gallery cross section occupied with pipes and elements (left), its approximation as considered by the numerical model (centre) and its effect on the
filling process as implemented in the model.

Fig. 3. Verification process: a) comparison of the time elapsed during the filling process of a rectangular channel compared with the theoretical value for a depth of 1m and b) discharge/
time curves at the outlet of the channel with different occupations showing the flow acceleration caused by a cross section reduction.

even with a total loss of any power source. These ESWS pipes run along
underground galleries, where they share space with other infrastructure
(communication systems, other conduits, support elements, etc.). De-
pending on the number of elements occupying the galleries, the actual
area of a gallery cross-section can be much smaller than its total area if
there were no conduits. The pipes are an additional safety system, but
if they happen to fail, water from the system might be released into the
galleries, which could be flooded and behave as channels transporting
water along them. In such case, various essential services could be af-
fected, compromising the safety of the plant.

The present study focuses on the analysis of the inundation process
of the gallery system due to the failure of the aforementioned ESWS
pipes. The complexity of the geometry of the whole system (different

bottom elevation at different points, steps, entrance/exit of pipes, lid-
ded areas, isolated channels connected through culverts, intermediate
walls, weirs, etc.) encourages the use of advanced numerical methods in
preference to more simple numerical tools or other alternatives such as
scaled physical hydraulic models.

Since the 1980s, hydraulic numerical models have significantly im-
proved from simple one-dimensional models of channels to three-dimen-
sional approaches including turbulence models. The latter are presently
used for complex flows in limited spatial domains such as water flow
around bridge piers. Among the possible numerical strategies capa-
ble of properly reproducing the hydraulic behaviour of the flow in-
side the NPPs service galleries with affordable computational
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Fig. 4. Schematic representation of the service galleries. a) 3D visualization showing cross-section, bottom elevation and alignment changes; b) plan view of isolated channels linked by
close conduits and c) general scheme of the ESWS running along the service galleries.

Table 1
Values and characteristics of the discharges in the six breaking points.

P1 P2 P3 P4 P5 P6

Section
[mm⁠2]

70685.8 49087.4 70685.8 1311 70685.8 943.1

Length [m] 441.03 451.19 634.61 634.61 983.62 451.19
Lambda 11.5 13.7 11.34 11.34 16.34 13.7
f 0.0223 0.0234 0.0223 0.0223 0.0223 0.0234
Discharge

[m⁠3/s]
0.329 0.204 0.287 0.025 0.233 0.018

cost, two-dimensional (2D) models are presently an efficient option that
can provide detailed and high resolution results.

There are a good number of commercial hydraulic modelling tools
capable of simulating unsteady open channel flow in variable and ir-
regular cross-section channels with complex geometries. When choos-
ing one, there are three aspects that, in the present case, are a deter-
mining factor: i) the presence of reaches with pressurized flow, ii) the
existence of isolated channels connected to the main galleries through
closed conduits and iii) the aforementioned occupation of the galleries
by different services (pipes, supports, etc.). The effect of the last one
is a significant modification of the conveyance capacity of the whole
system due the reduction of the available space for the water flow. In
channels with high occupation, water fills the channels faster than in

the case of a non-occupied channel. Most recent tools for numerical
modelling of Computational Fluid Dynamics and open channel flow, ei-
ther in two or three dimensions, are based on the finite volume method
(Bermúdez Pita, 2013; Knight, 2013), although recently the Smooth Par-
ticle Hydrodynamics method (SPH) has shown also good performance
for three dimensional computations (Liang et al., 2015; López et al.,
2010). Nevertheless, for the present case, we chose the two dimensional
approach because of the complexity and large dimensions of the area.

The tool used to perform the numerical simulations was Iber (Bladé
et al., 2014b), a high resolution advanced two-dimensional modelling
tool for open channel flow. For the present study, new numerical ca-
pabilities were developed and added to the previously existing solver,
and were verified in order to consider the effect of the occupation of the
galleries in the propagation of the flood. The resulting new tool was ap-
plied to the study case, the main objective being the evaluation of the
time elapsing between failure of the pipes and the instant at which the
water elevation reaches a critical value at various control points.

In order to illustrate the relevance of the numerical developments
presented here, the results of the numerical model obtained with the
real geometry (with occupation) were compared with those obtained
considering no occupation of the galleries at all (full section available
for water flow). It will be seen that the results differ significantly, and
if the gallery occupation is not properly considered, as could happen if
more traditional hydraulic numerical models were used, they can be on
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Fig. 5. Occupation: a) Sketch of a service gallery where the shadow parts represent the entry and exit of some elements; and b) representation of the occupation index in the numerical
model.

Fig. 6. Example of the results obtained. Water evolution for the six scenarios at two control points (CP-A and CP-B).

the unsafe side. For some of the studied scenarios, the difference in the
time taken by the water to reach the critical level at some control points
is more than 20min.

2. Methods and materials

2.1. Numerical model

Nowadays numerical simulation is a useful and powerful tool to
analyse and predict physical processes such as industrial forming
processes (Ryzhakov et al., 2016), structural analysis (Barbu et al.,
2015; Chacón et al., 2016), electromagnetic interference (Otin, 2013),
fluid dynamics (Bussetta et al., 2014; Colomés et al., 2016), etc. Using
numerical models, it is possible to minimize and in some cases avoid
experimental studies, and it is also possible to understand complex

phenomena for which direct observation and measuring is difficult or
impossible (Jeong et al., 2017; Mimouni et al., 2016). Numerical model-
ling has been widely used in flood analysis and management. With it, it
is possible to evaluate the extension of inundation areas to describe the
flow velocities and discharge fields and, in consequence, to plan strate-
gies oriented to reduce the flood risk (Bladé et al., 2014a; Chen et al.,
2017; Sopelana et al., 2018).

Iber is a free two-dimensional (2D) hydraulic software developed
in cooperation by three research groups (Flumen Institute of Universi-
tat Politècnica de Catalunya, GEAMA group of Universidade da Coruña
and CIMNE, the International Centre for Numerical Methods and En-
gineering). Iber is distributed through www.iberaula.com. Its main hy-
drodynamic module solves the 2D Saint Venant equations, or Shallow
Water Equations (2D-SWE), which are derived from the Navier–Stokes
equations after temporal averaging, in order to filtrate the turbulent
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Fig. 7. Flood evolution considering guillotine-type failure of ESWS. Water elevation map (top) and free/pressure map (bottom) for 6 instants in the first 9min of simulation (results each
minute, except of 540s time-step) in a small area of the gallery system.

fluctuations (leading to the Reynolds equations), and depth averaging,
to transform the three-dimensional equations to two-dimensional (Tan,
1992; Toro, 2009). These equations assume hydrostatic pressure distri-
bution and predominant horizontal dimensions over the vertical one.
2D-SWE are a non-linear hyperbolic system of differential equations,
and can be written, in conservative form, as:

(1)

(2)

(3)

where (1) represents mass conservation while (2) and (3) are the mo-
mentum equations in the two horizontal X and Y directions. In these
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Fig. 8. Sensitivity analysis. Evolution of the water elevation difference (cm) among the 0.0144s·m⁠−1/3 (−20%) and 0.0216s·m⁠−1/3 (+20%) roughness coefficient cases versus the value
chosen for the study (0.018s·m⁠−1/3).

Fig. 9. Occupation sensitivity analysis. Evolution of water elevation.

equations, h is the depth, Ux and Uy are the two horizontal components
of the depth-averaged velocity, g is the gravity acceleration, So is the
bed slope (4) and Sf is the friction slope, here evaluated with the Man-
ning formula (5).

(4)

(5)

In (4) and (5) zb is the bottom elevation, n is the Manning coeffi-
cient and |U| is the module of the velocity ( ). The solver
used in Iber is a Godunov-type scheme based on the Finite Volume
Method (FVM) that uses the Roe Approximate Riemann Solver (Cea et
al., 2016; Cea and Vázquez-Cendón, 2009; LeVeque, 2002; Toro, 2009;
Vázquez-Cendón, 1999). In this type of explicit numerical scheme, the
computational time-step is limited by the Courant–Friedrichs–Lewy
(CFL) condition (Courant et al., 1967) and thus computational times
are a relevant factor. The versatility of the numerical

method and the scheme implemented in Iber facilitates the develop-
ment of new tools and methodologies for simulating other 2D hydraulic
phenomena. The implementation in Iber of the numerical schemes, as
well as verification against analytical solutions, experimental data, and
benchmark cases is detailed in Bladé (2005) and Cea (2005).

2.1.1. Numerical solvers
In order to simulate the complex hydraulics of the case study, apart

from the basic open channel flow module, four additional specific nu-
merical modules of Iber were used:

• Culverts. They allow transferring water from one point of the compu-
tational mesh to another one by means of a close conduit.

• Lids. A module to simulate pressurized flow, even though the general
approach is that of a 2D free surface model.

• Sources. They provide the possibility of introducing water, with con-
stant or variable discharge, punctually inside the model.

• Channel occupation. This module uses modified continuity and mo-
mentum equations with the aim to account for the effect of the differ-
ent elements partially occupying the cross-section. It has been devel-
oped ad hoc for this study.

6
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Of the previous modules, culverts are used to represent pipe connec-
tions between interrupted or different channels. The culvert tool calcu-
lates the discharge between two points from the difference in water ele-
vation using the Manning formula (6):

(6)

where Q is the discharge, A is the wet area of the culvert, n is the Man-
ning coefficient, Rh is the hydraulic radius and Sf is the friction slope
or the gradient of the energy line, approximated here as the gradient of
water elevation between the inlet and the end of the culvert. As the wa-
ter level in the pipe ends changes gradually, and the maximum length
of these pipes is of a few decimetres, the use of Eq. (6) is justified in this
case.

Sections where the service galleries are covered, in which there
might be pressurized flow instead of open channel flow, are calcu-
lated with the lid module which uses the Preissmann Slot method
(Preissmann, 1961) to solve the full dynamic equations of pressure flow.
This method approximates closed conduits as open channels with a
lower wide section and an upper narrow hypothetic slot (Fig. 1a). As
Iber is a two-dimensional tool, a cross-shaped slot (Fig. 1b) was used to
extend the Preissmann Slot technique to two dimensions, as described
by Aragón-Hernández and Bladé (2017).

The source tool allows the introduction of a water discharge inside
the model at a specific point (mesh element). To do that, a new source
term is added in the mass conservation Eq. (1) in order to modify the
amount of water of the element.

Finally, the new occupation tool was developed for this study to simu-
late obstructions in cross-sections with a reduction of their original area
due to the presence of different elements (Fig. 2). Hence, the volume
available to the flow is reduced by the presence of elements inside the
channel (or service gallery in our case). For this purpose, an occupation
index (io) is defined as the ratio between the cross sectional area with
occupation and without occupation. This index is included in the dis-
cretized form of the continuity Eq. (1) through a reduction coefficient (

) that modifies the available volume in each finite volume ac-
cording to Eq. (7):

(7)

where is the depth at time step n + 1, the depth at time step n
, the discharge (mass flow) from finite volume i to finite volume k,
nl the number of sides of finite volume i, Vi its volume (or surface in a
2D approach as is the present case) and Δt the time steps between time
step n and n + 1.

With this approach, even though the real occupation varies as a func-
tion of the distance to the bottom of the galleries, a mean occupation
for the whole cross section is assumed. The occupation differences at
different heights could be taken into account in Eq. (7) if α was con-
sidered to be dependent of the depth ( ). Nevertheless, for the pre-
sent study α was considered to be constant in each cross section (though
varying from cross section to cross section) for two reasons: i) the high
complexity and different disposition of elements in the galleries make it
very expensive, in terms of personnel time, to include the occupation in
such detail and ii) the option to use a mean occupation was on “the safe
side” for the purpose of the study, as generally the pipes and elements
are more near the top of the gallery than lying on its bottom. With such
simplification, the real propagation of the water front will be slightly
slower than the calculated one.

2.1.2. Validation
A verification process was performed for the new module Occupa-

tion. As previously stated, this module was designed to properly repro-
duce the reduction of the channel filling time before water reaches a
control point due to the presence of elements in the service galleries.

For verification, four completely flat channels 3.33m in length and
0.5m wide were used. Each channel had a single occupation index along
its whole length, which changes with steps of 20% from channel to
channel, starting at 0% and with a maximum of 60%. The total volume
of each channel was 1.667m⁠3, 1.333m⁠3, 1.000m⁠3 and 0.667m⁠3. With
a constant flow rate of 0.01m⁠3/s in the channel inlet and a weir in the
outlet (1m height), the theoretical filling times for each channel were
166.7 s, 133.3 s, 100.0 s and 66.7 s, respectively.

The first step was to corroborate that the simulated filling times are
in concordance with the theoretical values as shown in Fig. 3a, where
the time needed by the numerical model to reach a depth of 1m is ex-
actly the same that the time obtained by performing an analytical water
volume balance.

The second verification consisted in checking the flow acceleration
process due to a section reduction in a 50,000m long and 50m wide
channel with a 0.1‰ slope. In the 30,000m long central part four differ-
ent occupation indexes (0, 20, 40 and 60%) were tested. The boundary
conditions for that verification test were a flow rate of 10m⁠3/s in the
inlet, critical depth downstream, in order to have a unique depth-dis-
charge relation, and 0.05 s·m⁠−1/3 Manning roughness coefficient. Fig. 3b
shows the flow hydrograph at the outlet, showing that the outlet point is
reached earlier in the channels with more occupation, and also that less
time is needed to achieve the steady state because of flow acceleration
occurring due to the constriction effect caused by the section reduction.

2.2. Case study

The NPP object of the study is located in Spain. The plant has a com-
plex underground system of service galleries with many pipes and con-
duits along the galleries going in and out of them. These galleries, which
in our case are considered as channels, consist of different reaches, each
of them with a horizontal bottom but different bottom elevations, and
with different cross-section geometries (width and height). A schematic
3D representation of the galleries can be observed in Fig. 4a. The sys-
tem mainly behaves as a continuous channel network, but some parts of
the infrastructure remain isolated and are only connected with the rest
of the system by small pipes (Fig. 4b). Concrete lids cover the whole
network, but only some parts (under the roads and buildings) can be
considered as fully closed channels, where pressure flow can take place.
For the rest of them there are gaps between the concrete pieces that are
used to cover the galleries where water can flow through. The ESWS
runs along the galleries from an upper water reservoir to some specific
locations of the NPP (Fig. 4c).

2.2.1. Discharges
The ESWS pipes are mainly located inside the gallery network, and

share the space with other infrastructure. As previously stated, the pur-
pose of these pipes is to supply water from an elevated reservoir to dif-
ferent parts of the NPP by means of two different pipes (Fig. 4c). For
the case study, the reservoir has 10m high dam, a storage volume up
to 30,000m⁠3 and is located 50m above the main level of the galleries.
At the upper part, the diameter of the two pipes is 300mm, but once
the pipes enter the galleries, the diameter of one of them changes to
250mm.

In this study two different types of pipe failure were considered: a
partial failure, or crack failure and a total pipe cross-section break, or
guillotine break. Six different scenarios (P1 to P6) were studied, consist
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ing of two different locations for crack failure and four locations for full
or guillotine break. The discharges spilling from the pipes through the
broken sections are the inlet conditions for the simulations of the flood
propagation along the galleries. These discharges spilling from the pipes
depend on several factors, as the type of break, the distance between the
breaking point and the reservoir (linear energy losses) and the type and
number of elbows or direction changes of the pipe (local energy losses).

In the guillotine-type break the whole discharge transported by the
pipes is released instantly into the galleries. The flow rate through a
pipe can be evaluated by means of the energy conservation equation, or
Bernoulli equation, which links the flow energy per unit of weight at dif-
ferent cross-sections of a pipe. Along the flow direction there are energy
losses that are usually divided into linear losses due to friction, and lo-
cal losses due to turbulent energy dissipation at some individual points
such as contractions, expansions or elbows. Hence, by applying energy
conservation between the reservoir and any point of the pipe system,
the exit discharge of guillotine break scenarios can be obtained from Eq.
(8):

(8)

where H is the elevation difference between the reservoir water surface
and the breaking point, f is the Darcy–Weisbach friction coefficient, θ is
the diameter of the pipe (250–300mm depending on the reach), L is the
length of the pipe between the reservoir and the breaking point, λ is the
addition of the energy loss coefficients at each contraction/expansion or
elbow, g is the gravity acceleration, A is the pipe section and Q is the
discharge.

Linear energy losses depend directly on the length of the pipe and
the friction coefficient and are inversely proportional to the pipe di-
ameter. The friction coefficient (f) can be evaluated by means of the
Colebrook (1939) formula which, for fully turbulent flow, is equivalent
to the second equation of Kármán–Prandtl (9):

(9)

where k is the absolute roughness (0.5mm).
In crack-type failure only a fraction of the discharge flowing through

the pipes is spilt into the galleries, while the rest keeps flowing along
them. In this case, the discharge can be evaluated with an iterative
process involving the previous Eq. (9) and the equation of the flow
across an orifice (10):

(10)

where Cd is a discharge coefficient and Ac is the area of the crack.
Table 1 presents the main values of the six scenarios calculated (P1

to P6). Breaking points 1, 3, 4 and 5 correspond to a 300mm pipe-size,
while points 2 and 6 to 250mm pipe-size. The discharge for crack-type
failure (P4, P6) is at least one order of magnitude lower than for a guil-
lotine-type break (P1, P2, P3, P5), which means that the latter is much
more critical in terms of available time to take any action after the
break.

The values of the discharges at the breaking points for the differ-
ent scenarios with the method explained above were obtained under
the hypothesis of constant water elevation in the upstream reservoir. In
this case it was a reasonable hypothesis because the maximum storage
capacity of the galleries was around 8.000m⁠3, which corresponds to a
water elevation dropdown of the reservoir of 1.25m, which is a rela

tive small value compared with the difference between the elevation of
the reservoir and the plant (around 50m). Moreover, as the discharge is
greater the greater this head is, the calculated discharges will be slightly
larger than the real ones and thus this hypothesis is on the safe side. The
highest point of the gallery channels is at an elevation of 49.95m. If wa-
ter reaches this elevation, it is spilt out from the system to the ground
surface because 49.95m is the maximum possible elevation of the free
surface.

2.3. Model set up

The topographic data used to build the numerical model was pro-
vided in CAD format and was directly imported into Iber. This data con-
sists of the definition of the channels in the XY plane, and their bottom
elevation. The total length of the channels is slightly above 2km. For
simulation set up purposes, the channel network was divided into 122
reaches, each one with its own geometric characteristics (including oc-
cupation index and/or lids). A total of 64 reaches were covered (or lid-
ded) areas. In addition, there were 46 culvert-type connections between
the main channel net and isolated stretches (Fig. 4b).

The elements inside the channel network consisted mainly of pipes
(ESWS and others) and electric and telecommunication cables and their
supports (Fig. 5a). From the analysis of the conduits and supports in
each channel reach, an occupation index (io) was assigned to all of them.
To take into account the supports and other small elements different
from pipes that exist in all galleries, a minimum value of 10% was used.
The real occupation index was initially calculated considering only the
pipes and conduits in the galleries, but then a multiplying factor of 1.25
was applied to i0 to take into account the supports and other nonlinear
elements, which are difficult to quantify in detail. With these considera-
tions, the occupation index varies from 10% to 72.7% (Fig. 5b).

A non-structured triangular computational mesh was used to dis-
cretize the channel geometry. The mesh was generated from the geome-
try using the standard Rfast mesher of the Iber Interface, which is based
on the GiD pre and post-processor software (CIMNE, 2011). The size of
the elements (finite volumes) ranges between 0.001 and 1.17m, with a
total of 16,666 elements. The inlet conditions are, for each scenario, the
discharges at the ESWS breaking points. For this condition, the source
tool of the software was used. In this way, a volume of water equal to
the specified discharge times the calculation time increment is added at
each time step to the finite volume with inlet condition. An outlet weir
boundary condition was assigned to the top of the gallery walls to con-
sider that water going out from the galleries through the top cover gaps
flows onto the ground surface, outside of the galleries. Water exiting to
the ground surface was considered to leave the computational domain.
For the lidded areas, there was no outlet condition. The roughness coef-
ficient was set to 0.018 s·m⁠−1/3 at the channel bottom and 0.015 s·m⁠−1/3

at the walls. A zero depth (dry situation) initial condition was used in
the whole domain. There were some points where the galleries were
connected to the plant’s drainage system, but in order to stay on the safe
side, it was considered that the drainage system did not work, or that
these connections did not exist.

3. Results and model sensitivity

3.1. Results

As previously said, six scenarios were studied considering two types
of ESWS failure (crack and guillotine). The analysis of the results was
done at 32 control points. In them the time between the pipe break-
ing and the arrival of the flood at the critical elevation (different for
each control point) was evaluated. The model provides many different
hydraulic results (evolution of water elevation, depth, velocities, dis
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charge, shear stress, Froude number, etc.), but for the present study the
basic results were represented by means of the graphs of time evolution
of water depths at control points. As shown in Fig. 6, the water eleva-
tion does not increase at a constant rate, not only because of complexity
of the channel network but also to the channel occupation. This is an
important point for the reaction time in case of failure.

As an example of the flooding process, Fig. 7 shows the water evo-
lution for a guillotine-type failure (discharge of 0.287m⁠3/s). It can be
seen that between the time steps represented, there are some steps of
the value of water elevation at specific locations. These are caused by
the existence of very narrow cross sections, culverts or bottom eleva-
tion discontinuities which are translated into important localized water
head losses. Furthermore, the inundation of some isolated channels can
be observed. This is because of the presence of pipes connecting them to
others, which were modelled with the culvert tool. Regarding the type
of flow (free or pressurized), even though in the plotted area nine chan-
nels were completely closed (with lid), only in two of them pressurized
flow did occur for time values greater than 540 s (highlighted by means
of a red oval-line).

The time needed by the flow to reach a control point varied from
1min to more than 2h depending on the breaking point and on the con-
trol point location.

3.2. Sensitivity analysis

A sensitivity analysis to assess the influence of the bottom roughness
(Manning coefficient, n) and occupation index (i0) was carried out, as
there are uncertainties in the evaluation of these values.

The effect of the Manning coefficient was analysed for the worst
scenario: guillotine-type break of the pipes; breaking point close to the
control points; and a middle–high discharge (0.204m⁠3/s). Three mod-
els were built using Manning coefficients of 0.0144 s·m⁠−1/3 (−20%),
0.018 s·m⁠−1/3 and 0.0216 s·m⁠−1/3 (+20%). Fig. 8 shows an example of
the evolution of the water elevation at two control points for a ±20%
variation of the Manning coefficient versus the value of 0.018 s·m⁠−1/3. It
can clearly be seen that in this case the Manning coefficient is not de-
terminant, as differences of only a few centimetres were observed (less
than 2cm in most cases).

The influence of the occupation index was analysed by comparing
the results of simulations with the occupation values used in the study
with those considering no-occupation. The results presented here cor-
respond to a scenario with a discharge of 0.287m⁠3/s (guillotine-type
break). The water elevation at a control point in both situations was
compared (Fig. 9). In this case, with occupation the water front ar-
rives at the control point (at an elevation of 47.60m) approximately
20min sooner than in the no-occupation scenario. A similar pattern is
reproduced in the rest of the simulations, varying from few seconds to
more than 20min depending on the discharge and the closeness of the
break-point and the control-point.

4. Conclusions

A methodology based on the combination of the two-dimensional
shallow water model with the Finite Volume Method has been proved
to be adequate to simulate the flooding of the service galleries of a nu-
clear power plant (NPP), even though the complexity of the geometry
and hydraulic phenomena involved required the use and implementa-
tion of non-standard modules for two-dimensional free surface models.
These modules are required for the simulation of special elements such
as culverts (flow through pipes), lids (pressurized flow), sources (inlet
discharge inside the model) and occupation (reduction of the effective
cross-section area due to different elements).

For the study case, the origin of the flood was the hypothetical fail-
ure of the Emergency Service Water System (ESWS) pipes. This system
runs along underground galleries with complex geometries.

The model with extended capabilities was first verified and then
used in the case study. Two kinds of channel were used in the verifica-
tion process. In both cases the results showed that the computed faster
filling of the channel and acceleration of the flow (lower flow front ar-
rival times) in reaches with significant occupation fitted with the theo-
retically expected values.

The methodology was applied in order to describe and analyse the
process of flooding of the service galleries of a NPP. For plant managers,
the most relevant result of the simulations was the time needed for the
flow to reach some specified control points defined by their X, Y and
Z coordinates. This time depends on the location and type of the ESWS
failure, but it could be observed that the occupation index had a rel-
evant influence on the results. Some channels had occupation indexes
greater than 70%. The results showed that the difference in the time
gap between the failure and the arrival at the control point, calculated
considering the channels with and without occupation, was greater than
20min at some control points.

In conclusion, it has been seen that standard hydraulic numerical
modelling tools, based on the solution of the Saint Venant equations
in one or two dimensions are not adequate to analyse the inundation
process of complex systems of the type of usual NPP service galleries.
A diagnostic on the hazard related to the failure of the ESWS with such
standard tools would most probably be on the safe side.

Nevertheless, 2D hydrodynamic modelling tools can be the basis for
the aforementioned analysis, provided they are enhanced with addi-
tional tools as was done for the presented case study. Different study
case might require different enhancements, but it has been seen that
the modules specifically developed for this case (culverts, lids, occupa-
tion and punctual sources) are enough for the analysis of a significantly
complex gallery system. For that reason, the presented methodology and
newly developed tools could most probably be used as the base for sim-
ilar stress tests at other NPPs.
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