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Reasons and Normativity

Normative reasons concern us all. We constantly make decisions, 
believe in various propositions, and feel certain emotions. 
Hopefully, we do, feel and believe what we ought to do, feel, 
and believe – but how does it all come together? Reasons 
and Normativity is a thesis that consists of five stand-alone 
papers and an extended introduction that tries to deepen our 
understanding of how reasons and normativity works.
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Introduction 

Some facts seem to stand in a special relation to us in that they call for a response. 
Some facts are normative reasons.1 For instance, the fact that I made a promise to 
buy groceries is a reason for me to do it. Regardless of what situation we find 
ourselves in, we have reasons to perform certain actions, hold certain beliefs, and 
have certain attitudes (e.g. feelings, desires, wants, and other non-doxastic 
attitudes). In short, we have reasons for a lot of things. Reasons can be more or 
less strong or weighty in the sense that, for example, some speak heavily in favor 
of an action while others only give marginal support for that action. More often 
than not, our reasons concern mundane situations such as deciding where to go 
for lunch. Even in these trivial choice situations we are dealing with reasons for 
and against going for lunch at one place rather than another.2 We can suppose 
that the fact that one restaurant is cheap is a reason to have lunch there, and the 
fact that the other restaurant is cozy is a reason to have lunch there. At other times, 
however, our choices are of a more serious nature. Consider, for example, the 
question as whether to raise taxes or reduce funding for the arts and humanities. 

Normative reasons have some sort of sway over us in the sense that reasons matter. 
In fact, it may be that reasons are what make matters matter. Normative reasons 
are, in a wide sense, action-guiding and in some way connected with what we 
ought to do.3 It is of both theoretical and practical importance that we understand 
                                                      
1 Henceforth I will refer to ‘normative reasons’ as ‘reasons’ unless the distinction between 

normative and other sorts of reasons is needed. 

2 Philosophy has a habit of focusing on high-stake cases where it is of the outmost importance that 
we make the right choice, such as with climate change or lying to murderers. However, this 
habit should not lead us to deny that reasons are part and parcel of our daily lives. 

3 I here follow Andrew Reisner (2015b) and use ‘do’ in a slightly idiosyncratic manner as a 
universal verb, or a placeholder, meant to include performing certain actions, having certain 
attitudes, or having certain beliefs. I will throughout the thesis be explicit when I intend to 
capture only actions by ‘do’. 
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how reasons function, and how what we have reasons to do connects with what 
we ought to do and what is valuable. 

In this dissertation the focus lies on the structure of reasons and normativity. The 
focus is neither on classic meta-ethics nor on substantive normative ethics. It is 
somewhere in between, on the structural level. The goal of the thesis is to deepen 
our understanding of normativity in general and normative reasons in particular. 
The thesis consists of two parts: An extended introduction (divided into four 
chapters) and five papers. The extended introduction aims to give a rough outline 
of the structure of reasons and normativity, touch upon some of the important 
debates concerning reasons and normativity, and situate the papers within these 
debates. The papers are self-contained, but they are intended as journal articles 
and thus require some background knowledge and familiarity with the field. The 
extended introduction aims to provide some of that background knowledge. In 
addition, the extended introduction can be seen as something that has so far been 
lacking in the literature: An overview of some of the central concepts and 
properties that play a prominent role in the literature on the nature of reasons and 
normativity.4 

Before we begin proper, I want to introduce some of the more rudimentary 
distinctions that need to be made in a discussion of reasons. The explication of 
these distinctions occupies most of the extended introduction, but given their 
sheer number I think it is useful to situate them in a rough taxonomy at the outset. 

We get at the first distinction by answering the question: “What is x a reason for?” 
We can have reasons either for holding certain beliefs, doing certain actions, or 
having certain attitudes.5 I call these three different reasons theoretical reasons, 
practical reasons, and evaluative reasons. For instance, 

                                                      
4 The papers are journal articles, and I apologize for occasional repetitions – e.g. the plentiful 

introductions to the Fitting Attitudes Analysis of value (FA analysis). The FA analysis (which we 
will look at more carefully in the chapter “On Buck-Passing”) analyzes an object being valuable 
in terms of it being fitting to favor the object. 

5 Instead of the phrase “reasons for attitudes” other philosophers use phrases such as “reasons for 
feelings” (Skorupski, 2010a) or “reasons for pro- or con-attitudes” (Rabinowicz & Rønnow-
Rasmussen, 2004). I prefer the phrase “reasons for attitudes” because it is more neutral. By it I 
mean reasons for feelings, desires, emotions, wants, and other non-doxastic attitudes. One of 
the big drawbacks of using “reasons for attitudes” is that beliefs are also a sort of attitude, and I 
do not include beliefs (or suspensions of belief or disbelief) under the phrase. I believe that this 
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Theoretical reasons: My visual experience of a cup on my desk is (in most cases) a 
reason for me to believe that there is a cup on my desk.6 

Practical reasons: My promise to buy groceries is a reason for me to buy groceries.7 

Evaluative reason: My failure to keep my promise to buy groceries is a reason for 
my friend to be annoyed with me.8 

The second distinction I want to make emerges when we answer the question: 
“What kind of reason is it?” For instance, it could be a moral, an aesthetic, or a 
prudential reason. The three-way categorization of moral, aesthetic and prudential 
reasons should not be read as an exhaustive list, nor do I intend to take a stance 
on what kinds of reasons there actually are. My goal is, more accurately, that of 
making sense of what it is to be a reason of a certain kind. To illustrate the 
distinction, some might say that my promise to my friend to read one of her papers 
is a moral reason to do it. They might add that the fact that I could work on my 
own paper instead of reading her paper is a prudential (and not moral) reason not 
to not read her paper; and that my friend’s eloquent writing style is an aesthetic 
reason to read her paper. What the modifications ‘moral’, ‘prudential’ and 
‘aesthetic’ signal is what kind of reason is in play. They say something about the 
normative source of the relevant reason. Exactly what is meant by source is 
something I will go into in greater detail in the final chapter of the introduction, 
“How It All Relates”. For now I think it suffices to say that the source of a reason 
is an explanation of why a particular fact has the property of being a reason. 

                                                      
irregularity in the usage of “attitude” is compensated for by the fact that it is both short and 
simple, and also theoretically more neutral than other phrases. Depending on one’s view on 
feelings and emotions, not everything that would fall within this third category of reasons can 
properly be described as a feeling. 

6 Theoretical reasons need not be limited to reasons for beliefs; they may include reasons to revise 
one’s credence in a certain belief, or depending on how you understand beliefs, reasons to 
abstain from forming a belief at all. Thanks to Jonas Olson for pointing this out. 

7 Throughout the thesis I will assume that abstaining from doing a certain action is also a form of 
action. Regardless of whether one imposes a hard distinction between action and omissions, we 
will have practical reasons to omit doing things. 

8 While this thesis’ main focus is on reasons for actions, and to some extent reasons for attitudes, 
many aspects of the discussion are directly translatable to discussions of theoretical reasons 
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The third distinction is the one between pro tanto reasons and overall reasons.9 
We ordinarily talk about particular reasons for and against, say, a certain action, 
but we also talk about what we have reason to do overall – what the case is for 
performing one action rather than another. The particular reasons are pro tanto 
reasons. Pro tanto reasons function at the contributory level; they speak in favor 
of, say, an action in a certain aspect to a certain extent. Overall reasons, as the 
name suggests, function at the aggregated level. For instance, the fact that buying 
groceries is boring is a pro tanto reason against doing it, but the fact that I promised 
to do so is a reason to buy groceries, as is the fact that I want to use the groceries 
to make dinner. At the overall level, my reason for buying groceries is stronger 
than my reason against doing so. 

The first chapter of the extended introductory chapter goes into more detail on 
the distinction between pro tanto reasons and overall reasons. 

I am interested in normativity. Exactly how to describe what normativity is, or 
what is so normative about ‘normative’ reasons is notoriously difficult. That said, 
I think it will be helpful to begin by contrasting normative reasons with other 
varieties of reason – if we cannot say what normative reasons are, we can at least 
make it a little clearer what they are not. I distinguish between three varieties of 
reasons: 

Normative reasons: A normative reason is that which counts in favor of something, 
such as a promise to do something. 

Motivating reasons: A motivating reason is the state of affairs, or propositional 
content of the agent’s attitudes and beliefs, (i.e. what the agent desires or believes), 
which motivates the agent to act.  

Explanatory reasons: An explanatory reason is whatever explains why the agent 
acted, or more generally what explains why something is the case (e.g. the agent’s 
beliefs, a society’s norms and culture, and so forth). 

An example, borrowed from Toni Rønnow-Rasmussen, helps to illuminate the 
distinctions: 

                                                      
9 Instead of ‘overall’ some philosophers prefer the term ‘all-things-considered’. For more on all-

things-considered see footnote 32 p. 32 and footnote 38 p. 39. 
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An agent a is asked why she jumped into the water and says something like ‘The 
reason is that God told me to save the person from drowning’ (Rønnow-
Rasmussen, 2011, pp. 133 - 134). 

In this case the explanatory reason, the thing that explains why she jumped into 
the water, is a’s belief that God told her to do so (and perhaps her desire to do 
what she believes God told her to do). Her motivating reason on the other hand, 
is not the belief that God told her to do so, but rather the content of that belief: 
[God told her to do so]. Sometimes one and the same thing is a normative reason 
and that which motivates the agent, but this is not necessarily so. 

So, the concept of a normative reason is not to be confused with the concept of a 
motivating reason or the concept of an explanatory reason. But what is a 
normative reason? What is the normative sense of the word ‘normative’? 
Unfortunately, I do not have a positive characterization of this other than to say 
that the normative sense of ‘normative’ that I will be using means ‘having to do 
with (normative) reasons or (normative) oughts’. Such a definition of normativity 
is of course unhelpful and circular unless we already have a prior understanding 
of normative reasons or normative oughts. Fortunately, I believe that most readers 
are already competent to distinguish between the truly normative and other senses 
of ‘normative’, ‘reasons’, and ‘oughts’. 

To make matters worse, not all reasons or oughts that appear to be normative are 
‘truly’ normative.10 Moral reasons and moral oughts are paradigmatically 
normative, but etiquette-based reasons or oughts are not ‘truly’ normative. John 
Broome formulates the problem as follows: “Even the word ‘normative’ has a non-
normative (in my sense) sense” (Broome, 2013, p. 11). To exemplify this he goes 
on to say that the word ‘normative’ “may be used to mean ‘to do with norms’, 
where a ‘norm’ refers to an established practice or alternatively to a rule or 
requirement” (Ibid). The fact that according to etiquette the dessert spoon should 
be placed above the plate is a reason to do so, but it does not ‘truly’ count in favor 
                                                      
10 ‘Ought’, being a modal auxiliary verb, creates friction between philosophical clarity and the 

English language. Grammatically speaking, it is incorrect to write ‘oughts’ as the plural of ought 
or to treat ‘ought’ as a noun in general. However, grammar should not stand in the way of 
philosophical clarity. What I refer to by ‘oughts’ or ‘the ought’ is the fact that an agent(s) stands 
in the ought-relation to a certain action, belief, or attitude. For it to be the case that an agent 
ought to keep a promise is for the agent to stand in the ought-relation to the action of keeping 
the promise. For more on ought and the English language, see (Chrisman, 2012) 
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of doing so on its own. One way, perhaps, to approximate ‘true’ normativity is by 
reflecting on the following two statements: 

According to etiquette I have a reason to φ, but do I have a reason to φ? 

According to morality I have a reason to φ, but do I have a reason to φ? 

The first question has an ‘open’ feel to it that the second statement does not have 
– open, in the sense that it is intelligible to answer “no” to the first question but 
not to the second.11 

Over the last twenty odd years, normativity, and the concept of a normative 
reason, have received considerable philosophical attention (Dancy, 1993; 
Korsgaard, 1996; Broome, 1997; Parfit, 1997; Dancy, 2004; Darwall, 2006; 
Schroeder, 2007; Parfit, 2011a; Raz, 2011; Broome, 2013; Olson, 2014; Fogal, 
2016).12 It is perhaps not surprising that, in its wake, the surge in research interest 
and rapid progress has left a research field that is somewhat in disarray, with 
philosophers using a range of contrasting concepts and terms. Numerous terms 
now denote the same concept, and few established and rigorous characterizations 
of the concepts are to hand.13 For this reason it is quite hard to keep track of all 
of the sophisticated distinctions that have been made. In this thesis, as far as 

                                                      
11 This can be compared with the way Scanlon (1998, p. 97) and perhaps especially Philip 

Stratton-Lake (2002, pp. xx - xxi) interpret Moore’s (1993/1903) open question argument. 

12 One might say that the renewed research interest in reasons as we know it today really comes 
into existence with Scanlon (1998). Other potential starting points would be Henry Sidgwick 
(1981/1874), or perhaps it starts with W. D. Ross (2002/1930) where we first get the prototype 
formulations of ‘pro tanto reasons’ in terms of ‘prima facie duties’. Another potential starting 
point is Baier (1958), the first to distinguish between explanatory, normative and motivating 
reasons; or Toulmin (1958), Williams (1981a) or Nagel (1970, 1986), where the first 
systematic discussions of the nature of reasons appear. Another possible point of inception is 
Parfit (1984), whose influence shaped more than a generation of philosophical discourse. 

13 I have a list where I record different types of reasons, and the different terms used for these types 
of reasons, in the work of people I have read. So far, it consists of 91 terms and at least 65 
different types of reason, and that is only counting those used by authors with a specific usage in 
mind. This entire dissertation could consist merely of attempts to make sense of the list and its 
taxonomy. 
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possible, I have tried to resist the urge to add to the lexicon of terms being used 
to denote the same concepts.14 

There is one more thing that I would like to mention before I outline the 
remaining chapters of the extended introduction. The thesis contains a lot of 
examples. These examples should not be read as endorsements of substantive 
normative claims. Although the thesis has reasons and normativity as its main 
focus, it does not contain any kind of finger-pointing – it does not prescribe what 
reasons we actually have or say how we actually ought to live. As far as possible, 
the thesis remains neutral when it comes to substantive normative issues and does 
not engage in normative theorizing of the sort one engages in when figuring out 
whether, for instance, Kantianism or Rossian Pluralism is the correct moral 
theory.15 Nothing I say hinges on which specific normative theory turns out to be 
correct. I plead to readers to read the examples used in the thesis as just that – 
examples, or better still examples of examples. My interest lies purely with the 
structural features that the examples exhibit. 

Let me now outline the chapters that make up the extended introduction. 

These chapters give an overview of, and expand on, the ways in which 
contemporary philosophers have answered the question “How are we to 
understand the concept of a normative reason?”. They do so by introducing the 
concept of a reason, examining its formal features and asking what different types 
of reasons there are. I start with the concept of a reason in my attempt to unpack 
the structure of normativity because I view reasons as, metaphysically speaking, 
the most fundamental normative feature on which other normative features are 
grounded. Additionally – and something that should not be underestimated – a 
pedagogical case can be made for starting in this way. Reasons are something that 
we are all more or less familiar with. Anyone who has ever deliberated over options 
is very likely to have some familiarity with reasons and how they work. 

The chapter “The Weighing Metaphor” aims to clarify what it means to say that 
a reason has a weight, or strength, and how we should understand the metaphor 
of ‘weighing reasons’ against one another. It does so by analyzing the weighing 
metaphor as it is commonly employed in the debate concerning reasons and 

                                                      
14 My own preferred nomenclature would, of course, have been far superior. 

15 It is, of course, some sort of Rossian Pluralism. 
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normativity. The weighing metaphor says, simply put, that we talk about 
weighing reasons in the same way we talk about weighing physical objects. A clear 
example of this usage, drawn from outside philosophical debate, is that of the 
Lady Justitia scales of justice as they appear in the judicial context, reflecting the 
weighing of different interests and evidence. 

The chapter “On Buck-passing” utilizes some of the conceptual tools developed 
in the two previous chapters in order to provide a plausible story about how 
reasons relate to other significant normative features such as value, ought and 
obligation. Specifically, I argue that we can understand both being valuable and 
ought in terms of reasons. The chapter also highlights some commitments and 
potential problems that are entailed by the understandings that have been 
recommended, and asks whether we should modify our accounts of value, ought 
and obligations in light of these. 

Following this, the chapter “How It All Relates” concludes the extended 
introduction by exploring a range of answers to questions about the way 
normativity is structured by looking at different possible theories of the 
architecture of normativity. A theory of normativity’s architecture is essentially a 
set of claims indicating what normative domains and sources there are, and how 
they interrelate. 

  



23 

The Reason-Relation 

The goal of this chapter is to characterize the property of being a reason. As we 
shall see, there are a few different types of reason-relation, and several ways of 
capturing them. I provide these characterizations first and foremost because in 
order to understand how reasons work we must better understand what they are. 

I take reasons to be facts.16 Facts are here to be understood as (true) proposition-
like entities picked out by ‘that-clauses’. For instance, that I promised my friend 
that I would return a book tonight is a reason for me to return the book tonight. 
That I promised my friend that I would return a book tonight is also a fact.17 I 
will sometimes use the term ‘reason-fact’ to refer to facts with the property of 
being reasons. Reason-facts are no more ontologically queer than any other 
mundane facts. The fact that I promised to buy groceries is not queerer 
ontologically than the fact that there is a chair in my office.18 All reasons are 
essentially normative in that they are endowed with a certain normative property. 
The property that all our reasons share is that of being a reason. To have the 
property of being a reason is to stand in a certain relation to, at least, an agent and 

                                                      
16 Other suggestions in the literature include taking reasons to be properties (Brown, 2014). 

Schroeder (2007) views some reasons as sets and other reasons as facts. Which ontological 
category reasons belong to makes little or no difference to the arguments in this thesis. The 
main reason why I choose, in this thesis, to view reasons as facts, and only as facts, is that 
talking about facts is easier than talking about properties. However, see page 36-37 for some 
complications. 

17 For some slight elaboration on my view of facts see pp.36-37. 
18 Some believe that facts themselves are ontologically questionable (Betti, 2015). While I disagree 

with philosophers who banish facts from their ontologies, the important thing to note is that 
those who find facts problematic do not believe that reasons qua facts are any more problematic 
than other facts. 
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a response. While facts are arguably ontologically innocent, according to most 
theorists of reasons, the normative property of being a reason might not be.19 

At a minimum, the reason-relation exhibits the following structure: 

The Minimal Account:  R(x, S, φ)20 

On the minimal account the reason-relation is a three-place relation, the fact (or 
collection of facts), x, is a reason, R, for an agent (or agents), S, to φ. Here φ is a 
place-holder for a belief, an action or an attitude.21 Depending on whether φ takes 
the form of a belief, an action, or an attitude, we are dealing with a theoretical 
reason, a practical reason, or an evaluative reason.22 In this thesis the main focus 
is on practical and evaluative reasons.23 

Once we depart from this minimal account, divergent views will start to emerge 
of the appropriate way to characterize reason-relations. 

The tripartite division of reasons into reasons for beliefs (theoretic reasons), 
reasons for actions (practical reasons) and reasons for attitudes (evaluative reasons) 
is not universally accepted.24 Some, for example, (Parfit, 2011a), make do with 
practical and theoretical reasons alone, and refer to both reasons for actions and 
reasons for attitudes as practical reasons; others deny the existence of reasons for 
desire-like attitudes (Maguire, 2017). Like Skorupski, I take the difference 

                                                      
19 For more on the alleged ontological innocence of reasons, see (Shafer-Landau, 2003; Parfit, 

2011b; Olson, 2014, 2018). 

20 For convenience I have leave the quantifier implicit, so ‘R(x, S, φ)’ = There is a fact x such that x 
is a reason for S to φ = ∃(x) R(x, S, φ). 

21 Remember that by the, perhaps unfortunate, phrase “reasons for attitudes” I refer to certain 
attitudes, feelings, desires, wants, and other non-doxastic attitudes.  

22 C.f. (Skorupski, 2010a, pp. 36 - 37). 

23 While the minimal account contains the characteristics everyone agrees that the reason-relation 
has, ‘minimal’ may not be the optimal name for this relation. Another, perhaps more fitting, 
name would be ‘generic’. 

24 For now, I wish to remain silent on how types of reason relate to kinds of reason – e.g. on 
whether we can have theoretical moral reasons, practical evidential reasons, and evaluative 
prudential reasons. In principle, there is conceptual space to allow every type of reason to be 
every kind of reason. For more on this, see the chapter “How It all Relates”. 
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between these three kinds of reason to be “as clear as the difference between action, 
belief, and feeling” (Skorupski, 2010a, p. 36).25 

Pro Tanto Reasons 

Usually, in everyday life, when people talk about reasons what they have in mind 
are probably pro tanto reasons. A pro tanto reason is, roughly, a fact that speaks in 
favor of an option with a certain degree of strength. To illustrate: The fact that 
Alexander Hamilton promised Aaron Burr to water Burr’s plants is a pro tanto 
reason for Hamilton to do so. The fact that it would be a mild annoyance for 
Hamilton to water Burr’s plants is a pro tanto reason for Hamilton to not do so. 
Furthermore, we seem to be able to weigh these two pro tanto reasons against each 
other and say which is the stronger, or weightier, reason.26 The two pro tanto 
reasons certainly seem to differ in strength and plausibly the promise-reason 
outweighs the mild-annoyance-reason. The pro tanto reason relation has roughly 
the following structure: 

Roughly, the Pro Tanto Reason Relation: R(x, S, w, φ) 

The fact x is a reason for an agent S with a degree of strength, w, to φ. Another 
way to express the same idea would be to say that the fact x stands in the reason-
relation to an agent, a degree of strength and an action, belief, or attitude. 

In order to get a further grip on, and clarify our understanding of, pro tanto 
reasons it will be beneficial to see how they have been characterized by previous 
commentators. I have chosen to take a closer look at the following four 
philosophers because they elucidate different aspects of the pro tanto reason-
relation, because they represent influential stances in the debate, and because their 
accounts are not straightforwardly compatible (and their potential incompatibility 
is philosophically interesting). The four philosophers are Jonathan Dancy, John 
Broome, John Skorupski and T. M. Scanlon. 

                                                      
25 However, in the chapter “How It All Relates” we will have the opportunity to mention other 

ways to cut the normative cake. 

26 I use “strength of a reason” and “weight of a reason” interchangeably. 
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In Ethics Without Principles (2004) Dancy gives a characterization of pro tanto 
reasons. Dancy does not actually use the term “pro tanto reasons” but instead talks 
about “contributory reasons”. Although terminological diversity is symptomatic 
of the debate, it should not trouble us that Dancy is using a different term. In a 
footnote he acknowledges that the way he uses “contributory reasons” is identical 
to the way others use “pro tanto reasons” (Dancy, 2004, p. 17).27 Dancy’s 
characterization is as follows. 

A contributory reason for action is a feature whose presence makes something of a 
case for acting, but in such a way that the overall case for doing that action can be 
improved or strengthened by the addition of a second feature playing a similar 
role. […] Contributory reasons are officially reasons capable of doing what they 
do either alone or in combination with others. But they can combine in peculiar 
and irregular ways (Dancy, 2004, p. 15). 

The quote is interesting, and we can learn a lot from it about how Dancy believes 
pro tanto reasons work. In the passage, Dancy restricts himself to reasons for 
actions and claims that a pro tanto reason “makes something of a case for acting”. 
It is a little unclear what Dancy means by “a case for acting” and an “overall case 
for doing that action”. When we are finished characterizing pro tanto reasons we 
will have the opportunity to revisit Dancy’s formulation of an “overall case for 
acting”, but for now let us postpone that discussion. 

The crucial thing to note about Dancy’s characterization of pro tanto reasons here 
is that while they make a case for doing something, that case can be strengthened 
or weakened by the presence of other pro tanto reasons. We also learn that Dancy 
believes that (the weight of) pro tanto reasons need not combine in a 
straightforward manner. A pro tanto reason supporting a certain action might 
make a case for performing that action, but the addition of an additional pro tanto 
reason supporting the very same action might make the overall case for performing 
the action weaker than it originally was. Moving on from Dancy’s 
characterization, but lingering on the feature of pro tanto reasons of making a 
better or worse case for acting, Broome (2013) gives the following definition of 
pro tanto reasons using N is a placeholder for an agent and F is a universal verb. 

                                                      
27 Another philosopher who uses a different term for pro tanto reasons is Skorupski (2010a, p. 33). 

He uses the term “specific reasons”. As far as I can tell, there is no philosophical difference. 
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A pro tanto reason for N to F is something that plays the for-F role in a weighing 
explanation of why N ought to F, or in a weighing explanation of why N ought 
not to F, or in a weighing explanation of why it is not the case that N ought to F 
and not the case that N ought not to F (Broome, 2013, p. 53). 

Broome’s definition makes use of the weighing metaphor – pro tanto reasons are 
essentially things we weigh. To make sense of the definition we need to briefly 
clarify what Broome means by a ‘weighing explanation’. First, take a standard case 
of weighing two objects where one object outweighs the other. According to 
Broome, a normal weighing explanation of why one object outweighs another 
goes something like the following: 

There is at least one object in the left-hand pan, and there may be one or more 
objects in the right-hand pan. Each object has a weight. The combined weights of 
the object in the left-hand pan exceed the combined weights of the objects in the 
right-hand pan. That is why the balance tips left (Broome, 2013, p. 52). 

Broome suggests something analogous happens in the case of reasons. We put the 
pro tanto reasons in favor of F in one pan, and the pro tanto reasons against F in 
the other pan. If the combined weight of the pro tanto reasons for F is greater than 
the combined weight of the pro tanto reasons against F, then we have a weighing 
explanation of why we ought to F. In Broome’s definition we are given an answer 
to the question how ‘reasons’ and ‘oughts’ are related – pro tanto reasons are what 
figure in the for-F-role and the against-F-role in a weighing explanation of why it 
is the case that we ought to do F (or not do F). 

I agree with Broome in so far as I also believe that pro tanto reasons play a role in 
explaining what we ought to do. I am skeptical, however, about Broome’s 
characterization of a pro tanto reason. Can we understand the “for-F role” 
independently of understanding what a reason is, or what it is for a fact to “count 
in favor of responses”? Like other philosophers (Skorupski, 2010a, p. 50 ff; 
Brunero, 2013; Dancy, 2015, p. 181; Kearns & Star, 2015, pp. 237 - 238), I am 
not convinced this is possible. Broome argues that the “for-F role” simply is the 
concept of weight, and that we have a prior understanding of weight. Kearns & 
Star (2015, p. 238) point out that while we might have a prior understanding of 
weight that is independent of “counting in favor” when it comes to non-
normative mechanical weighing, it is less clear that we have an independent 
understanding of normative weight. 
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A reason (or collection of reasons) can either be conclusive, sufficient and 
insufficient. 

Conclusive Reason: An agent has a conclusive reason to φ if and only if the reason 
to φ is stronger than the reasons (taken together) to not-φ. 

Sufficient Reason: An agent has sufficient reason to φ if and only if the reason to φ 
is at least as strong as the reasons (taken together) to not-φ. 

Insufficient Reason: An agent has insufficient reason to φ if and only if the reason 
to φ is weaker than the reasons (taken together) to not-φ. 

Unlike pro tanto reasons these reason relations are strict and non-weighted. In 
saying this, I mean that they do not come in degrees of strength. There are no 
very conclusive reasons, or weak sufficient reasons.28 

While these definitions might look obvious and intuitive, there are at least two 
philosophers who, for different reasons, disagree with the above characterization. 
Scanlon (2014) disagrees on the grounds that my characterization is backwards – 
according to him, we should understand the strength of reasons in terms of 
sufficient reason. Skorupski (2010a), on the other hand, would dispute the 
characterization because he denies that sufficient reasons and conclusive reasons 
are definable in terms of weighted non-strict notions of reasons. 

  

                                                      
28 So even if, for instance, the sufficient reason relation does not come in degrees, of course the 

underlying reason does have a degree of strength. It is like when Usain Bolt wins the 100m race. 
The property of winning the race does not come in degrees, but of course he ran the race with a 
certain degree of speed in virtue of which he won it. Moreover, if Bolt won race1 with a certain 
time and won race2 with a slower time, there would be a sense in which it is true that the first 
time is better than the latter. Bolt in race1 would have won against Bolt in race2. However, this 
does not mean that he won the first race more than he won the second race. He won both races 
equally. Likewise, where a conclusive reason would not have been conclusive in different 
circumstances, this does not mean that the reason is conclusive to a higher or lower degree. 
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To show how my position differs from theirs, I shall look more closely at the ways 
in which Skorupski and Scanlon characterize the pro tanto reason relation. 

Skorupski’s Account: R(x, t, S, w, φ) (2010a, p. 37). 

Scanlon’s Account: R(x, S, c, φ) (2014, p. 37). 

So, for Skorupski the reason-relation is a five-place relation: The fact (or collection 
of facts), x, is at time, t, a reason of degree of strength, w, for the agent, S, to φ. 
For Scanlon, it is a four-place relation: The fact, x, is a reason for, S, in 
circumstances, c, to φ. 

The main difference between the two is that while Skorupski’s account has the 
fine-grained relata of degree of strength and time, Scanlon opts for the thicker 
relatum of circumstance. So, for Skorupski all pro tanto reasons are reasons at 
specific times with certain degrees of strength to do things. For Scanlon all reasons 
are reasons only in specific circumstances. 

On Scanlon’s account it only makes sense to talk about the strength of reasons in 
relation to other reasons. We can understand a pro tanto reason being stronger 
than another if it is a sufficient reason (SR) but the other one is not. In other 
words, a reason is stronger than another if the following holds: 

One consideration, x, outweighs another, y, if the following hold: R(x, S, c, φ), 
R(y, S, c, ψ), where ψ is a course of action incompatible with φ, and SR(x, S, c, φ) 
but not SR(y, S, c, ψ), although SR(y, S, c’, ψ) where c’ is a set of circumstances as 
normatively similar to c as possible except that x does not obtain in c’ (Scanlon, 
2014, p. 108).29 

It can be seen, then, that Scanlon treats the relation of being a sufficient reason as 
more fundamental than weighted notions of reasons. A pro tanto reason x is 
stronger than a pro tanto reason y if and only if, in c, x is a sufficient reason and y 
is not a sufficient reason, although y is a sufficient reason in circumstances c’ that 
are similar to c with the difference being that x does not obtain in c’. On this view, 
it does not make sense to talk about x being a strong or weak pro tanto reason; it 

                                                      
29 Note that for the purpose of readability I have exchanged Scanlon’s original annotation of R(p, 

x, c, a) for the one I have used in the text in order to avoid using the same symbol for different 
variables. 
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only makes sense to talk about whether x is stronger or weaker than another pro 
tanto reason. It seems to be an implication of Scanlon’s view that it is only reasons 
for incompatible actions that have relative weight. This is a strange outcome, since 
intuitively reasons for a compatible alternative action, and even reasons for the 
same action, can differ in strength. For instance, the fact that I promised to push 
the red button is a reason to do so, and the fact that five people will die unless I 
push the red button is also a reason to so, and the latter is the stronger reason. 
Scanlon’s reply to this is that in order to determine the relative weights of these 
two reasons, we would need to look at a counterfactual where c’ is as similar to c 
as possible but the two facts are reasons for incompatible actions. A problem with 
this approach, as (Sampson, 2015) has pointed out, is that we can imagine pairs 
of reasons for which it fails: Either it is impossible for both to obtain in the same 
set of circumstances or it turns out that in the set of possible circumstances where 
they do both obtain we get the wrong result. I shall return to Scanlon’s view of 
outweighing on pages 54-55 in the next chapter 

For Skorupski, on the other hand, a pro tanto reason’s possession of a certain 
degree of strength is seen as an intrinsic aspect of the normative property of being 
a pro tanto reason. Given this, it seems that Skorupski will have access to the 
resources necessary to understand strict non-weighted reason relations in terms of 
weighted reason relations. On Skorupski’s view however, this is not the case 
(2010a, pp. 39 - 41).30 

The explanation of why he holds this view is as follows. When we are talking 
about reasons for beliefs it is sometimes not true that we have sufficient reason to 
hold the belief that p even though we have stronger reasons to believe that p than 
we do to believe that not-p. This is the case, according to Skorupski, when, for 
example, the reasons for believing p are very weak but still stronger than the 

                                                      
30 It should be noted that Skorupski does not make the distinction between sufficiency and 

conclusiveness; he makes do with sufficient reasons. Still, I believe it is safe to assume that 
Skorupski would deny both my definition of sufficient reason and my definition of conclusive 
reason, since they both are cast in terms of weighted notions of reasons. For Skorupski, having a 
sufficient reason does not entail that there is more reason to do that action than any other; 
rather it is a reason that is “‘good enough’ for action” and “We say that there is sufficient reason 
to spend the afternoon at the cinema, without taking that action to be optimal” (Skorupski, 
2010a, p. 39). 
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reasons not to believe p. In such a scenario we should withhold judgment as 
regards p. 

When it comes to reasons for actions things might be different for Skorupski. This 
is because in the case of actions everything but φing is equivalent to not-φing – 
there is no third option, the option corresponding to withholding belief. The 
notions of a conclusive reason and a sufficient reason are supposed to be 
orthogonal to what type of reasons we are dealing with, be it theoretical, practical, 
or evaluative. Since we cannot understand the strict notion of sufficient reasons 
in terms of the non-strict notion of pro tanto reasons in the epistemic case, 
Skorupski argues that it is not possible to fully understand these strict reason 
relations in terms of non-strict weighted reason relations. 

Although I cannot give a complete defense here of why I think Skorupski is wrong 
in this instance, I can at least sketch the argument. Skorupski denies that the strict 
notion of reason can be understood in terms of weighted ones because, in the 
epistemic case, we should sometimes suspend judgement, and believe neither p 
nor not-p, even if the reasons in favor of believing p outweigh those in favor of 
believing not-p. However, it is quite possible that it is never the case that we 
should withhold belief. Rather, we should hold beliefs to a certain degree. So, in 
the case where we have weak reasons to believe p but even weaker reasons to 
believe not-p, instead of withholding judgement we should believe p to degree 
>0.5 and not-p to degree <0.5. The degrees of belief should, in the ideal scenario, 
add up to 1. A proper defense of this claim would take us to far away from the 
central issues in this dissertation, so I will leave it as a rough outline of an 
alternative to Skorupski’s picture.31 

Overall Reasons 

I want now to turn to a reason relation that is often contrasted with pro tanto 
reasons, namely overall reasons. I shall characterize the reason relation and argue 
in favor of the usefulness and reasonableness of including overall reasons in our 
reasons-discourse. 

                                                      
31 For a general overview of credence and degrees of belief, see (Buchak, 2014). 
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While we often talk about pro tanto reasons to do things, sometimes we also make 
judgements about what we have overall reason to do.32 A useful metaphor is that 
of making a list of pros and cons with regard to whether to φ or not-φ. We have a 
pro-column and a con-column. We can ask ourselves what each of the individual 
pro or con items amounts to, but we can also ask what all of the items in the pro-
column taken together amount to, and what all of the items in the con-column 
amount to taken together. The items in each column, taken together, correspond 
to the overall reason for φing and the overall reason against φing.33 

To illustrate, take a member of parliament who has two options, voting for 
universal basic income or voting against it.34 The MP has been presented with 
numerous reasons for each alternative by her staff, and in the end she asks: 

                                                      
32 Other labels used in the literature to denote the concept of an overall reason include “complete 

reason” (Raz, 2006), “Ultimate reason” (Bedke, 2011), and “all-things-considered reason” 
(Chang, 2004). Overall reasons are sometimes the subject when people talk about what we have 
“most reason” to do. The term “overall reason” comes from (Dancy, 2004) and (Skorupski, 
2010a). It is a question requiring subtle exegetical work that need not detain us here whether 
there might be slight differences of intended meaning to be identified in the ways the terms are 
employed. 

33 Then there is the question of all-things-considered reasons. Now, the following is not standard 
nomenclature (or maybe it is, it seems to be used in a variety of ways in the literature) so I will 
not push for my preferred understanding of all-things-considered reason in the main text. On my 
view what both columns amount to; what the entire list taken together counts in favor of is the 
all-things-considered reason to (not)-φ. Of course, what the all-things-considered reason counts 
in favor will be co-extensional with what there is conclusive reason to do. So it might be a 
distinction without use. 

There is also another possible understanding of all-things-considered reason. This understanding 
can be exemplified by the following example: (1) “The fact that going for a walk is enjoyable is a 
strong pro tanto reason in favor of going for a walk as far as my wellbeing is concerned. It is, 
however, not a strong pro tanto reason all-things-considered since if I take a walk I will miss my 
own thesis defense.” (2) “The fact that I promised is a pro tanto reason to do so, but it is not an 
all-things-considered pro-tanto reason to do so because I was relieved of my promise”. In both (1) 
and (2) the all-things-considered refers to the circumstances of the reason, given very narrow 
circumstances a reason might be strong or a fact might be a reason, but given ‘all the things’ the 
reason is not strong, or even a reason at all. For more on all-things-consideredness see 
(Andersson, 2017, pp. 161-162). 

34 In the example, I assume for simplicity’s sake that it is not possible for the MP to abstain from 
voting. Adding a third option does not change anything structurally. It merely adds to the 
length of the example (even more so than this footnote, including this parenthesis). 
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“(Overall), how strong are the reasons to vote in favor of the motion, and (overall), 
how strong are the reasons to vote against the motion?” 

What she is asking for is not an additional pro tanto reason, but rather what all of 
the pro tanto reasons in favor of voting for universal basic income amount to when 
taken together, and likewise what all of the pro tanto reasons against voting for 
universal basic income amount to. 

One of her staffers might respond to the MP’s question by saying: “The overall 
reason for voting in favor of the motion is very strong, stronger than the overall 
reason to vote against it!” The staffer might be correct even if it is the case that 
each specific pro tanto reason to vote for the motion on its own is quite weak and 
each specific pro tanto reason to vote against the motion is quite strong. More 
generally, pro tanto reasons can be individually weak but when taken together as 
an overall reason have a totally different strength that is not identical to any 
specific pro tanto reason.35 Instead of ‘taken together’, we could talk of ‘the 
combined pro tanto reasons’ or ‘the pro tanto reasons collectively’. I am not 
attached to any specific way of phrasing it. What I am attached to is the view that 
the notion of ‘overall reasons’ is not only intelligible but also plays an important 
role in the structure of normativity. This is not an uncontroversial position (on 
the other hand, it is not an uncommon position either) and we will analyze the 
objections that have been raised against it as soon as the concept has been properly 
introduced. 

The overall reason-relation has the following structure: 

Overall Reason: OR(x, S, w, φ) 

A fact (or collection of facts), x, is an overall reason for an agent, S, with a certain 
degree of strength, w, to φ. The fact, x, is constituted by pro tanto reasons to φ 
(and only those to φ, not by the reasons not to φ). To illustrate, take the example 
of the MP and her pro tanto reasons for voting for the motion. Assume that there 
are two reasons in favor of voting for universal basic income, x1 and x2. Let [x1, x2] 
denote a complex reasons-fact, i.e. a fact taking two (or more) reasons together. 
In our imagined situation the overall reason to vote in favor of universal basic 
                                                      
35 As we will see in the chapter on the weighing metaphor, it is not only that the strength of the 

overall reason need not be identical to that of any specific pro tanto reason, but also that the 
strength might not even be reducible to the sum of the strengths of all pro tanto reasons. 
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income is the complex fact [x1, x2], which is composed of the two pro tanto reasons 
in favor of voting for universal basic income. To simplify the notation, I will refer 
to the complex fact [x1, x2], i.e. the overall reason, as o1. The strength of the overall 
reason can differ from that of any individual pro tanto reason it is constituted by. 
However, the overall reason for S to φ can only be constituted by pro tanto reasons 
that are pro tanto reasons for S to φ. For instance, there is no overall reason for the 
MP to φ constituted by the MP’s pro tanto reason, x, to φ and David’s pro tanto 
reason, y, to ψ. 

In general, the overall reason for S to φ is to be understood as all of the pro tanto 
reasons for S to φ taken together. Overall reasons, as has been pointed out by 
Brown (2014), involve collective plural predication of the form “The Fs are G”. 
Borrowing Brown’s example to illustrate collective plural predication: 

(1) The pencils are five inches long. 

(2) The pencils are scattered around the room (Brown, 2014, p. 2). 

In (1) the property of being five inches long is attributed to each pencil 
individually. Every single pencil is five inches long. In (2), however, none of the 
individual pencils is, on its own, scattered across the room. It is only the pencils, 
taken together, that are scattered around the room. The property of being 
scattered is ascribed to the fusion of the pencils. In (1) we are dealing with 
distributive plural prediction, and in (2) we are dealing with collective, or non-
distributive, plural predication. 

Analogously, we can make the same maneuver with reasons. A slight annoyance, 
however, is that, unlike “being scattered”, the property of having a certain 
strength, such as “being very strong”, has both a distributive reading and a 
collective reading. When we want to signal that the collective reading is intended 
we add the modifier ‘overall’. Compare the following two sentences. 

(3) The reasons to φ are very strong (each pro tanto reason is very strong).  

(4) Overall, the reasons to φ are very strong (the pro tanto reasons taken together 
are very strong, i.e. the overall reason to φ is very strong). 

In the example of whether the MP should vote in favor of universal basic income 
or against it, there are two overall reasons. There is one overall reason to vote in 
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favor of the proposal, constituted by the pro tanto reasons to vote in favor, and 
one overall reason to vote against the proposal, comprising the pro tanto reasons 
to vote against the motion. A phrase often used in discussions of this kind is “the 
balance of reasons”. On my proposal the balance of reasons favors is to be 
identified with the strongest overall reason. “The strongest” overall reason is, of 
course, just another way of saying the conclusive overall reason. For instance, if 
the overall reason to vote in favor of the proposal is stronger than the overall reason 
to vote against it, the balance of reasons favors voting in favor of the proposal. 

Some have argued that the existence of overall reasons would lead to a vicious 
regress – continuously changing the balance of reasons. Dancy writes: 

Much of our talk of reasons is about contributory reasons in this sense, reasons on 
one side or on the other, reasons that stack up with others to make a better or 
worse case for an action. But as well as talking about reasons in this way, we also 
speak of what there is overall reason to do. There is nothing wrong with that of 
course, but it should not delude us into thinking that there are such things as 
overall reasons in addition to contributory ones. […] We can say we have more 
reason to do this than that, but most reason to do some third thing. These verdicts 
do not themselves specify further reasons (of an overall sort), on pain of changing 
the very situation on which they pass verdict. So there are no overall reasons 
(Dancy, 2004, p. 16). 

These remarks of Dancy’s can be read in two different ways. First, he says that 
there are no overall reasons “in addition to contributory ones”. He is in one sense 
correct – an overall reason is not a reason over and above the pro tanto reasons 
taken together. It is not an additional pro tanto reason that should be taken 
together with the other pro tanto reasons. However, Dancy goes on to say that “So 
there are no overall reasons”. If all Dancy intends to show is that overall reasons 
are not additional reasons,  

I agree with him. For the argument’s sake, however, suppose that he believes, as 
he says later in the passage, that there are no overall reasons. Dancy’s argument 
for the rejection of overall reasons can be rephrased as follows: To be a reason is 
to count in favor of something, and therefore to be something that should be 
given weight in our deliberation. Assume that we have two pro tanto reasons, x1 
and x2, and that both are reasons to φ (rather than not-φ). We weigh these up and 
reach a verdict. If by taking these two reasons together we can get an overall reason 
o1, then, all of a sudden, there is a new reason. Since o1 was not included in our 
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initial verdict, our verdict is undermined, or in Dancy’s words “the very situation 
on which we passed verdict has changed” and we would need to start all over and 
weigh up x1, x2 and o1 to reach a new verdict. If there are such things as overall 
reasons weighing up the three reasons would result in yet another overall reason, 
o2, and so it would go on ad infinitum, never reaching a final verdict, with the 
normativity of the situation ever-changing with the addition of new reasons. It 
seems hard to deny that if there is such a thing as overall reasons, then they have 
the property of counting in favor of something. It also seems reasonable to insist 
that they should be given weight in our deliberation. 

There is a fundamental problem with this reconstructed Dancyean argument 
against the existence of overall reasons. Brown (2014), as far as I am aware, was 
the first to point out this problem. My approach is a bit different from Brown’s, 
but it hinges on the same insight. Brown interprets reasons as properties, and 
hence he has the tools of mereology to work with. Given that within mereology 
whole-formation is idempotent (i.e. the fusion of a thing with the thing itself just 
is the thing itself), he can show that no vicious regress is generated by overall 
reasons. The conception of reasons as facts that has been assumed throughout this 
thesis makes things a bit different. 

Roughly speaking, there are two families of views about facts: A worldly view of 
facts and a conceptual view of facts (Correia, 2010, p. 258). In order for the 
argument that I am about to present to work we need to assume a worldly view 
of facts, or we need to take [P] and [P & P] to express the same fact. To get an 
idea of how the worldly and conceptual view of facts differ, consider the following 
examples from Correia (2010, p. 259): 

• [a is a water molecule]; [a is an H2O molecule]; 

• [France is east of Argentina]; [Argentina is west of France]; 

• [France is east of Argentina]; [it is not the case that it is not the case that 
France is east of Argentina]. 

According to Correia, on a worldly conception of facts “each list is constituted by 
one fact appearing twice”, but on a conceptual conception of facts “each list will 
naturally be taken to compromise two distinct facts” (Correia, 2010, p. 259). 
Whether each line on the list is to be considered as two facts depends on whether 
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your conception of facts tracks what is out in the world or distinct propositions. 
Thus [France is east of Argentina] and [Argentina is west of France] pick out the 
same thing in the world – the propositions have the same truth-makers – but they 
are, on most views, two distinct propositions. For my argument to work, we need 
to take [P]; [P, P] to express the same fact rather than two distinct facts. 

I earlier defined an overall reason to φ as a complex fact consisting of the pro tanto 
reasons-facts to φ [x1, x2]. With this in mind, let us rephrase Dancy’s argument 
and show that the regress he is anxious about never gets off the ground, or that it 
is at least not vicious. 

1. O1 = [x1, x2]. (Assumption, the overall reason is the complex fact consisting of 
pro tanto reasons) 

2. O2 = [[x1, x2], O1]]. (Assumption, Dancy is correct about the regress) 

3. O2 = [[x1, x2], [x1, x2]] (From 1, 2). 

4. [[x1, x2], [x1, x2]] = [x1, x2] (Assumption, that [P] and [P, P] express the same 
fact) 

5. O2 = [x1, x2] (From 3, 4). 

6. O1 = O2 (From 1, 5) 

As we can see, the regress is no more vicious than the regress of identity, i.e. no 
more vicious than saying that A=A ... A=A. The overall reason does not change 
the balance of reasons. Of course, on this view overall reasons have no normative 
strength independently of the pro tanto reasons they are constituted by. Dancy’s 
problem stems from the assumption that when we weigh our pro tanto reasons 
together and arrive at an overall reason, the overall reason has the combined force 
of the pro tanto reasons, and that this combined force should be added together 
with the pro tanto reasons. This is akin to believing the following: If we have two 
pens each of which individually weighs 10 grams, when we weigh these together 
we get 20 grams. Then, when we weigh the individual pens and the collection of 
pens at the same time, the resulting weight is 40 grams. But weighing all of the 
individual pens, on one hand, and weighing the collection of pens, on the other, 



38 

is the same thing: In both cases the scale will say 20 grams.36 It might be argued 
at this juncture that an overall reason fails a requirement for being a reason because 
it fails to count in favor of something, but this is mistaken. It does count in favor 
of something, just as the collection of two pens does have a weight. It is merely 
that the favoring in question is nothing over and above the favoring of the pro 
tanto reasons. Likewise, the pen collection has no weight over and above that of 
the individual pens.37 

Furthermore, there is something peculiar in Dancy rejecting overall reasons but 
also saying that pro tanto reasons make a better or worse case for acting (as he does 
in the passage I quoted above). His talk of something making a case stronger or 
weaker indicates that it is at least possible, and maybe even plausible, to 
understand Dancy’s phrase “an overall case for action” as denoting the very same 
concept that I denote with “overall reason for acting”. One reason to believe that 
this is the case is noted by Skorupski, who writes: 

However, … [Dancy’s] point, I believe, is that overall reasons do not constitute 
additional reasons in the sense that they cannot change, so to speak, the reason-
giving situation determined by the totality of [pro tanto] reasons (Skorupski, 
2010a, p. 40).  

And indeed, as I have shown, just as the pens taken together do not give any 
weight in addition that of the individual pens, neither is the overall reason a reason 
that has normative strength in addition to the pro tanto reasons. The analogy that 
I have made with pens and reasons, however, only stretches so far. In a contrast 
with weight, it is far from clear – it is perhaps even implausible to suppose – that 
the normative strength of pro tanto reasons taken together is a strictly additive 
function. 

I end by making a few concluding remarks about overall reasons. The overall 
reason for S to φ can only be constituted by S’s pro tanto reasons to φ. It cannot 
be partly constituted by pro tanto reasons for another agent to φ, or by pro tanto 
reasons to do an entirely different action, ψ. All of this seems quite straightforward 

                                                      
36 A similar question, eagerly discussed in the debate over collective agency, is whether, if two 

agents go for a walk together, there are two or three agents walking (the first person, the second 
person and the collective agent). For a discussion of this, see (Gilbert, 1990). 

37 For more on ‘over and above-ness’ see (Smid, 2017). 
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and intuitive. Some might, however, wish to hold that the overall reason to φ is 
constituted not only by the pro tanto reasons to φ, but also by the pro tanto reasons 
to not-φ – that is, by both the pro-column and the con-column. I think this is 
wrong for one simple reason: The overall reason to φ is supposed to be everything 
that counts in favor of φing and the pro tanto reasons against φing cannot be a part 
of what overall counts in favor of φing. The fact that I will break my promise if I 
save a child that is about to drown does in no way in count in favor of saving the 
child. It is not because the reasons against doing something I have a reason to do 
it, it is despite of it.38 

As a preliminary and a way into the discussion, presented in the chapter “On 
Buck-Passing”, on the connection between what we have reasons to do and what 
we ought to do, let me now state my view: What we ought to do is determined 
by, or grounded in, the balance of reasons we have. S ought to φ if and only if, 
and because, S has a conclusive reason to φ. 

  

                                                      
38 However, if we have a conclusive overall or pro tanto reason to φ the fact has the property of 

being a conclusive reason partly in virtue of the reasons against φing. This is because it is a 
conclusive reason partly in virtue of being stronger than the reasons against φing and in order 
for this relation to obtain the reasons against needs to play a part. Compare this with footnote 
32, p. 18, it might make more sense to say that I have an all-things-considered reason to φ partly 
in virtue of the reason against φing. 
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The Weighing Metaphor 

In the previous chapter we touched upon the idea that pro tanto reasons and 
overall reasons have a degree of strength or weight.39 In other words, reasons count 
in favor of an option to a certain degree. In this chapter we focus on the 
comparison of reasons with each other, and on how to rank reasons in accordance 
with their strength and how to weigh them. I will begin by comparing analogous 
normative weighing and ordinary mechanical weighing. I will then go on to 
discuss some of the properties different possible weighing functions might have. 
Ultimately, I will argue that the idea of weighing, as in making pair-wise 
comparisons of the strength of different reasons, is relatively unproblematic. What 
is problematic is how to determine the weight of individual pro tanto reasons and 
overall reasons. 

I dare say there are few fields in philosophy so firmly in the clutches of a metaphor 
as the field of reasons and normativity. The metaphor in question is the weighing 
metaphor. This metaphor is meant to illustrate the idea that reasons are like 
weights placed on a scale, with reasons for doing something placed on the one side 
and reasons against doing that thing placed on the other side. The way the scale 
tips determines what you have the weightiest, or strongest, reason to do. Talking 
about reasons and their associated weights in terms of mechanical weighing is 
meant to be helpful and illuminating. 

The weighing metaphor is without a doubt helpful in that it provides us with a 
vernacular for talking about reasons, and the fact that some count for more with 
us than others.40 There is, however, a worry that we could interpret the metaphor 

                                                      
39 Just to remind the reader, I use “the strength of a reason” and “the weight of a reason” and 

associated phrases interchangeably. 

40 The weighing metaphor is ancient. For example, representations of the scales of justice, the 
balancing of interests and evidence, can be traced back at least to ideas about the ancient 
Egyptian goddess Maat and Greek Lady Justitia. 
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too literally and believe that weighing reasons is identical to normal mechanical 
weighing. 

Take the following example of the weighing metaphor being put to use: 

Alexander Hamilton promised Aaron Burr to meet Burr in the room where it 
happens. On Hamilton’s way to the room where it happens Hamilton encounters 
a child that is about to drown. Hamilton can save the child at the expense of 
breaking his promise to Burr. In this scenario, intuitively, the fact that Hamilton 
promised Burr is a pro tanto reason that carries a certain weight for keeping the 
promise and thereby letting the child drown. Likewise the fact that the child is 
about to drown is a reason for Hamilton with a certain weight to save the child 
and thereby break his promise to Burr. Hamilton weighs his reasons and decides 
that the reason to save the child to outweigh his reason to keep his promise to Burr. 

On the weighing metaphor, these two reasons are to be put on opposite sides of a 
scale. Assuming that the scale tips in favor of saving the child, the reason to save 
the child is weightier or stronger than the reason to keep the promise. 

All of which seems simple enough. There are, however, certain pitfalls that we 
must be aware of when employing the weighing metaphor. 

Mechanical Weighing and Normative Weighing 

The picture that the weighing metaphor supplies us with is one suggesting that, 
in principle, we should consider the weighing of reasons as a process that is 
somewhat analogous to mechanical weighing. Mechanical weighing, however, 
seem to differ from the weighing of reasons in some key aspects. An important 
difference is that mechanical weighing not only conforms to an ordinal scale but 
also to a ratio scale. A 100kg gold bar is not only heavier than a 50kg gold bar – 
it is twice as heavy. Additionally, we can assign a specific number and unit of 
measurement to the gold bars: The first is 100kg. In other words, in the context 
of mechanical weighing we can apply both a ratio scale and an interval scale, and 
we can assign more or less precise numbers to the objects being weighed. 

When it comes to weighing reasons (and other gradable normative phenomena 
such as values) things might not be so easy. In particular, it is doubtful that we 
can sensibly put a numerical number on the weight of a reason. Broome writes 
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the following about numerical values and the weight of reasons: “[T]he weight of 
a reason will rarely be such a precise thing as a number. It is likely to be an entity 
of some less determinate sort. Weights will not therefore combine by simple 
addition” (2013, p. 52). 

I believe that we can partly side-step the problem of being unable to ascribe a 
number to a reason’s weight. Even if we cannot assign a specific numerical value 
to the weight of a reason, I take it as given that we have some understanding of 
how weighty specific reasons are. For example, I think few would deny that a 
reason to save a child from drowning outweighs a reason to keep a promise to 
water some plants. Furthermore, in some cases it even seems to be accurate to say 
that we can represent the weights of reasons with numerical values. We can 
imagine a situation where the only difference between two choice options is how 
much welfare we will gain. In most of theories of the value of welfare, if one option 
will supply us with twice as much welfare as the other, we can reasonably say that 
the reason for taking the first option is twice as strong as the reason for taking the 
second.41 In other words, we seem to be able to ascribe a ratio between the weights 
of the two reasons. 

Not all cases are like the one just mentioned. Thus, while it seems correct to say 
that the child-saving-reason is stronger, or even a lot stronger, than the promise-
reason, it seems a lot harder to assign a ratio between the two. Is the child-saving 
reason twice as weighty, or four times as weighty, as the promise-keeping reason? 

Another breakdown in the metaphor is that it is not obvious that all reasons are 
comparable in terms of their weights. In the case of mechanical weighing, 
regardless of what we put on each side of the scales we will reach a definite 
conclusion about whether what is on the right side of the scale outweighs, is the 
same weight as, or is outweighed by, whatever is on the left side of the scale. 
Mechanical weighing is in this sense fully commensurable. There are no 
comparisons of two objects (with mass) in terms of weight that are not, in 
principle, determinable. 

Furthermore, in the case of mechanical weighing it is, at least in principle, always 
possible to add enough weight on one side of the scale to tip the scale. Where the 
weighing of reasons is concerned, this can be questioned. A Millian or a Kantian 
                                                      
41 Whether we can assign ratios to welfare can, however, be questioned. For more on this, see 

(Harsanyi, 1986; Broome, 1991, 2004b). 
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might want to say that there are some reasons that could not, even in principle, 
be outweighed by another reason (or collection of reasons). Some reasons have 
superior weight.42 While these first-order theories may be incorrect, we should not 
rule them out on conceptual grounds. Therefore, our understanding of the 
weighing metaphor in the normative domain should allow for the conceptual 
possibility of a reason with superior strength: The weight of reasons might not 
have the Archimedean property.43 

In mechanical weighing, we never reach a situation where it is indeterminate 
which side weighs more. In addition, if the left pan of the scale outweighs the 
right, any added weight added to the right pan will make the weight difference 
smaller. The same is not necessarily true when reasons are weighed. 

Take the following classic example of a hard choice. 

Hard Choice: M can choose to pursue either a career in law or a career in 
philosophy. 

The topic of whether all objects stand in one of the three positive value relations 
– i.e. better than, equally as good as, or worse than – has received a lot of attention 
in recent years (Parfit, 1984; Raz, 1986; Chang, 2002a; Broome, 2004b; Chang, 
2004; Rabinowicz, 2008, 2012; Chang, 2013; Elson, 2014; Parfit, 2016; 
Andersson, 2017; Elson, 2017). What we are interested in here is the similar 
question: For any reasons A and B, is it the case either that A is a stronger than B, 
or that A and B are equally strong, or that A is weaker than B? Another way to put 
it is: In the context of Hard Choice, are the reasons for M to choose to pursue a 
career in law stronger than, of the same strength as, or weaker than, her reasons 
to pursue a career in philosophy? 

In Hard Choice it seems that the reasons for a career in law are neither stronger 
nor weaker than the reasons for a career in philosophy. One might therefore be 

                                                      
42 For more on superiority, and especially superiority in value, see (Arrhenius & Rabinowicz, 

2015).  

43 The Archimedean property is commonly used in mathematics – e.g. the Archimedean property 
of real numbers can be described as: “For any real numbers x and y there is an n such that nx≥y” 
(Arrhenius & Rabinowicz, 2015).  
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tempted to conclude that the reasons are equally strong. However, consider Hard 
Choice* 

Hard Choice*: M can choose to pursue either a career in law or a career in 
philosophy. If she chooses to pursue a career in law, she gets a cookie. 

The idea with Hard Choice* is that it is identical with Hard Choice except insofar 
as there is a small improvement to one of the options.44 If the reasons for both 
careers are equally strong, this improvement ought to ensure that the career in law 
is favored by the balance of reasons. Another possibility is, of course, that the 
cookie does not improve the option of having a career in law. If it is insisted that 
whether or not we get a cookie is not a reason for picking a career, we can easily 
replace the cookie with some other small improvement. 

We will not dwell too long on this issue. I will not try to settle whether there is 
such a thing as incomparability, and I will not attempt to establish how best to 
account for incomparability, be that with vagueness (Andersson, 2017), a fourth 
or fifth value relation (Chang, 2002a; Rabinowicz, 2008, 2012) or some other 
tool.45 What I want to stress is that our understanding of the weighing metaphor 
should not be taken too literally so that it rules out the possibility of 
incomparability of reasons. 

Atomism or Holism 

I have so far pointed out some breakdowns in the weighing metaphor. Next I wish 
to focus on the process of weighing reasons. In particular, I want to ask whether 
that process is additive. Mechanical weighing is a monotonic and additive process. 
If we place two 100kg gold bars on the same side of the scale there will be 200kg 
of gold on that side of the scale. The weight of any specific gold bar does not 
depend on any other gold bar. In the passage excerpted above on page 43, Broome 
claims that the weighing of reasons does not work in a similar fashion. The weight 

                                                      
44 This is a version of Ruth Chang’s small-improvement-argument. For more on this, see (Chang, 

2002b; Gustafsson, 2013; Andersson, 2017). 

45 For an overview and more on value relations, incomparability, and hard choices, see (Chang, 
2002a; Andersson, 2017). 
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of reasons is not representable by something as fine grained as a number and 
“weights will not therefore combine by simple addition” (2013, p. 52). 

I think that Broome is correct that the unavailability of precise numbers entails 
that the process of weighing reasons does not allow simple addition. However, it 
is still of interest to discuss whether weighing reasons is still additive in a less simple 
sense. Regardless of whether we can ascribe a specific number to the weight of a 
reason, it may be that the process is additive in the following sense: The weight of 
two reasons taken together is a monotonic and strictly increasing process and is 
the ‘additive’ sum of the weight of the two reasons taken in isolation. We can see 
the appeal of the idea that reason weights are additive. It makes the process of 
weighing simpler and more straightforward. 

In order to have additivity in the sense that the process of weighing reasons 
increases monotonically, the weight of reasons must be such that that for any pro 
tanto reasons x1 to φ with strength w1 and x2 to φ with strength w2 the total 
strength, w1,2, of [x1 and x2] must be more than the strength of either x1 and x2 
alone.46 To meet this condition, we must assume atomism about reasons. 

By atomism about reasons I mean that reasons are context-insensitive. 

Atomism: If x is a reason to φ in circumstance c then x is a reason to φ in any 
circumstances c*.47 

Strictly speaking, we need a stronger version of atomism in order to achieve 
additivity. Atomism as stated here says merely that a reason’s valence is invariable, 
or context-insensitive. By “valence” I mean the normative direction of a reason – 
i.e. its being for φ or against φ. What we need is strong atomism. 

Strong atomism says that reasons retain not just their valence regardless of 
circumstances, but also their specific weights: The weight of a reason is context-
insensitive. 

                                                      
46 For present purposes we do not require the sum to be representable numerically. 

47 For more on different formulations of atomism about reasons see (Dancy, 2004, p. 74; 
McKeever & Ridge, 2005)). 
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Strong Atomism: If x is a reason to φ with a certain weight, w, in circumstance c, 
then x is a reason to φ with at least weight, w, in any circumstances c*. 

The negation of atomism is Holism. 

By “holism about reasons” I mean the position that reasons are context-sensitive. 

Holism: Even if x is a reason to φ in circumstance c this does not entail that x is a 
reason to φ in any circumstances, c*. In c*, x might even be a reason to not-φ 
(Dancy, 2004, p. 74). 

Just as with atomism, we can distinguish between a weak and a strong version of 
holism. Weak holism is enough to preclude additivity. It simply is the negation 
of strong atomism. 

Weak Holism: If x is a reason to φ with a certain weight, w, in circumstance c, then 
x is a reason to φ in any circumstances c*, but x but in c* it is possible that x will 
have less weight than w. 

Our weighing function will not be additive if weak holism is true. Since holism 
entails weak holism, we also lose additivity if holism is true. We lose it because it 
will no longer be necessarily true that the weight of two reasons taken together is 
the sum of the weight of each reason taken on its own, and because the addition 
of a third reason will not necessarily make the resulting combined reason have a 
weight equivalent to that of the previous two reasons plus the weight of the new 
one. A change in the circumstances, such as the addition of a third reason, might 
change the weight of the other reasons, and the sum of the weight of the reasons 
in this circumstance would differ from the sum of the weight that each reason has 
on its own. 

In addition to the two versions of holism and the two versions of atomism just 
mentioned, there is a wide array of different versions of holism and atomism, 
including atomism and holism in value theory. For present purposes we can 
bracket these complications.48 

                                                      
48 For instance, we bracket whether very strong holism, which claims that no reasons are context-

independent, is valid or not. We also bracket discussion of whether there is a connection 
between holism about reasons and the debate on generalism and particularism about moral 
principles. Roughly, generalism is the view that there is a general moral principle which is 
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One of the more popular arguments in favor of holism invokes the phenomena of 
background conditions. Exactly what background conditions are, and how they 
should be understood, is a topic much discussed. In Paper I of this dissertation, 
my co-author Andrés Garcia and I go into more detail on how we believe 
background conditions should be understood. I will therefore not go into great 
detail in this introduction. Instead I will merely give an intuitive sense of what 
background conditions are, and what explanatory role they supposedly have. 
Roughly speaking, there are four kinds of background condition. Dancy calls 
them enablers, disablers, intensifiers, and attenuators (Dancy, 2004). An enabler is 
a feature that needs to be present in order for the reason, value, ought or other 
normative phenomenon to obtain. A disabler is a feature the presence of which 
undercuts normative phenomena – e.g. it may be that a fact x with the property 
of being a reason loses that property when a disabler is introduced and fails to 
have that property if the disabler is already present. An intensifier is a feature the 
presence of which makes a reason stronger, a value more valuable, and so forth. 
An attenuator is the opposite of an intensifier, i.e. a feature the presence of which 
makes a reason weaker. 

It is important to note that the background conditions are not a part of the reason, 
or the value. To see this, think about the following example: In general, the fact 
that I promised my friend to do something is a reason to do it. The reason-fact in 
this scenario is the fact that I promised. However, there seem to be quite a few 
features that need to be in place in order for the reason-fact to have the property 
of being a reason. One such feature is the fact that my friend has not released me 
from my promised. If my friend were to do so, the fact that I have promised would 
no longer be a reason for me to do it. In this scenario, the fact that I have not been 
released of my promise functions as an enabler. But that fact is not a part of my 
reason to fulfill the promise. It is not part of the reason-fact. 

If I am not released from my promise, on the other hand, my promise is a reason. 
We can suppose that I have a history of not keeping my promises. This fact might 
make the fulfilment of the particular promise especially important. In other 
words, my history of breaking promises might serve as an intensifier – making my 
                                                      

applicable to all and every situation, and particularism is the denial of generalism. For more on 
these debates, see (Crisp, 2000a; Dancy, 2000; Jackson, Pettit, & Smith, 2000; McNaughton & 
Rawling, 2000; Raz, 2000; Dancy, 2003; McKeever & Ridge, 2005, 2006; Raz, 2006; 
McKeever & Ridge, 2013; Garcia, 2018a). 
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reason to keep the promise stronger than it otherwise would have been. Neither 
the fact that my friend has not released me from my promise nor the fact that I 
have a history of breaking promises is a part of my reason to keep the promise. 
They are auxiliary features and not parts of the reason-fact. The fact that has the 
property of being a reason is the fact that I promised. The auxiliary features 
function as reason-makers without themselves being parts of the reason-fact. 

According to weak atomism, if a fact is a reason in one set of circumstances, then 
it is a reason in any set of circumstances. It follows that if there are such as things 
as enablers and disablers, weak atomism is false – false, because the enablers and 
disablers would ensure that it is not necessarily true that a fact that has the 
property of being a reason retains that property across all circumstances. 

According to strong atomism, if a fact is a reason with a certain degree of strength 
in one set of circumstances, then it is a reason with the same degree of strength in 
any set of circumstances. Therefore, even if there are no enablers or disablers, but 
there are such things as intensifiers and attenuators, then strong atomism is false. 

Proponents of atomism therefore need to deny the existence of background 
conditions. However, this is not easy to do. The denial goes against our common-
sense intuitions about cases such as the one involving promising. The most 
common strategy adopted by those who reject background conditions is to expand 
the reason-fact.49 According to such a deflationary view of background conditions, 
the fact that I have a history of breaking promises and that my friend has not 
released me from my promise is a part of the reason-fact. 

In order to account for our intuitions about these cases, the expansion of the 
reason-fact, i.e. what actually constitutes the reason, is often accompanied by a 
pragmatic story. The story is needed to explain away the intuitions we have – e.g. 
the intuition that the fact that my friend has not released me from my promise is 
no part of my reason to keep it. 

The pragmatic story comes in various guises, but all versions deploy a distinction 
between everyday use of the term ‘reason’ and a technical, complex use of the term 
‘reason’. In general, when we want to explain something to someone, such as what 
reasons they have, what we treat as the explanation is dependent on 
communicative norms. For instance, if someone were to ask me why a plane 

                                                      
49 See (Crisp, 2006; Raz, 2011; Fogal, 2016). 
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crashed, I might present a story about pilot error or some technical fault. I would 
not mention gravity or laws of aerodynamics. Of course, gravity and the laws of 
aerodynamics do play a part in a complete explanation of why the plane crashed, 
but I presume that the listener already knows about gravity and has a rough 
enough understanding of aerodynamics. The same happens when we identify as 
reasons. In explaining what the reason is, and why we have the reason, we tend – 
to borrow Daniel Fogal’s phrase – to pick out a good representative of the complex 
reason (Fogal, 2016, p. 92). We only mention the fact which, in the 
communicative context we find ourselves in, is the most effective way of 
communicating the presence of the complex reason. To illustrate: In most 
contexts, it would not be communicatively virtuous to mention that my friend 
has not released me from my promise. If I say that I have promised to do it, it is 
implicit that my friend has not released me from the promise. As has been pointed 
out to me by Jonas Olson, understanding reasons as these expansive ‘totality facts’ 
makes it hard to see how one would understand the process of weighing in the first 
place, because on this picture the weighing of reasons seems to become a matter 
of mere pragmatics. 

An issue discussed in more detail in the paper on background conditions is the 
following: Even if we agree that our identification of reasons in everyday 
communication is to some extent governed by communicative norms, this, in 
itself, is compatible with the idea that there is a distinction to be made between 
reasons and background conditions in the technical sense of the term “reasons”. 

Another common argument against atomism – and a fortiori against strong 
atomism – is the argument from malicious pleasures. So, it might be prudent to 
run through the familiar example here. McKeever and Ridge describe it in the 
following way: 

Malicious Pleasure: Suppose my seeing a movie would give me pleasure. Plausibly, 
the fact that seeing a movie would give me pleasure is a reason for me to see it. 
However, in another case that very same consideration might be no reason at all 
to perform the action. If, for example, I would take pleasure in seeing someone 
tortured in the movie (suppose it is a documentary on human rights abuses) then 
the fact that I would take pleasure in the film plausibly is no reason whatsoever to 
see it (McKeever & Ridge, 2006, p. 27). 
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As you can see, this example hinges on our intuitions about background 
conditions. Pleasure is normally taken to be a paradigmatic contender for 
something that there is always a reason to seek. In the first example in the passage, 
this may seem quite plausible. In the second part of the example, however, 
involving taking pleasure in seeing someone tortured, it does not seem plausible 
anymore. The fact that going to the movies would cause me pleasure no longer 
seems to be a reason for me to go and see the movie. It even seems to be a reason 
against going to see the movie. 

Atomists can once again reply by expanding the reason-fact and providing a 
pragmatic story. The proper description of any pleasure-based reason is perhaps 
that “it would bring about non-malicious pleasure”. The fact that going to the 
movie would give the agent malicious pleasure would therefore not be a reason to 
go to the movies. There seems, however, to be a never-ending supply of examples 
which force the atomist to go on and expand the reason-fact ad absurdum. To 
conclude, I believe that was has been said in this discussion lends to support to 
the view that atomism is less plausible than some sort of holism. However, more 
needs to be said on the topic than I have said here. 

Weight or Weightier-than 

Moving on, another interesting issue concerning the weighing of reasons is 
whether the comparative relation of one reason being weightier than another is 
more metaphysically fundamental than the monadic property of a reason having 
a certain weight. In other words, can I have a weighty reason to φ even if I could 
not (even in principle) have other reasons to φ or reasons against φing? 

Errol Lord and Barry Maguire characterize the two positions as follows: 

Those that take weight to be more fundamental think that we can analyze what it 
takes for particular reasons to have strength of a certain magnitude in isolation 
from the strengths of the other reasons. Once we determine what weight each 
individual reason has, we can come up with an ordering of these weights. This 
ordering will determine the relational weightier than facts. […] Those that take 
weightier than to be more fundamental think that the ordering of relative weights 
come first. They think that we first analyze what it is for some reason (or set of 
reasons) to be weightier than another reason (or set of reasons). Once we do that, 
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we can determine which weights individual reasons have (Lord & Maguire, 2016, 
p. 14). 

The issue is whether a particular reason being weightier than another particular 
reason is metaphysically prior to the weight of the reasons in question, or vice 
versa.50 

Lord and Maguire assert that it is more natural for a weight fundamentalist to 
hold that reasons are not fundamental, but rather understood in terms of some 
other notion (Lord & Maguire, 2016, p. 15), but of course this need not be the 
case (c.f. (Skorupski, 2010a)). Lord and Maguire give two examples: Desire-based 
theories of reasons and value-based theories of reasons. On a desire-based view of 
reasons (often referred to as “Humeanism about reasons”) our reasons are 
understood via our desires. Since desires have strengths., a desire-based theory can 
quite naturally claim that the weight of a particular reason to φ is some function 
of the strength of the attendant desire and how well φing facilitates the desire 
(Lord & Maguire, 2016, p. 15).51 On a value-based theory (where reasons are 
understood via values) it is likewise quite natural to claim that the weight of a 
particular reason to φ is some function of how much value φing would bring 
about.52 

                                                      
50 For a debate with some overlap in value theory, please see (Gustafsson, 2014) and (Carlson, 

2016) on whether the monadic property of ‘being good’ can be defined in terms of the 
comparative property of ‘being better than’ or vice versa. 

51 Exactly how the strength of desires should be cashed out depends on how one understands 
desires. Thus, if one understands desires as akin to dispositions (c.f. (Stalnaker, 1984; Ashwell, 
2014)), one will interpret the strength of a desire in terms of how strong the disposition to act 
is. Accordingly, a desire-based approach to the strength of reasons might be able to attach a 
precise numerical value to the weight of reasons, thereby side-stepping some of the issues 
mentioned earlier. 

52 These theories are not without their own problems. Let me briefly mention a few. Desire-based 
theories often stall when confronted with the fact that people have desires, even strong desires, 
to bring about terrible states of affairs. We do not want to accept, just because of this, that we 
have reasons, or even strong reasons, to bring about terrible states of affairs. Value-based 
theories, on the other hand, often face difficulties accounting for non-axiological reasons, such 
as promissory reasons, where it seems that what we have reason to do would not bring about 
anything valuable, or even bring about something with negative value. For more on desire-based 
theories of reasons, see (Williams, 1981a; Smith, 1994; Schroeder, 2007; Parfit, 2011a; Manne, 
2014; Scanlon, 2014). 
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Weightier-than fundamentalists believe that a reason x’s being stronger than reason 
y is metaphysically prior to reason x’s having a degree of strength w1 and reason 
y’s having a degree of strength w2. Weightier-than fundamentalists start off with 
the ranking of reasons, so to speak, and from that point of departure try to say 
something meaningful about the strength of individual reasons. There is some 
intuitive appeal to the idea that weightier-than is more metaphysically 
fundamental than weight, because reasons seem to be essentially comparative. For 
instance, it seems plausible to hold that when I make an assertion like “The fact 
that chocolate is my favorite ice-cream flavor is a strong reason for me to pick that 
ice-cream” I must mean that the reason is strong in comparison with some 
standard. 

Normally, in a scenario where I am to choose an ice-cream flavor, the fact that a 
certain flavor is my favorite is a stronger reason than any other reason in play. 
However, if choosing that flavor has the consequence that some innocent person 
will die, the claim that the fact that it is my favorite flavor is a strong reason to 
pick it seems false. How strong a reason is – or so the intuition goes – only makes 
sense given a comparison class, and specifically, the position of the reason in the 
ranking of reasons in that comparison class. According to weightier-than 
fundamentalists, it does not make sense to say that a reason is, for instance, very 
strong (or quite weak) if no comparison is being made with the strength of another 
reason – assessing the strength of a reason in isolation, according to them, is 
meaningless. 

Philosophers including Scanlon (2014) and John Horty (2012) have attempted 
to side-step the debate over whether a reason’s weight or its being weightier-than 
is more metaphysically fundamental. Horty’s extraordinary view on the weighing 
metaphor will be discussed later on pages 57-59. We can see how Scanlon rejects 
the dichotomy of weight and weightier-than by reminding ourselves (this was 
explained in the first chapter) of the way he interprets weighted reasons (e.g. pro 
tanto reasons) in terms of strict reasons (e.g. sufficient reasons). 

Scanlon defines one pro tanto reason being weightier than another as follows: 

Outweighing: One consideration, x, outweighs another consideration, y, if the 
following hold: R(x, S, c, φ), R(y, S, c, ψ), where ψ is a course of action incompatible 
with φ, and SR(x, S, c, φ) but not SR(y, S, c, ψ), although SR(y, S, c’, ψ) where c’ is 
a set of circumstances as normatively similar to c as possible except that x does not 
obtain in c’ (2014, p. 108) 
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What this means is that Scanlon takes the non-weighted notion of a sufficient 
reason to be more fundamental and understands weighted reason-notions in terms 
of it. Both pro tanto reasons and overall reasons are weighted reasons, as compared 
with non-weighted, or strict, reasons such as sufficient reasons and conclusive 
reasons.53 On Scanlon’s view, in circumstances c a reason x1 to φ outweighs 
another reason x2 to ψ if x1 is a sufficient reason in c and x2 is not, even though x2 
would be a sufficient reason in c’ where c’ and c are as similar as possible except 
that x1 does not obtain in c’. 

A problem, raised by Maguire and Lord, is that on Scanlon’s account “a reason 
can only outweigh its competitors when it is a sufficient reason” (2016, p. 20). 
The problem is that we often have reasons which, while not being sufficient, still 
outweigh some reasons. Maguire and Lord have a wonderful example of this. 

So, for example, I have some reason to take a nap right now. This reason is 
insufficient because I really need to get this writing done. I also have some reason 
to go to the airport and fly to Rome to see Bernini sculptures. This reason is also 
outweighed by my reason to write. It is also less weighty than my reason to take a 
nap – it would disrupt my life too much (Lord & Maguire, 2016, p. 20). 

In this pictured scenario it seems intuitive that the reason to take a nap outweighs 
the reason to fly to Rome, but the reason to take a nap is not sufficient. 

Scanlon’s solution to this is to say that we need to find a set of circumstances c* 
such that, in it, only the reason to have a nap and the reason to go to Rome obtain 
(or at least one where one of them is a sufficient reason). The next problem is that 
possible worlds are tricky. It might be that in the nearest possible world where 
circumstances c* obtain and so only the two (nap and Rome) reasons are in play 
it is not true that my reason to take a nap outweighs my reason to go to Rome. 
Lord & Maguire write:  

                                                      
53 As was explained in the first chapter on reason-relations, a normative notion can be either 

weighted (or gradable) or non-weighted (or strict). Gradable normative notions are simply those 
that come in different degrees, such as pro tanto reasons, which come in varying degrees of 
strength. Strict normative notions are those that do not come in degrees, and include sufficient 
reasons: One cannot have a more or less strong sufficient reason – either the reason is sufficient 
or it is not.  
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So, for example, imagine that in the nearest world where only the nap reason is in 
play and the Rome reason is in play, my semester is over, my writing obligations 
fulfilled, and my vacation impending. I’m much less tired in this world and much 
freer to go on vacation. In this world, it’s not so clear that my reason to nap is a 
sufficient reason. But if it isn’t, then it follows that in the actual world my reason 
to nap is not weightier than my reason to go to Rome (Lord & Maguire, 2016, p. 
21). 

It is surely safe to assume that the last word has not been said in this debate. I, 
myself, am genuinely unsure which way I lean. I do believe, however, that once 
we move to epistemological and first-order normative theorizing, the important 
question becomes whether one reason is weightier than another, regardless of 
whether weight is more metaphysically fundamental than weightier-than. 

Combine, then Compare 

I believe that the actual process of weighing reasons is less problematic and 
mysterious than is usually assumed. When “adding up reasons on one side of the 
scale” one does not weigh up n-number of separate reasons against each other. 
Rather, one combines the pro tanto reasons into overall reasons and compares the 
strength of the two competing overall reasons. Selim Berker (forthcoming) dubs 
this way of viewing the weighing process “combine, then compare”. How strong 
the overall reasons are need not be an additive function of the strength of the pro 
tanto reasons that make up the overall reason, as an example from Horty (2012, 
p. 61) confirms: That it is hot outside and that it is raining are each reasons not 
to go for a run, but the two facts taken together is a weaker reason not to go for a 
run than each reason taken separately. The rain mitigates the unpleasantness of 
the heat and the heat mitigates the unpleasantness of the rain. 

In the end, again, I take the weighing metaphor to be misleading in that it seems 
to allow for the possibility of weighing two or more separate reasons against one 
or more separate reasons. What one is doing is weighing one (overall or pro tanto) 
reason against another (overall or pro tanto) reason. It is always a case of a pair-
wise comparison. Since it is a case of pair-wise comparison, the issue of additivity 
does not appear in the process of weighing, but only in the process of forming 
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overall reasons. This last claim might seem controversial, but actually I do not 
think it is. Consider the following case. 

Lunch: Ann is deciding on where to go for lunch. She can go to place A or place 
B. A is cheaper than B, and closer than B. But B has tastier food than A. 

In Lunch we have three pro tanto reasons, cheaper, closer, and tastier. 

Cheaper and closer are pro tanto reasons to lunch at A rather than B. Tastier is a 
pro tanto reason to lunch at B rather than A. Cheaper and closer taken together (i.e. 
put on the same side of the metaphorical scale) create the overall reason, [cheaper, 
closer], to go to A. Since there is only one pro tanto reason against going to A, 
tastier, the overall reason against going to A is [tastier]. Now, we do not first weigh 
cheaper against tastier, and then check if closer can make up for the remainder. 
Instead, we weigh [cheaper, closer] against [tastier]. We balance the weights of the 
two overall reasons against each other. We combine the reason-facts cheaper and 
closer, not the reason-properties each reason-fact has. This is not to say that we 
cannot weigh cheaper against tastier, closer against tastier or even cheaper against 
closer. The point is just that the ranking of pro tanto reasons does not necessarily 
tell us how the overall reasons for and against where to go for lunch compare. 

When we differentiate the weighing functions from our overall reason formation 
principles we make the weighing metaphor look more sensible. Weighing overall 
reasons is easy; it is just a pair-wise comparison determining which side weighs 
more. Determining the weights of the overall reasons, however, is hard. I have not 
solved the problems of the weighing metaphor, but rather situated the problems 
where they should be: In the formation of overall reasons rather than in the 
weighing process. 

Horty’s Austere View 

Let us now return to John Horty. He takes the weighing metaphor and the vague 
characterizations of weights possessed by reasons as a philosophical dead-end. 
“Once we move past the level of a rough outline, it will not do to say only that 
reasons lend some kind of weights to conclusions, and that these weights are 
assembled somehow” (Horty, 2012, p. 2). He then proceeds to provide a 
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framework that allows us to model comparisons of reasons without needing to 
talk explicitly about weights at all. This means we need not bother untangling the 
weighing metaphor. 

For Horty, there is an ordering of reasons, but the ordering is not the result of a 
weighing procedure. Horty argues for a conception of reasons as default rules. A 
default rule is a rule which allows you to draw a conclusion, by default, when it is 
triggered. A default rule, or rather default reasoning, is non-monotonic. Simply 
put, defaults are useful heuristics, but unlike the rules of classical logic they are 
not always applicable. Classical logic is monotonic. What this means is that if 
premise A logically entails conclusion C, then you can add whatever premise, B, 
you want and you will still be able to derive C. In non-monotonic logics such as 
default reasoning there is no such security. You cannot add any premise you like 
and still be guaranteed that the conclusion follows. To take Horty’s own example, 
let A stand for ‘Tweety is a bird’ and C stand for ‘Tweety can fly’ and ‘’ stand 
for the default rule. Let us then define the default rule, d1, as: ‘If x is a bird then 
x can fly’, i.e. ‘A  C’. At first pass, let us define a default rule being triggered if 
its premise obtains (Horty, 2012, p. 25). 

Given that A obtains, the default rule d1 is triggered, so we can draw the 
conclusion that Tweety can fly. 

Let us complicate this picture a bit. Let B stand for ‘Tweety is a penguin’ and d2 
stand for ‘If x is a penguin, x cannot fly’ or ‘B  not-C’. 

If both A, and B obtain, we have a problem. We have two triggered default rules, 
one telling us that we can draw the conclusion that Tweety can fly and another 
telling us that Tweety cannot fly. What we need is an ordering relation. Let ‘<’ 
stand for the ordering relation of default rules. This ordering relation tells us 
which default rule we should follow if default rules come into conflict. Let us then 
assume that the ordering relation is as follows: d1<d2. 

So, while d1 is triggered (A obtains) we know from our ordering relation that it is 
defeated by d2, which is also triggered (B obtains). 

This allows us to say that while Tweety is a bird is a pro tanto reason to believe 
that Tweety can fly, the fact that Tweety is a penguin is a stronger pro tanto reason 
to believe that Tweety cannot fly. 
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Horty’s account offers an easy way to account for background conditions. We can 
introduce the notion of an exclusionary reason, something that triggers a default 
rule to the effect that one should either downplay or emphasize another default 
rule. This can be done either by disabling a default rule, or by intensifying a 
default rule (by moving it upwards in the ordering relation), or by attenuating a 
default rule (by moving it downwards in the ordering relation). We can exemplify 
this with an exclusionary reason, i.e. a higher-order reason that says we should 
ignore another reason. Horty uses ‘Out(d)’ to stand for the operation of excluding 
a default rule (Horty, 2012, p. 125). So, an exclusionary reason is such that it 
triggers a default rule of the sort ‘X  out(dn)’. 

Take the following example: Let D stand for ‘Hamilton promised to have lunch 
with Burr’, E stand for ‘Hamilton promised to have lunch with Adams’, and F 
stand for ‘Hamilton’s promise to have lunch with Burr was given under duress’. 
Let G stand for ‘Hamilton has lunch with Burr’. Now let the d3 be the default 
rule ‘D  G’, d4 stand for ‘E  not-G’, and d5 stand for ‘F  Out(d4)’. 

Let us assume the following ordering relation ‘d3 < d4 < d5’ and that D, E, and F 
all obtain. 

We need to note that Horty (2012, p. 125) complicates the triggering condition 
and assumes that a default rule is triggered just as long as the premise of the rule 
obtains and the rule is not excluded. 

Given that d3 < d4, Hamilton’s reason E to have lunch with Adams would be 
stronger than Hamilton’s reason D to have lunch with Burr. However, since F 
also obtains, the default rule d5 is also triggered, and therefore d4 is excluded. 
Given our example and our modified triggering conditions, only d3 and d5 are 
triggered, so Hamilton ought to have lunch with Adams.  

Horty’s view has the advantage of being theoretically austere, and of side-stepping 
most of the problematic aspects of the weighing metaphor. 

The pressing question about Horty’s account is this: How are we to determine the 
ordering relation among default rules? The weighing metaphor may be inexact, 
but we are at least given some kind of story about ordering – we have an intuitive 
grasp of what it means for a reason to be weighty. On Horty’s framework, by 
contrast, we are given a working framework but no real clue as to how to 
determine the ordering relations of the default rules involved. On the other hand, 
perhaps this is as it should be. Perhaps all Horty intends to offer us is a framework 
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which needs to be supplemented with other normative theories. It is my hunch, 
but for the time being mere speculation, that it is possible to unify Horty’s 
framework with a more standard conception of the weight of reasons. 

The view that Horty account is primarily a framework is satisfyingly compatible 
with my claim that debates over how to understand the weighing metaphor for 
reasons are more often than not about arriving at overall reasons, rather than 
weighing reasons. The final weighing of overall reasons is seen as a quite simple 
and unproblematic process: Pair-wise comparison of the weight of the two overall 
reasons, or in Hortyian terms, an ordering of default rules. That said, determining 
the strength of the overall reasons, and arriving at an ordering of any default rules, 
may not be a simple task. 

Having explored what might be called the internal workings of reasons, and 
having asked what reasons there are and how to weigh them, in the next chapter 
we will look at the way reasons relate to what we ought to do and what is valuable. 
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On Buck-Passing 

Some of the more important and well discussed issues in contemporary 
normativity research focus on questions about how reasons relate to what is 
valuable, what we ought and are obligated to do, what it is rational or fitting to 
do, believe or feel, and so forth.54 A vital part of these discussions is the question 
of whether some normative phenomena are more fundamental than others. That 
is, whether we can pass the buck from one normative phenomenon to another.55  

Recently, numerous positions have been brought forth in the search for the 
fundamental normative phenomenon. We have monist positions such as Reasons 
First, which treat reasons as fundamental (Schroeder, 2007; Skorupski, 2010a; 
Parfit, 2011a; Scanlon, 2014). The Value First tradition treats value as the sole 
fundamental normative phenomenon (Moore, 1993/1903; Maguire, 2016). 
Additionally, Broome has recently argued for the position that what we ought to 
do is more fundamental than what we have reasons to do (Broome, 2013). 56 
There are also the Fittingness Firsters, who hold that fittingness is more 
fundamental than reasons (McHugh & Way, 2016; Rowland, 2017). Finally, 
there are pluralists who allow for more than one fundamental normative 
phenomenon, and some of whom are hopeful that we can understand some 

                                                      
54 While space does not allow me to discuss the relation between reasons and rationality, this 

relation centers on two issues: (1) Is rationality normative in the sense that something being 
rational entails that we have reasons to do it (see (Broome, 2005; Kolodny, 2005; Broome, 
2007a, 2007b, 2013; Sylvan, 2015)); and (2) what reasons matter in rationality: the reasons we 
actually have, the reasons we believe we have, or the beliefs that we have which, if true, would 
be reasons (see (Scanlon, 1998, pp. 30-32; Broome, 2007a; Parfit, 2011a, pp. 111-125; Sylvan, 
2015)). 

55 The phrase “pass the buck” was popularized in Scanlon (1998, p. 98).  

56 It might be a bit hasty to describe Broome’s position as ‘Ought First’. He does believe ought to 
be more fundamental than reasons, but to my knowledge he has never explicitly argued that 
‘ought’ is the only fundamental normative phenomenon.  
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normative phenomena in terms of others but also think we need more than one 
fundamental normative phenomenon (c.f. (Dancy, 2004; Reisner, 2015b)). 

In this chapter, I will concentrate almost exclusively on the Reasons First 
approach. I will first discuss whether we should pass the evaluative buck, i.e. 
understand value in terms of evaluative reasons. Then I will discuss whether we 
should pass the deontic buck, i.e. understand what we ought to do and the deontic 
status of an action – e.g. its being obligatory or permissible – in terms of practical 
reasons. The motivation for this delineation of scope is first and foremost that in 
the papers following this introduction I write primarily within the Reasons First 
framework. Secondly, space does not allow me to give a proper characterization 
of the intricacies of the other positions. The exception to my focus on a Reasons 
First approach is the discussion I present of whether we should understand what 
we ought to do in terms of what we have reasons to do. There I discuss Broome’s 
proposal that what we ought to do is more fundamental than what we have reasons 
to do. 

Evaluative Buck-Passing 

In recent times one of the more popular ways to pass the buck is to understand 
an object’s being (positively) valuable in terms of its being fitting to favor, or hold 
other pro-attitudes towards, that object.57 This family of analysis is called the 
‘Fitting Attitudes Analysis of Value’ (henceforth the FA analysis).58 The FA 
analysis in its generic form can be formulated as follows: 

                                                      
57 I here use “object” in a slightly idiosyncratic way to refer to anything that could be a bearer of 

value, i.e. that which has value. There are several views on which ontological categories can 
function as bearers of value – concrete objects, events, state of affairs, etc. (c.f. (Anderson, 1993; 
Rabinowicz & Rønnow-Rasmussen, 2000; Zimmerman, 2001)). 

58 The FA analysis has a long history going back to at least Franz Brentano, who understood an 
object being valuable in terms of love of that object being correct. Other historically important 
proponents of the FA analysis include (Broad, 1930; Ewing, 1948; Sidgwick, 1981/1874; 
Chisholm, 1986; Falk, 1986; Wiggins, 1987; Anderson, 1993). The FA analysis has seen 
renewed attention since Scanlon (1998). For some contemporary defenders of the FA analysis, 
see (Skorupski, 2010a; Parfit, 2011a; Rønnow-Rasmussen, 2011; Way, 2012; Garcia, 2018a). 
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FA analysis (generic): For it to be the case that x is valuable is for it to be the case 
that it is fitting to (dis-)favor x.  

It should be noted that there are two rather different claims that we can be making 
when we pass the buck. One can make a conceptual claim, such as “For any object 
x, what it means for x to be valuable is for x to be fitting to favor”. Alternatively, 
one can make a metaphysical claim, such as “What it is for an object to have the 
property of being valuable is for the object to have the property that it is fitting to 
favor it”. One can of course pass both the conceptual and the metaphysical buck, 
but one need not do so. In the debate, it is sometimes not made explicit whether 
the topic is the conceptual or metaphysical claim, which makes exegesis all the 
more taxing. In this chapter, my interest lies with metaphysical questions, such as 
whether we can give a reductive metaphysical explanation of x having certain 
axiological properties (such as being valuable) in terms of x having the property of 
being fitting to favor.59 

Here ‘favoring’ and ‘disfavoring’ should be understood as placeholders for all pro-
attitudes and con-attitudes – for admiring, loving, loathing, disliking, and so 
forth. Exactly what makes an attitude a pro or cons, and which of these attitudes 
are needed, are topics requiring more research.60 Some value pluralists want to 
match each specific attitude with a specific value – e.g. if an object is admirable, 
the appropriate attitude is admiration. There seem to be at least four options here: 
i) a one-to-one match between the type of attitude and its corresponding value; 
ii) a one-to-many match between a type of attitude which it is fitting to have 
towards a plurality of values; iii) a many-to-one match between a plurality of 
attitudes which it is fitting to have towards a single value; and iv) a many-to-many 
match between a plurality of attitudes and a plurality of values.61 I will henceforth 

                                                      
For more on the history of the FA analysis of value, see (Rabinowicz & Rønnow-Rasmussen, 
2004; Danielsson & Olson, 2007; Gertken & Kiesewetter, 2017). 

59 In footnotes I will, however, note a few conceptual issues so as to hint at the broader issues 
raised by buck-passing. 

60 For discussion of this issue, see (Rabinowicz & Rønnow-Rasmussen, 2004; Garcia, 2018b). 

61 Not much has been written on how to match attitudes and values. (Mulligan, 1998) gives a 
good overview of the problem. 
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refer to the favoring and disfavoring part of the FA analysis (i.e. the pro- and con-
attitudes) as the attitudinal component of the analysis. 

The normative component of the FA analysis – the ‘fittingness’, in other words – 
can be given several distinct interpretations. The most common is in terms of 
reasons (Scanlon, 1998; Rønnow-Rasmussen, 2011), but other interpretations are 
available, some of which cast in terms of an ought, or a requirement (Ewing, 1948; 
Rabinowicz, 2008, 2012), and some of which treat fittingness as normatively 
fundamental (McHugh & Way, 2016). The entities that make it fitting to favor 
an object are understood, in the FA analysis, as value-makers, i.e. as what makes 
the object in question valuable. In Paper 5, Henrik Andersson and I argue that a 
plausible way of understanding the normative component is in terms of conclusive 
reason. This position is a development in the tradition of buck-passers who 
understand fittingness in terms of reasons, such as (Scanlon, 1998; Skorupski, 
2010a; Rønnow-Rasmussen, 2011). 

The FA analysis shows a lot of promise. If it is correct, it has the explanatory power 
to answer the general question of what it is to be valuable by reducing the property 
of being valuable to the property of being something it is fitting to favor. It also 
manages to supply us with answers to more specific questions, such as what it is 
for an object to have different kinds of value – an example would be the proposal 
that we understand an object’s being admirable in terms of its being fitting to 
admire the object. In other words, the type of value an object has can be 
determined by the attitudinal component of the FA analysis. 

This analysis also sheds light, not just on what it is to be valuable, but also on why, 
or in virtue of what, an object is valuable. That it is the case that a certain object x 
is admirable is to be understood as it being the case that it is fitting to admire x. 
Given our interpretation of the normative component of the FA analysis in terms 
of reasons, we are able say in virtue of what it is fitting to admire x: It is fitting to 
admire object x in virtue of the reasons, i.e. the specific reason-facts, there are for 
admiring x. The reasons to admire x ground, or metaphysically explain, the fact 
that x is admirable. 
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Metaphysical Grounding 

Before we continue our discussion of the merits of the FA analysis and the 
objections that it faces, we need to pause and explain what we mean by the 
technical notion of metaphysical grounding. 

Several terms have been used to capture the notion of grounding. They include: 
‘in virtue of’, ‘if and only if, and because’, ‘as a result of which’, ‘metaphysically 
explains’ and ‘makes’. What they all have in common is that they try to point to 
a specific type of non-causal explanation. Perhaps the easiest way to distinguish 
this type of explanation is via examples. Here are two from Wygoda Cohen (2019, 
p. 1): 

1) Norma’s cheek hurts because Helen just slapped her. 

2) Norma’s cheek hurts because (or in virtue) of certain neurological activity 
occurring in her brain. 

Both make use of “because”, but they provide different kinds of explanation. In 
the first case we are presented with a causal explanation, where we are given the 
causes of Norma’s cheek hurting. In the second case, however, we are presented 
with a non-causal explanation. In other words; we are given the grounds of 
Norma’s cheek hurting (Wygoda Cohen, 2019, pp. 1-2). 

Some of the more paradigmatic examples used to exemplify grounding are: 

Singleton: Singleton Socrates is grounded in Socrates.62 

Euthyphro: Do the gods love the pious because it is pious or is it pious because it is 
loved by the gods? 

Conjunction: The conjunction “A & B” is true in virtue of [A, B].  

A feature is normatively fundamental in the metaphysical understanding if and 
only if it is not grounded in anything else that is normative. One can, in a sense, 
think of this as trying to find the smallest normative building block. 

                                                      
62 Singleton Socrates is the set that has Socrates as its only member. 
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Grounding is usually taken to be a relation with certain logical properties: It is 
asymmetric, transitive, and irreflexive. It also has certain structural properties: It 
is non-monotonic and hyperintensional.63 By this I mean the following: 

The grounding relation R is: 

Asymmetric if and only if for any two items x and y if x is related to y by R then y is 
not related to x by R. For example: If the reasons to favor x grounds the value of x 
then the value of x does not ground the reasons to favor x. 

Transitive if and only if for any items x, y and z, if x is related to y by R, and y is 
related to z by R then x is related to z by R. For example: If [the reasons to favor 
Marta] grounds the [value of Marta], and [Marta’s value] grounds [Marta being 
deserving of an award], then [the reasons to favor Marta] ground [Marta being 
deserving of an award]. 

Irreflexive if and only if for any item x, x is not related to itself by R. For example: 
The value of x does not ground the value of x.  

Non-monotonic if and only if for any item x, y and z, if x is related to y by R then 
it is possible that [x and z] are not related to y by R. For example: [the reasons to 
favor x] ground [the value of x], but it need not be that [the reasons to favor x and 
the cup of coffee on my desk] together ground [the value of x].64 

Hyperintensional if and only if, for any items x and y, if x necessarily obtains if and 
only if y obtains and x is related to y by R then ‘y in virtue of x’ is true but ‘x in 
virtue of x’ is false. Even though x and y are necessary co-extensional the 
substitution of necessary co-extensional entities is not guaranteed to preserve truth. 
To see this, compare “It is true that grass is green because grass is green” and “Grass 

                                                      
63 The formal properties just listed are those standardly taken to be associated with grounding. 

However, few within the grounding debate subscribe to all of them, and in fact most, if not all, 
have been questioned. For discussion of the formal properties of grounding, see (Schaffer, 2009; 
Correia & Schnieder, 2012; Fine, 2012; Bliss, 2013; Raven, 2013; Rodrigues-Pereyra, 2015). 
For discussion of the way in which the grounding relation is non-monotonic, see (Green 
Werkmäster & Smid, MS).  

64 A helpful way to think about this is in terms of defeasible reasoning and Horty’s (2012) 
framework of reasons from the previous chapter. If Tweety is a bird, we can (defeasibly) infer 
the conclusion that Tweety can fly. If, however, we find out that Tweety is a penguin, we are no 
longer permitted to infer that Tweety can fly, even though she is a bird. 
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is green because it is true that grass is green”(Nolan, 2014, p. 151).65 An example 
of a hyperintensional relation is, arguably, the explaining-relation: If x (fully) 
explains y then it is not the case that y explains x.66 

Hyperintensionality is, I believe, commonplace in our everyday lives, but it is 
nonetheless hard to grasp, so it is helpful to compare these two propositions to 
understand this aspect: 

A) Necessarily, all bachelors are unmarried men if and only if water is H2O. 

B) Necessarily, x is water if and only if x is H2O. 

As may be evident, proposition B, in contrast to proposition A, has an explanatory 
direction; x is water in virtue of it being H2O.67 So, while proposition A is true, 
there is no explanatory connection between ‘all bachelors are unmarried men’ and 
‘water is H2O’. I believe that, to many of us, a natural reading of A would be that 
A is false while B is true. Bracketing our introductory logic courses, we read B as 
saying something hyperintensional, as explaining what it is in virtue of which x is 
water. Likewise, it is not unnatural to read A as false, because it offers a defective 
explanation of why all bachelors are unmarried men. If it turns out that the FA 
analysis is correct, then the reasons to favor x will be what explains in x’s being 
valuable. 

It is also standard practice to distinguish between full grounding and partial 
grounding – e.g. [A] partially grounds [A & B] while [A] fully grounds [A or B].68 

Historically, moral philosophers were mostly interested in supervenience, and in 
particular how the normative supervened on the natural (Hare, 1952). While 
                                                      
65 Hyperintensionality was first introduced by Cresswell (1975); for more on the interesting 

connection between hyperintensional logic and hyperintensional metaphysics, see (Fine, 2012; 
Nolan, 2014; Schnieder, 2016) 

66 Note the similarities between metaphysical grounding and constitutive grounds in Paper II. 

67 The connection between grounding and metaphysical explanation is an issue of some 
controversy; some claim the connection is an explanation, while others claim that it merely 
backs a metaphysical explanation (see (Trogdon, 2013, Ms)). 

68 For more on the logic and structure of grounding, and on full and partial grounding, see 
(Correia & Schnieder, 2012; Fine, 2012; deRosset, 2013; Trogdon, 2013; Schaffer, 2016; 
Wygoda Cohen, 2019). 
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supervenience is important and gives us some insight into how normativity 
functions, it is does not say anything about which phenomenon is more 
fundamental. Supervenience is here understood as necessary co-variation, so that 
there can be no change in the supervenient feature without a difference in the 
supervenience base (Kim, 1993, 1994). The problem is that necessary co-variation 
does not give us enough. In order for A and B to supervene on each other it is 
enough that in every possible world where A exists, B exists. The co-variance 
relation is symmetric in the sense that if A co-varies with B then B co-varies with 
A, and therefore we do not get the hyperintensional feature we want, and need, in 
order to explain why A and B exist in all the same possible worlds. Of course, it 
may be the case that most moral philosophers who have made use of the concept 
of supervenience had a hyperintensional understanding of supervenience in mind 
(c.f. (Garcia, 2018a)). It is possible that the switch in terminology from 
‘supervenience’ to ‘grounding’ is more terminological than substance. 

The Fitting Attitudes Analysis of Value 

With this short detour into the metaphysics of grounding complete, let us return 
to the FA analysis of value. The analysis has several benefits. First, there is strong 
intuitive support for the idea that there is a connection between values and 
attitudes – e.g. liking that which is good and disliking that which is bad. On the 
FA analysis, this connection is no mere cosmic coincidence; the analysis explains 
how the connection is supposed to be understood. Second, the FA analysis has 
the hallmark of a good scientific analysis in that it opens up further research. In 
recent years, it has been used not only to understand what it is to be valuable, but 
also to illuminate and bring unity to some of the more fine-grained evaluative 
properties, such as: 

Final Value: For it to be the case that x has final value is for it to be the case that it 
is fitting to favor x for its own sake (Zimmerman, 2001; Rabinowicz & Rønnow-
Rasmussen, 2004). 

Instrumental Value: For it to be the case that x has instrumental value is for it to 
be the case that it is fitting to favor x for the sake of its effects (ibid). 

Personal Value: For it to be the case that x is good for P is for it to be the case that 
is fitting to favor x for P’s sake (Rønnow-Rasmussen, 2011). 
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Attributive Value: For it to be the case that x is valuable as an F is for it to be the 
case that it is fitting to favor x as an F (Skorupski, 2010a). 

Betterness: For it to be the case that x is better than y is for it to be the case that we 
are required to prefer x to y (Rabinowicz, 2008, 2012). 

The FA analysis has an advantage, in that it is sufficiently neutral when it comes 
to first- and second-order questions. As Andrés Garcia writes: 

Analyses of value tend to run the risk of committing themselves to positions that 
should intuitively be left open. On the surface, the fitting attitudes analysis seems 
to avoid this risk to an admirable degree. It says nothing about first order questions 
about what objects have value or why, nor does it entail anything about the 
semantics of value statements, the epistemology of value judgments, or the 
ontological status of evaluative properties and relation (Garcia, 2018a, p. 22). 

A salient advantage of the FA analysis of value is that it promises to improve our 
ontological economy. On this analysis, value is not a fundamental normative 
property; it is something that can be understood in terms of reasons for pro- and 
con-attitudes. In this sense, value is no more mysterious than reasons are. This is 
not to suggest that reasons themselves are not ontologically cumbersome. It is just 
to observe that there is, at least, one less entity foisting additional mystery on to 
our ontology.69 

                                                      
69 For more on the ontological problem of reasons, see (Parfit, 2011b; Olson, 2018). 
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A whole host of objections have been brought to bear on the FA analysis. 
Examples include the wrong kind of value problem,70 the objection from 
polyadicity71 and the objection from circularity. 72 

                                                      
70 The wrong kind of value problem is a family of objections all of which challenge the 

biconditional that an object is valuable if and only if it is fitting to favor it from left to right, so 
to speak. They argue that there are cases where something is valuable but it is nonetheless not 
fitting to favor it. One example is the solitary goods objection, which focuses on cases where 
there is something that we would intuitively claim is valuable, but there are no agents to favor 
it, so there are no agents for whom it is fitting to favor it, and hence it cannot be fitting to favor 
it. For more on this objection, see (Bykvist, 2009; Orsi, 2013). Another is the casual 
entanglement objection, which is that there are cases where some x would be good, and 
therefore according to the biconditional, fitting to favor, but the goodness of x would be 
undercut if anyone favored it. For more on this objection, see (Reisner, 2015a). 

71 The polyadicity problem notes that value is most often regarded as a monadic property while 
being fitting to favor is, at least, a two-placed relation, i.e. it is fitting for an agent to hold some 
attitude towards x. For more on this objection, see (Olson, 2013). 

72 The objection from circularity was originally presented by W. D. Ross (1963/1939) and has 
been frequently discussed since its introduction (Ewing, 1948, p. 166f; Wiggins, 1987, p. 189; 
Rabinowicz & Rønnow-Rasmussen, 2004). Ross succinctly presents the charge against the FA 
analysis of value in Foundations of Ethics (Ross, 1963/1939) as follows:  

The phrase ‘worthy of admiration’, it appears to me, does not justify the 
conclusion that the goodness which is so described is a relational property. 
For admiration is not a mere emotion; it is an emotion accompanied by the 
thought that that which is admired is good. And if we ask on what ground a 
thing is worthy of being thought to be good, only one answer is possible, 
namely that it is good. It would be absurd to say that a thing is good only in 
the sense that it is worthy of being thought to be good, for our definition of 
‘good’ would then include the very word ‘good’ which we were seeking to 
define (Ross, 1963/1939, pp. 261 -262).  

What Ross is saying is that ‘admiration’ cannot be understood without using the concept of 
‘good’. A minority of commentators have embraced the view that the FA analysis of value is 
circular but argued that not all circular analyses need be incorrect, uninformative, or 
philosophically uninteresting c.f., (Garcia, 2018a). Others, most prominently Ewing (1948) and 
(Rabinowicz & Rønnow-Rasmussen, 2004), have instead argued that the goodness of an object 
is not what makes the object fitting of admiration; rather it is the features that make the object 
good that make it fitting to admire it. In response to the circularity objection, it is argued that 
admiring an object need not be followed by a thought that the object is good (D'Arms & 
Jacobson, 2000). For instance, it seems possible to be a sceptic about goodness in general and 
still be able to feel admiration. 
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I do not intend to explore each and every objection. Some, such as the objection 
from circularity, are chiefly aimed at the conceptual thesis of the FA analysis, and 
some, such as the wrong kind of value problem, would require me to go into too 
much detail. However, I will discuss what has been regarded as the main challenge 
of the FA analysis, namely the ‘wrong kind of reason problem’ (henceforth the 
WKR problem). 

The Wrong Kind of Reason Problem 

The following biconditional is an implication of the FA analysis: 

FA biconditional: An object is valuable if and only if it is fitting to favor it. 

The WKR objection is that the right side of the biconditional can be true without 
it being the case that the left side is true. Therefore, according to this objection, 
the FA analysis cannot be sound. 73 In order to put some flesh on these bones, 
consider the following example, paraphrased from Crisp (2000b, p. 459). 

Saucer of mud: There exists a saucer of mud. Initially you have no reasons to favor 
it, and therefore deem it as having no value. However, an evil demon threatens 
you with excruciating torture unless you favor the saucer of mud. 

In Saucer of mud the demon’s threat seems to give you a reason to favor the saucer 
of mud – it may even be a conclusive one. According to the FA analysis, the saucer 
of mud is therefore valuable. The problem is that intuitively the saucer of mud is 
without value, and even if it had value, the demon’s threat would not make it 
more valuable. Hence one has a reason of the wrong kind to favor the saucer of 
mud. 

  

                                                      
73 The WKR problem was first presented by Crisp (2000b), a similar worry is found in D’Arms & 

Jacobson (2000). The name of the objection and its paradigmatic formulation can be found in 
(Rabinowicz & Rønnow-Rasmussen, 2004). 
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The WKR problem can be formulated as the conjunction of four claims: 

1. X has no value. 

2. The demon’s threat is a (conclusive) reason to favor x. 

3. If there is a (conclusive) reason to favor x, then x is valuable. 

4. X has value.74 

Since 1 and 4 (which last follows from 2, 3) are in contradiction, proponents of 
the FA analysis need to deny or modify at least one of claims 1–3 in order to 
dissolve the contradiction. 

A first maneuver might be to insist that while the saucer of mud is valuable, it is 
so only in an indirect way, as an object you can direct a favoring attitude towards 
in order not to be tortured. In other words, the saucer of mud has instrumental 
value. Rabinowicz and Rønnow-Rasmussen (2004, p. 403) has argued, however, 
that we easily set up a scenario in which we are explicitly dealing with final, rather 
than instrumental, value. 

Say that the evil demon threatens you with excruciating torture unless you favor 
the saucer of mud for its own sake. Again, intuitively, we want to deny that the 
saucer of mud is finally valuable and at the same time say that you have a reason 
to favor the saucer of mud for its own sake. 

In the last decade a plethora of different solutions to the WKR problem have been 
presented (Olson, 2004; Stratton-Lake, 2005; Danielsson & Olson, 2007; Lang, 
2008; Skorupski, 2010a; Heuer, 2011; Parfit, 2011a; Way, 2012), and these have 
provoked an almost an equal number of papers attempting to show why none of 
the proposed solutions succeeds (Rabinowicz & Rønnow-Rasmussen, 2004, 
2006; Olson, 2009; Reisner, 2009a; Schroeder, 2010). Space does not allow me 

                                                      
74 Of course, it need not be a threat from a demon that is the wrong kind of reason. There are 

plenty of ways to generate reasons of the wrong kind. Nor is it necessary that x has no value. It 
can have a positive value or a negative value; what matters in cases where x has value is that the 
wrong kind of reason does not change the value. To illustrate, Derek Parfit is admirable, but a 
threat from my supervisor designed to get me to admire him is a reason of the wrong kind to 
admire Derek Parfit. 
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to explore all the intricacies of the debate, but I do have space to outline the three 
main strategies adopted to meet the WKR objection. 

(i) Solving the problem: Modify the FA analysis. Argue that while the threat 
is a reason to favor the saucer of mud, it is the wrong kind of reason, and 
insist that the FA-analysis only applies to the reasons of right kind (i.e. 
modify 2 and 3). 

(ii) Dissolving the problem: Argue that the threat does not give the threatenee 
a reason to favor the saucer of mud, so the objection never gets off the 
ground (i.e. deny 2), 

(iii) Rejecting the FA analysis (i.e. deny 3). 

I take these in turn. 

Solving the Problem 

Those who want to solve the WKR problem propose to do so by distinguishing 
the reasons of the right kind from reasons of the wrong kind, and by arguing that 
it is only the former which matter when it comes to value. Explicitly including 
this modification, the FA analysis reads as follows. 

The Fitting Attitudes Analysis RKR: For x to be valuable is for there to be 
(conclusive) reasons of the right kind to favor x. 

There have been numerous attempts to draw the distinction between reasons of 
the right kind and reasons of the wrong kind. Thus, Schroeder (2010) holds that 
the right kind of reason is one that is necessarily shared by everyone engaged in 
the relevant activity. In the case of the saucer of mud, if someone who has not 
been threatened by the demon and is engaged in the activity of favoring does not 
have reasons to favor the saucer of mud, then the demon’s threat is not the right 
kind of reason to favor the saucer of mud. Rabinowicz and Rønnow-Rasmussen 
(2004) instead propose that reasons of the right kind are those that are able to 
play a dual role – that of justifying the attitude and that of being suited to figure 
in the intentional content of the attitude. For example, Parfit’s authorship of 
Reasons and Persons is a reason of the right kind to admire him because it justifies 
the admiration and can be treated as a fact (among others) for which I admire 
him. 
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The most orthodox way to draw the distinction between the right and the wrong 
kind of reason is by distinguishing state-given reasons from object-given reasons. 
To my knowledge, this distinction was first proposed by Parfit (2001), although 
he used it for a purpose other than to solving the WKR problem. In this approach, 
state-given reasons are reasons given by certain features of being in a certain state 
– say, that of favoring the saucer of mud. Object-given reasons are reasons given 
by certain features of the object of the attitude. According to the state-
given/object-given solution to the WKR problem, all reasons of the wrong kind 
are state-given reasons. It is the object-given reasons that are reasons of the right 
kind. 

The proposal is prima facie plausible, because reasons of the wrong kind seem to 
be those that matter for the value of holding the attitude in question and otherwise 
spring from costs and benefits of holding the attitude in question.75 At the same 
time, reasons of the right kind seem to be those that matter for the value of the 
object. However, as Olson (2004, p. 299) points out: 

[I]t is easily seen that properties of the attitudes may be recast as properties of the 
objects: if, e.g., the attitude of preferring the saucer of mud has the property of 
preventing our suffering of severe pain, then the saucer of mud has the 
corresponding property of being such that prefacing it would prevent out suffering 
severe pain. 

Furthermore, Schroeder (2012) has described cases where it is plausible to 
maintain that there are state-given reasons that are nonetheless reasons of the right 
kind. 

Although all these attempts show some promise, all of them, and indeed others in 
the same vein (e.g. (Stratton-Lake, 2005; Lang, 2008)), have drawbacks.76 So 
while it might be possible to give adequate non-ad hoc demarcation criteria that 
separate reasons of the wrong and the right kind, we can agree with Gertken and 

                                                      
75 A classic example of this is Kavka’s (1983) Toxin Puzzle. Roughly speaking, in this puzzle we 

seem, intuitively, to have a reason to be in a state of intending to drink poison in order to win a 
prize but have no reason to carry out the intention, i.e. drink poison, because all that is needed 
to win the prize is to have the intention. 

76 For a good overview of these attempts, see (Rabinowicz & Rønnow-Rasmussen, 2004, 2006; 
Gertken & Kiesewetter, 2017). 
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Kiesewetter that “it is safe to say that none has so far gained wide acceptance” 
(2017, p. 4). 

Dissolving the Problem 

Proponents of dissolving the problem (e.g. (Skorupski, 2010a; Parfit, 2011a; 
Way, 2012)) are usually called ‘WKR skeptics’. They deny that there are any 
reasons of the wrong kind – thus, in response to Saucer of mud they deny that you 
have any (conclusive) reason to favor the saucer of mud. You only have a 
(conclusive) reason to get yourself to favor the saucer of mud. In other words, you 
have a practical reason to perform a certain act, i.e. the act of getting yourself to 
admire the saucer of mud. The WKR skeptics argue that the FA analysis is only 
concerned with evaluative reasons to have certain pro- and con-attitudes. This 
response is explicit in Skorupski’s discussion of a case of admiring a terrible violin 
performance: 

[T]the fact that the evil demon has evil plans is a sufficient reason for me to do 
something – namely, bring it about that I admire the performance, if I can. In the 
circumstances, that would be a very good thing to bring about. Over and above 
that uncontroversial point, there is then the question of whether an evaluative 
reason relation also holds. Does the selfsame fact about evil demon stand in that 
distinct reason relation to me and a certain feeling of mine, namely, admiring the 
performance? The two relations are distinct, since their relata are distinct. And once 
they have been distinguished, a case needs to be made for holding that the second 
relation holds as well as the first (Skorupski, 2010a, p. 88). 

While the WKR skeptic’s solution is simple and elegant, it faces a simple problem. 
Intuitively, the evil demon’s evil plan is a reason for us to admire the performance. 
The WKR skeptic has the burden of explaining why we are mistaken about this. 
Even if you have a reason to bring it about that you admire the performance, it 
seems that a simple explanation for this reason is the fact that you have a reason 
to have the attitude. If you manage to admire the demon, the WKR skeptic is 
forced to say that you have an attitude that you have no reason to have. 

I believe that the WKR skeptic would explain our allegedly mistaken intuitions in 
mud-like cases by agreeing that in most cases the explanation of why we have a 
reason to get ourselves to have the relevant attitude is that we have reasons to have 
that attitude, but adding that this is not always the case. In fact, (the WKR 
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skeptic) Skorupski has proposed a connection between evaluative reasons and 
practical reasons for actions. He calls it a “bridge-principle”, and it is as follows: 

The Bridge-Principle: If an agent, A, has a reason to have attitude x then, and 
because of that, A has a reason to do x-prompted actions (Skorupski, 2010b, p. 
129).77 

According to this principle, the reason for A to have a certain attitude transmits 
to the attitude-prompted actions.78 Skorupski does not give an exhaustive account 
of what an attitude-prompted action is, but he describes such actions as the acts 
that one is “characteristically disposed” (Skorupski, 2010b, p. 129) to perform 
when one has a certain attitude. He gives a few examples: “Out of sheer goodness 
of heart, someone does me an unrequested good turn. That fact certainly gives me 
a reason to feel grateful. And because I have reasons to feel grateful to him for his 
good turn, I have reason to act from that gratitude, for example by thanking him 
or giving him a present or by returning the favour” (Skorupski, 2010b, pp. 129 - 
130). 

Presumably, “getting yourself to have the attitude” that you have reasons to have 
would qualify as an attitude-prompted action. However, the bridge-principle only 
goes in one direction – from evaluative reasons we can derive practical reasons, 
not the other way around. So, while the most common way to acquire reasons to 
get yourself to admire a performance is by having reasons to admire the 
performance, it is nonetheless possible to have reasons to get yourself to have an 
attitude that is not grounded in a reason to have that attitude. In the evil demon 
case, the reason to bring it about that you admire the performance is that 
otherwise you will be tortured. 

                                                      
77 I adopt, and interpret, Skorupski’s usage of “because of” as indicating that the evaluative reasons 

serve as the ground for the practical reason.  

78 I believe there are quite a few ways in which having a reason to do (universal verb) something 
transmits to other actions (universal verb). In Paper 4, “Normative Transmission”, I discuss 
whether having a reason to do a certain action gives one a reason to take the necessary means to 
do that action. In addition to transmission principles concerning ‘reasons for attitudes and 
attitude-prompted actions’ and ‘ends and necessary means’, it is plausible that there also are 
principles concerning ‘ends and sufficient means’ (c.f. Kolodny (2018)), ‘ends and optimal 
means’, ‘prudential reasons and moral reasons’ and potentially a whole host of other principles. 



77 

By analogy, consider the theoretical domain. Most would agree that a demon 
threatening me with excruciating torture unless I believe p is not a reason to 
believe p – it is not a theoretical reason to believe p, but a practical reason to get 
myself to believe p.79 Why would the evaluative case be any harder than the 
theoretical?  

Rejecting the FA Analysis 

So far we have discussed solving, and then dissolving, the WKR problem. Another 
solution is, of course, to reject the FA analysis understood in terms of reasons, i.e. 
to deny the claim made in the third premise that if there is (conclusive) reason to 
favor an object, then the object is valuable. Recently, largely in response to the 
WKR problem, some commentators have indeed rejected the versions of FA 
analysis of value where the normative component is formulated in terms of 
reasons. Instead, they have proposed that we should understand fittingness as 
normatively fundamental (McHugh & Way, 2016). This makes it possible to 
accept that the demon’s threat is a reason to favor the saucer of mud, but still 
reject the notion that it is fitting to favor the saucer of mud. On their view, reasons 
do not make attitudes fitting. The demon’s threat is a reason to admire the saucer 
of mud, but it is not something that makes it fitting to admire the saucer of mud. 
Alternatively, one could, as (Maguire, 2016, 2017) has proposed, understand 
value as more fundamental than reasons, so that we understand reasons to favor 
in terms of what is valuable. While these positions are in no way straightforwardly 
implausible space does not allow me to evaluate them properly in this 

                                                      
79 An exception to this is, of course, presented by pragmatists such as (Reisner, 2009b, 2018a); but 

it is unclear if those who believe that, say, Pascal really does have a (pragmatic) reason to believe 
in the existence of God would claim that pragmatic reasons are of the wrong kind. One believes 
that pragmatic reasons for beliefs are reasons of the wrong kind only if one believes (i) that there 
are pragmatic reasons for beliefs, and (ii) that it is never the case that you ought to believe 
something based on pragmatic reasons for belief. If one takes the view that sometimes we ought 
to believe something in virtue of pragmatic reasons for beliefs, the view is more akin to biting 
the bullet – claiming that the saucer of mud is in fact valuable rather than trying to solve the 
WKR problem – i.e. unless one further believes that the right kinds of reason for beliefs are 
reasons that concern the truth of a propositions and the wrong kinds of reason are reasons that 
do not. To add “truth”, however, would be equivalent to claiming that the right kinds of reason 
are those that concern the value of x and the wrong kinds of reason are those that do not – in 
which case the FA analysis would be seriously circular. 
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introduction. Since they have a minor role, if any, in the following papers, I will 
not discuss them further. 

Summary 

The debate surrounding the WKR problem has been running for more than 
fifteen years, and so far no consensus on the issues has been reached. 

As may be evident, there are, as yet, no perfect solutions to the WKR problem. 
However, given the virtues and explanatory power of the FA analysis, it seems that 
rejection of the analysis would be ill advised. I believe that the present indications 
are that dissolving the problem is most likely to emerge as the correct strategy. It 
is not for me to settle this debate over the FA analysis here. It is, however, my 
hope and my aspiration that in the future I will be able to contribute to the 
burgeoning literature on the topic and shed new light on the WKR problem. 

Deontic Buck-Passing 

I have so far looked at attempts to pass the evaluative buck, and to understand 
evaluative properties in terms of deontic ones. An at least as interesting endeavor 
is to pass the deontic buck. Buck-passing of this sort has not been as intensively 
discussed as its evaluative counterpart. 

This section has five parts. In the first, I first discuss understanding what we ought 
to do in terms of what we have (practical) reasons to do.80 In the second, I propose 
an attempt to extend the analysis, cast in terms of reasons for actions, to the 
deontic properties of being obligatory, being permissible, being impermissible and 
being optional. In the third part, I discuss a few objections to the analysis presented 
in the previous part and propose various modifications to the analysis that may 
answer these objections. In the fourth part, I discuss an objection according to 
which we cannot understand what we ought to do in terms of what we have 
reasons to do because the ‘can’ in the dictum ‘ought implies can’ is different from 
the ‘can’ in ‘reasons imply can’. In the end, I argue, the objection fails. The fifth 

                                                      
80 Note that in this section I am using “do” not as a universal verb, but strictly to refer to actions. 
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part of this section summarizes the conclusions I have drawn and paves the way 
for the final chapter of the extended introduction. 

As was the case in the previous section on evaluative buck-passing, my main focus 
will be on positive aspects of the buck-passing account. I look primarily at how 
one can pass the deontic buck, rather than focusing on negative questions, such 
as why other accounts, like Broome’s ought fundamentalism are unsatisfactory (see 
page 27).81 

The Standard Account 

I take the following entailment to be almost universally accepted.82 

The Minimal Thesis: If an agent A ought to φ then A has a pro tanto reason to φ. 

If we can pass the deontic buck, we can explain the Minimal Thesis.83 That is, we 
ought to be able to explain the Minimal Thesis by appealing to the following 
general characterization of the connection between ought and reasons:  

The Standard Account: For it to be the case that an agent A ought to φ is for it to 
be the case that A has a conclusive reason to φ.84 

                                                      
81 There are a few other lines of thought as well that deserve a more thorough treatment than I am 

able to give in this thesis. For example, (Kearns & Star, 2009, 2013) wish to understand reasons 
in terms of evidence of oughts, and others have proposed that we should understand reasons as 
premises of good reasoning (Setiya, 2014; Way, 2017). 

82 This conditional is near-universally accepted; however, (Horty, 2012, pp. 41 - 47) has argued 
that there are some special cases where it fails. 

83 Although the Minimal Thesis is almost universally accepted, Toni Rønnow-Rasmussen, in 
personal communication, has pointed out that it seems to violate conversational maxims. If I 
am to guess which conversational maxim is being violated, the most likely culprit is the maxim 
of relevance (Grice, 1989, pp. 26 - 27). While the Minimal Thesis is true, asserting it would 
elicit confusion and a response along the following lines: Sure, the fact that an agent A ought to 
φ implies that A has a pro tanto reason to φ, but it is not just a pro tanto reason but also a 
conclusive reason. 

84 Versions of the Standard Account are frequent in the literature; for some prominent examples, 
see (Schroeder, 2007; Bedke, 2011, p. 130; Parfit, 2011a, p. 33). To remind the reader, in on 
page 28 of this thesis the notion of a conclusive reason to φ was defined as the reason (pro tanto 
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If you accept the Standard Account you pass the deontic buck from ought to 
reason. In the chapter “The Reason-Relation”, we concluded that having a 
conclusive reason to φ involves having a pro tanto reason to φ. So, the Standard 
Account can explain why the Minimal Thesis holds. It holds because it is a logical 
consequence of the Standard Account.85 

In order to explain fully what is involved in passing the buck from oughts to 
reasons, I need to say a few words about what senses there are of ‘ought’, and 
about what specific deontic property I am interested in. ‘Ought’ can refer to a 
multitude of specific properties, some of which relate merely to norms and 
convention, and others of which relate to specific domains (i.e. to what we ought 
to do, believe, or feel) or to specific normative spheres like the spheres of morality 
and prudence. 

Take the following statements:  

Chess: “You ought not to move the F-pawn.” 

Promise: “Morally, you ought to keep your promise.” 

Review: “Yes, (morally) you ought to review the paper, and (prudentially) you 
ought to take a day off – but what you really ought to do in the end is to review 
the paper.”  

It is unclear whether ‘ought’ refers to the same deontic property in all three of 
these examples. In Chess, the ought appears to be connected to norms and 
conventions governing the board game. In Promise, the ought appears to be an 
explicitly moral property of a certain action. In Review, the ought appears to be 
being used both to designate what you ought to do relative to certain spheres of 
normativity, and what you ought to do considering all the spheres pertaining to 

                                                      
or overall) which outweighs all other reasons (pro tanto or overall). The conclusiveness says 
something about the strength of the reasons to φ as compared with the strength of the reasons 
to not-φ. 

85 Note that this is a buck-passing account of ought in terms of practical reasons. It is not, 
however, a fitting-attitudes account of ought in terms of reasons for the simple reason that no 
attitudes, nor any evaluative reasons, are mentioned. Since “buck-passing account” and “fitting-
attitudes account” are sometimes used interchangeably, this clarification is worth highlighting. I 
thank Toni Rønnow-Rasmussen for pointing this out. 
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the domain of practical normativity. This ought is what Broome (2013) calls the 
central ought. 86 

In this section, we are concerned primarily with Broome’s central ought, and more 
specifically with the central practical ought, i.e. what we ought to do. This is for 
two main reasons. First, mere norm- and convention-guided properties might 
behave differently from the central ought; and secondly, sphere-specific oughts 
(e.g. moral or prudential oughts) might behave differently depending on the 
particular normative sphere. My focus on the practical ought, rather than other 
normative domains such as the evaluative ought or the theoretical ought, is 
adopted simply because most of the literature that I will be discussing is on this 
ought. To cover the oughts of other domains, and in particular the theoretical 
domain, I would need more space than this thesis allows. Some aspects of the 
oughts associated with the theoretical domain and the evaluative domain will 
come up in the next chapter. 

Bernard Williams described the central ought (using the term ‘deliberative ought’) 
as the end of deliberation, the ought you reach when there is no further question 
to ask as regards what you ought to do (1981b). We can imagine someone saying 
that, morally, she ought to keep her promise. We can imagine that same person 
going on to say that, prudentially, she ought not to keep her promise. We can also 
imagine the person ending up asserting that, when everything is said and done, 
the thing she ought to do is to keep her promise. It is this all-things-considered 
normative property that I am primarily concerned with in this section. The moral 
ought, however, will also play a prominent role when we turn to the connection 
between what we ought to do and what we are obliged to do. 

So, according to the Standard Account we can pass the buck from ought to 
reasons. We will now discuss the possibility of extending the Standard Account 
to other deontic properties. 

  

                                                      
86 Other terms that have been used to denote the (for all intents and purposes) same property are 

“final ought” (Reisner, 2018b) “all-in ought” (Bedke, 2011) and “deliberative ought” (Williams, 
1981b). 
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The Properties of being Required, Permissible, Impermissible and 
Optional 

The question is, then: Can we extend the Standard Account in such a way that it 
allows us to understand other deontic properties such as being obligatory, being 
permissible, being impermissible and being optional in terms of reasons? 

As said previously, the Standard Account is as follows: 

The Standard Account: For it to be the case that an agent A ought to φ is for it to 
be the case that A has a conclusive reason to φ. 

The reasons referred to in the Standard Account are A’s practical reasons, i.e. 
reasons for acting. So, the practical ought, the ought relating to the practical 
domain, is understood in terms of reasons for actions. The deontic properties we 
want to understand now are obligatory, permissible, impermissible, and optional. I 
will use the following abbreviations: Obligatory (OB), Permissible (PE), 
Impermissible (IM), and Optional (OP). 

The following assumption seems to be commonly made, both in our common-
sense thinking and within philosophy: 

Ought-Obligation (O-OB): For it to be the case that A’s φing is obligatory is for it 
to be the case that A ought to φ. 

If O-OB is true, passing the deontic buck from ought to reasons means that we 
get a buck-passing account of obligatoriness for free. That is not all, however. 
According to standard deontic logic, the deontic properties we are interested in 
have the following implications. 

An act φ is:  

Permissible if and only if it is not obligatory to not φ, i.e. PE(φ) if and only not-
OB (not-φ) 

Impermissible if and only if it is obligatory to not φ, i.e. IM(φ) if and only if OB 
(not-φ). 

Optional if and only if it is not obligatory to not φ and not obligatory to φ, i.e. 
OP(φ) if and only if (not-OB(φ) and not-OB (not-φ)). 
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Although it is possible to reject these logical relations, especially considering the 
discussion to come, they are widely accepted (McNamara, 2014). 

As we can see straight away, it is possible to understand permissibility, 
impermissibility and optionality in terms of obligatoriness. So, if we accept O-OB 
and the logical relations between the deontic properties we are interested in, not 
only do we get to a buck-passing account of obligations in terms of reasons, we 
also get a buck-passing account of all the properties we were interested in. That 
account looks like this: 

Obligation: For it to be the case that A’s φing is obligatory is for it to be the case 
that A has a conclusive reason to φ. 

Permissibility: For it to be the case that A’s φing is permissible is for it to be the case 
that A lacks a conclusive reason to not-φ. 

Impermissibility: For it to be the case that A’s φing is impermissible is for it to be 
the case that A has a conclusive reason to not-φ. 

Optionality: For it to be the case that A’s φing is optional is for it to be the case that 
A lacks a conclusive reason to φ and lacks a conclusive reason to not-φ. 87 

While neat, passing the deontic buck this way runs into a few objections. For 
instance, there seem to be nuanced constructions in ordinary language where we 
distinguish between what we ought to do and what we are obligated to do. We 
can, for instance, imagine the following sign on the door to a restaurant bathroom: 

(1) Employees must wash their hands. 

(2) Customers ought to wash their hands. 

If we interpret the ‘must’ in (1) as outlining an obligation for employees to wash 
their hands, then if O-OB is correct we get the result that both (1) and (2) refer 
to the same deontic property. A more charitable interpretation is that either (1) 

                                                      
87 In the first chapter we noted that having a sufficient reason to φ implies that you lack a 

conclusive reason to not-φ and vice versa. For this reason it is possible to rephrase the definition 
in terms of sufficient reasons. On such a rephrasing permissibility, for instance, would come out 
as it being the case that you have a sufficient reason to φ. 
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and (2) refer to different properties or there is a difference in implicature between 
(1) and (2). The details of the specific example need not bother us now. All that 
the example is meant to show is that we cannot accept O-OB and regard our work 
as done. Since O-OB violates some part of our common language usage, there is 
a further burden of explanation on its proponents. 

In what follows, I will present a few objections to O-OB. I believe that all of the 
following objections to our complete buck-passing account of the deontic 
properties OB, IM, PE, and OP stem from acceptance of some form of the 
following principle: 

Obligation-Blame (OB-Blame): If A is obligated to φ and A does not φ then A is 
blameworthy for not φing.88 

The objections have the structure of a reduction ad absurdum. They start by (1) 
identifying a case where we have a conclusive reason to φ. Then (2) the Standard 
Account is invoked to draw the conclusion that we ought to φ. Then (3) by 
invoking O-OB we get the conclusion that we are obligated φ. The conclusion 
that we are obligated to φ, however, seems too heavy-handed, because (4) by 
invoking OB-Blame we see that we are now blameworthy for not φ-ing. And given 
the case that was identified in (1), this looks wrong – we do not want to claim 
that we are blameworthy for not φ-ing. 

While I believe that there are possible replies to these objections, I will conclude, 
in the end, that the lesson to be learned from them is that O-OB is false (but that 
the Standard Account and OB-Blame are true). 

                                                      
88 I want to stress that OB-Blame as it stands is severely simplified. Plausibly, a proper account of 

the connection between blame and obligation will involve some sort of epistemic condition, and 
perhaps (more controversially) a clause outlining extenuating circumstances, i.e. excuses. I am 
not opposed to either of these. The reason that I have not included them is because these 
conditions do not become relevant in the discussion to follow. The virtue of presenting OB-
Blame in a succinct manner, I think, outweighs its drawbacks. I believe that formulating it this 
way makes the line of reasoning to come easier to follow. For discussion of the epistemic 
conditions of blame, and extenuating circumstances in general, see (Strawson, 1962; Wallace, 
1994; Fischer & Ravizza, 1998; Shoemaker, 2011; McKenna, 2012; Mason, 2015; Rossi, 
2016). 
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Enticing Reasons and Supererogatory acts 

If both O-OB and OB-Blame are accepted, it follows that what we ought to do is 
what we are obligated to do, and what we ought to do is also what we are 
blameworthy for not doing.89 

There seem to be two classes of case where it is usually assumed that the balance 
of reasons favors φing but it is permissible to not-φ and you are not blameworthy 
for not-φing. We need to keep in mind that this entails that we need to reject 
either the Standard Account, or O-OB, or OB-Blame. The two classes of case I 
have in mind, exemplified below, are cases of supererogation and cases of enticing 
reasons. 

Ice-cream: You can pick either chocolate ice-cream or strawberry ice-cream. You 
have a conclusive reason to pick chocolate ice-cream. However, given the trivial 
nature of the choice it is permissible for you to pick strawberry (Bedke, 2011, p. 
130). 

Burning orphanage: An orphanage is burning. You could go in and try your best to 
save the ten children that are trapped inside the blazing inferno. Doing so would 
put you at a great risk of being killed. You have a conclusive reason to try your best 
to save the ten children. The personal risk, however, is so great that it is beyond 
the call of duty to require this of you. It is therefore permissible for you not to try 
your best to save the children. It is also very praiseworthy of you if you do it 
(Urmson, 1958/1969; Bedke, 2011). 

Trash: Your neighbor forgot to put the garbage can on the curb, and has just gone 
on vacation. The balance of reasons favors your putting your neighbor’s garbage 
can on the curb. Given that it was your neighbor’s responsibility to do so, it is 
permissible for you not to do it. It is, however, both permissible and praiseworthy 
for you to do it. 

Ice-cream is supposed to illustrate a case of enticing reasons; reasons so trivial that 
even if the balance of reasons favors one option it is not the case that you have an 
obligation, or ought, to do it, nor is it the case that you are in any way 

                                                      
89 I take it for granted here that being obligated to φ is equivalent to being obligated to not not-φ, 

which entails that not-φing is impermissible and that φing is permissible. These are orthodox 
entailment relations within standard deontic logic. I wish to remain neutral on the question 
whether we should accept all the axioms of that logic.  
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blameworthy if you chose the other option. Enticing reasons, according to Dancy, 
are to be contrasted with peremptory reasons. The distinction between enticing 
and peremptory reasons can be found in (Raz, 1986; Dancy, 2004; Robertson, 
2008).90 According to these theorists, if you do not do what you have conclusive 
reason to do, but the reasons involved are merely enticing, then you are not 
necessarily blameworthy for not doing what you have conclusive reason to do. At 
most, Dancy claims, someone could accuse you of being “silly” (Dancy, 2004, p. 
21). If it is true that an agent can have conclusive enticing reasons to φ and no 
reasons not to φ without it being the case the agent ought to φ, then the Standard 
Account is false. Dancy believes that the Standard Account is indeed false, but he 
does not think this is a problem since, according to him, all we need to do is 
modify the Standard Account slightly: It must be specified, in other words, that 
what we ought to do is what we have conclusive peremptory reasons to do (Dancy, 
2004, p. 21).91 

I am doubtful about this use of the distinction between enticing reasons and 
peremptory reasons. The main difference between enticing and peremptory 
reasons seems to be that one type grounds an ought and the other does not. The 
cases used to argue for the existence of enticing reasons are more often than not 
cases involving slight enjoyment or discomfort – not too much enjoyment, not 
too much discomfort. When the enjoyment is great enough, the enticing reason 
‘transforms’ into a peremptory reason. Secondly, the type of criticism that we 
expose ourselves to when we do not act in accordance with what we have 
conclusive reason to do, even if the case is quite trivial, is more serious than the, 
admittedly vaguely characterized, charge of “being silly”. If we believe we have 

                                                      
90 A different but similar distinction can be found in the writings of (Gert, 2007, 2012). Joshua 

Gert claims that reasons have two kinds of strength, justifying and requiring. A reason which, 
on Gert’s view, only has justifying strength, and no requiring strength, would be what Dancy 
and Raz call an “enticing reason”.  

91 Dancy seems to accept O-OB; at least, he accepts that if A ought to φ, not-φing is 
impermissible. He writes: 

One might allow that there is a weak sense of ‘ought’ in which one ought to choose 
the most enjoyable way of spending the afternoon, where no consideration other 
than pleasure are at issue. But in this weak sense of ought’, it might be both that one 
ought overall to choose this and that one is permitted not to choose it. And this is 
hardly a sense of ‘ought’ at all (Dancy, 2004, p. 21fn). 
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conclusive reason to do something, and yet we do not do it, we seem to be slightly 
irrational. As Broome says: 

I recently advised a guest that he ought to try a mangosteen, on the grounds that 
mangosteens taste delicious. That they taste delicious would have to count for 
Dancy as an enticing reason. Nevertheless, I believe I spoke correctly. I did not 
think my guest was obliged to try a mangosteen, and I thought it would have been 
understandable for him not to do so. For one thing, he might not have believed 
me when I told him he ought to. Still, had he believed me, and had he still declined 
to try a mangosteen, I would have thought that a mild lapse of rationality on his 
part (Broome, 2013, pp. 60 - 61). 

It is interesting to notice that when Broome says “I did not think my guest was 
obliged to try a mangosteen” he opens up a response that differs from Dancy’s. 
Instead of modifying the Standard Account, that is, we can deny O-OB. In 
support of this interpretation we can note, quite interestingly also, that in 
Broome’s 2004 paper there is an almost identical paragraph, except that he also 
writes “‘obliged’ is more heavyweight” (Broome, 2004a, p. 39).92 

I think Broome’s line of reasoning applies to ice-cream and any type of enticing 
case. It is the case that we ought to pick the ice-cream flavor that we have 
conclusive reason to choose, but it seems too heavyweight to claim that we are 
obliged to do so.  

There is, however, something else that speaks for the intuition driving the 
introduction of enticing reasons. The intuition in question is that we would have 
no right to in any way intervene or blame the person who chooses the ‘lesser’ ice-
cream or does not try the mangosteen. I think that one possible explanation of 
why it sounds too heavy-handed to say that we are obliged to try mangosteens, or 
pick the best ice-cream flavor, is that we often use ‘obligation’ as shorthand for 
‘moral obligation’. If blame is an essentially moral sentiment, and fits only in 

                                                      
92 The full rumination from 2004 is: “I recently advised a guest that he ought to try a mangosteen, 

on the grounds that mangosteens taste delicious. That they taste delicious would have to count 
for Dancy as an enticing reason. Nevertheless I think I spoke correctly. I did not think my guest 
was obliged to try I mangosteen; ‘obliged’ is more heavyweight. I did think he ought to try one, 
but I simultaneously thought it would be permissible for him not to. Dancy generously points 
out that ‘permissible’ can be used in a way that makes these thoughts consistent” (Broome, 
2004a, pp. 38 - 39). 
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moral cases, we can explain why the resulting ought, or obligation, in the trivial 
enticing cases sounds heavy-handed. The explanation is that no moral reasons 
pertain in the situation. It is understandable that we, as moral philosophers, care 
mostly about moral cases and would therefore hesitate to ascribe an obligation in 
an enticing case. The lesson to be learned from consideration of enticing reasons 
may just be that not all central oughts are moral oughts or have a moral element. 

This latter response is, in effect, the rejection of OB-Blame in favor of the 
following principle: 

MOB-Blame: If A has a moral obligation to φ, and A does not φ, then A is 
blameworthy for not φing. 

We will come back to MOB-Blame shortly, but first let us examine Burning 
Orphanage and Trash. The objection is that there is sometimes either a difference 
between what we have conclusive reason to do and what we ought to do, or a 
difference between what we ought to do and what we are obligated to do. 

The notion of supererogation was first introduced in analytic philosophy by J. O. 
Urmson (1958/1969), and the precise necessary and sufficient conditions for cases 
of supererogation differ depending on who in the literature you are reading. For 
simplicity, I will go with a very broad understanding of supererogation. I will 
assume that a case qualifies as one of supererogation if it satisfies the first three of 
the following criteria plus one or more of the others:  

(i) There are two actions, φ and not-φing.  

(ii) φing is praiseworthy.  

(iii) You have a conclusive reason to φ. 

(iv) It is not the case that you ought to φ. 

(v) It is not the case that you are obligated to φ.  

(vi) Not-φing is not blameworthy. 

(vii) φing is morally better than not-φing. 
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Prima facie Burning Orphanage and Trash are good candidates to meet all seven 
criteria. Plausibly, you do have conclusive reason to save the orphans from being 
burned to death despite the risk to your life, and you do have conclusive reason to 
help out your neighbor even though it will be tiresome doing so. In order for the 
Standard Account to be true all that needs to be the case is that the combination 
of (iii) and (iv) can never be true. According to my intuitions, it is in no way 
strange to claim that it is true, in Burning Orphanage and Trash, that you ought 
to perform the action you have conclusive reason to do. I admit, however, that 
there is a theoretical cost if we deny the possibility of (iii) and (iv) being true at 
the same time. The cost becomes steeper if, in addition, we want to accept O-OB, 
thereby being forced to say that (i)–(v) cannot be true at the same time. 
Furthermore, denying that it is possible for (i)–(vi) to be met at the same time 
seems a step too far. I do not believe that you are blameworthy in Burning 
Orphanage if you do not risk your life, or that you deserve to be blamed in Trash 
if you do not help out your neighbor. We therefore need to deny either OB-Blame 
or O-OB. 

There is plenty to say in favor of either option. Let us start with the acceptance of 
OB-Blame and denial of O-OB. Take the property of being blameworthy. Just as 
the property of being admirable is a value-property, it seems that the property being 
blameworthy is also value, a value-property. If we accept the FA analysis of value, 
it should be clear that we should therefore understand an agent being 
blameworthy in terms of evaluative reasons rather than practical reasons, i.e. in 
terms of reasons for attitudes rather than reasons for actions.  

A Fitting-Attitudes Analysis of Obligations 

Assuming we want to accept OB-Blame, this may lead us to a point where we 
want to understand the connection between obligation and blame in a more 
robust sense. We may wish to understand what it is to be obligated to do 
something in terms of what it is blameworthy not to do. Perhaps, to have an 
obligation to φ just is to be blameworthy if one does not φ, and to be blameworthy 
for that just is for it to be the case that we have (conclusive) reasons to blame an 
agent for not φ-ing. This would allow us to understand obligation (and the 
accompanying deontic properties) in terms of reasons to blame. 
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FA-Blame: For it to be the case that A is obligated to φ is for it to be the case that 
there is (conclusive) reason to blame A if A does not φ.93 

FA-Blame lacks the finer details of their accounts, but shares obvious similarities 
with the positions taken by Stephen Darwall in The Second-Person Standpoint 
(2006, pp. 27-28) and John Skorupski (2010a, pp. 78, 291-300) in The Domain 
of Reasons.94 

If we accept FA-blame and the Standard Account, we can explain why you ought 
to φ in Burning Orphanage but are neither obligated to do so nor blameworthy if 
you do not do so. What you ought to do is governed by your practical reasons, 
and what you are obligated to do is governed by the evaluative reasons there are 
to blame you if you do not do something. 

The explanation of why you ought, but are not obligated, to φ in Burning 
Orphanage is this: You have conclusive (practical) reason to φ, but you are not 
blameworthy if you fail to φ and therefore you are not obligated to φ, because 
there is no (conclusive) reason to blame you for not φ-ing. 

The acceptance of O-OB instead makes it hard to account for condition (vii) in 
our characterization of supererogatory actions. Condition (vii) claims that φing is 
morally better than not-φing. The combination of the Standard account, O-OB 
and MOB-Blame implies that where there is a conclusive moral reason to φ there 
is also a moral obligation to φ. If it is true that in Burning Orphanage you have a 
conclusive moral reason to φ, but it is also insisted that you are not blameworthy 
if you do not φ, then this speaks in favor of rejecting O-OB. So, according to the 
combined trio, you would have a moral obligation to φ and therefore be 
blameworthy unless you φied. If, however, we reject O-OB and distinguish 
between what one ought to do and what one is obligated to do, we can explain 
how, in the Burning Orphanage case, we are entitled to say both that it is morally 
better for you to φ and that you ought to φ without committing ourselves to the 
claim that not-φing is impermissible and blameworthy. A possible explanation of 
this is that the great personal cost in store for you is so grave that there simply is 

                                                      
93 For clarity and simplicity, in the attitudinal component of this analysis I only mention blame. 

However, it is entirely possible that there is a range of what might be called (see below) 
‘holding-accountable attitudes’ – e.g. attitudes to others’ violations of non-moral obligations. 

94 See also (Gibbard, 1990, p. 42; Mill, 1998, p. 93) and (Ewing, 1939, pp. 2-3). 
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not a (conclusive) reason to blame you if you do not φ. We cannot reasonably 
demand that you φ. 

Now I want to point out that several substantive moral theories, including various 
consequentialist theories, imply that there is an obligation to φ in Burning 
Orphanage, and moreover that failure to φ would be blameworthy.95 I do not want 
to take a stance on the substantive question whether, in the Burning Orphanage 
case, there is such an obligation. But I do want to show that if we want to allow 
for the possibility supererogation, and not rule it out at a meta-ethical level, we 
cannot accept the trio of the Standard Account, O-OB, and MOB-Blame. 

The rejection of O-OB might suggest that what we are obligated to do and what 
we ought to do become too disconnected. This may be especially worrying given 
that, according to FA-Blame, our obligations are determined by evaluative reasons 
and oughts are fixed by practical reasons. One plausible reply to this worry – one 
that I cannot explore in detail – is to say that there is still a connection between 
what we ought to do and what we are obligated to do. Remember, in our previous 
discussion on dissolving the problem I mentioned Skorupski’s bridge-principle 
that went as follows: 

The Bridge-Principle: If an agent, A, has a reason to have attitude x then, and 
because of that, A has a reason to do x-prompted actions (Skorupski, 2010b, p. 
129)  

The bridge-principle is a first attempt to find a connection between the evaluative 
and reasons. Furthermore, it is intuitively the case that most of our evaluative 
reasons to blame an agent stem from practical reasons the agent had to act 
otherwise. Most of evaluative the reasons to blame that we normally cite refer to 
practical reasons the agent had – e.g. “The agent had promised to do so but did 
not keep her promise”. 

From this discussion of supererogation, I think we can see that the notion of 
supererogation is the basis of a good argument against O-OB, and that it is more 
plausible to reject O-OB than OB-Blame. Moving on, a cost of accepting FA-
Blame is that by accepting an FA analysis of obligation we will have to deal with 
all the problems raised by the FA analysis, including the difficulty with reasons of 
                                                      
95 For more on consequentialism and supererogation, see (McConnell, 1980; Portmore, 2003; 

Vessel, 2010). 
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the wrong kind to blame, and so on. Suppose, for instance, that an evil demon 
threatens me with torture unless I blame you if you do not clap your hands five 
times when I say so. Does that mean that I have a (conclusive) reason to blame 
you if you fail to obey me, and that you therefore are obligated to do so, even 
though it is not the case that you ought to do it? 

Finally, I want to say a few words about MOB-Blame and OB-Blame. MOB-
Blame, while formally silent on the matter, surely carries the implicature that there 
can be non-moral obligations that we are not blameworthy for violating. If this is 
correct, it seems that FA-Blame is at most an analysis of moral obligations, and 
that we have not given an account of obligations in general. Furthermore, if blame 
is an inherently moral notion, then it seems that accepting FA-Blame as an 
account of obligations in general implies that all of our obligations are moral 
obligations. To my ears, this does not sound strange at all. It is, however, quite 
committal.96 To be less committal, we might want to generalize FA-Blame to 
include other holding-accountable attitudes. 

FA-OB: For it to be the case that A is obligated to φ is for it to be the case that 
there is (conclusive) reason to have a holding-accountable attitude towards A if A 
does not φ. 

If it turns out that all our obligations to do something are moral obligations, then 
perhaps the set of ‘account-holding attitudes’ will only include blame and other 
moral sentiments. If, on the other hand, there are non-moral obligations, the set 
of account-holding attitudes might include other attitudes. For completeness’ 
sake, let me spell out how the FA analysis accounts for the other deontic properties 
of being permissible, being impermissible, and being optional. 

FA-PE: For it to be the case that A is permitted to φ is for it to be the case that 
there is not (conclusive) reason to hold a holding-accountable attitude towards A 
if A does not φ. 

                                                      
96 How committal this actually is will depend on what one means by ‘moral obligations,’ and on 

how all-encompassing the sphere of morality is. If morality has a very wide scope of application, 
it may not be so committal to claim that all obligations are moral. If the scope of morality is 
narrow, it will sound counterintuitive to say that the only obligations we actually have are moral 
ones. I thank David Alm for forcing me to think about this. 
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FA-IM: For it to be the case that A is forbidden to φ is for it to be the case that 
there is (conclusive) reason to hold a holding-accountable attitude towards A if A 
φs. 

FA-OP: For it to be the case that A’s φing is optional is for it to be the case that 
there is neither (conclusive) reason to hold a holding- accountable attitude towards 
A if A does not φ nor (conclusive) reason to hold a holding-accountable towards A 
if A φs. 

To summarize, I believe that there is good reason to accept the Standard Account, 
passing the ought-buck to practical reasons. I think supererogation gives us good 
reason to reject O-OB, and thus that what we are obligated to do is not the same 
deontic property as what we ought to do. Instead we should pass the buck from 
OB, PE, IM, and OP to evaluative reasons to blame and other holding-
accountable attitudes. 

Ought Implies Can and Reasons Imply Can 

One of the better-established principles in moral philosophy is that if an agent 
ought to φ, it follows that the agent can φ – the familiar slogan is ‘ought implies 
can’ (OIC). OIC can be used to mount an objection to the Standard Account.97  

OIC is meant to explain why one cannot be morally required to jump to the 
moon, change the past, physically save a child in Paris, this instant, when one is 
in London, or perform two incompatible actions (as in Sophie’s Choice).98 

                                                      
97 OIC is usually attributed to Kant and is sometimes referred to as Kant’s maxim (Copp, 1997, 

2003). For interpretative issues dealing with how Kant himself viewed OIC, see (Baumgardt, 
1946; Stern, 2015). 

98 Sophie’s choice concerns what is usually referred to as a “tragic dilemma”. In the choice 
situation, Sophie can save one of her two children, and if she does not make a choice they will 
both die. The discussion in the literature is whether there are any genuine dilemmas, i.e. 
situations where we are morally obliged to do two or more incompatible actions. One line of 
reasoning is that Sophie ought to save her first child, child A, and she ought to save her second 
child, child B. On the  principle of agglomeration in deontic logic, if one ought to ought to φ 
and one ought to φ*, it follows that one ought to φ and φ*. This leads, however, to violation of 
OIC. For this reason, some reject OIC, and others deny agglomeration (either fully (Bergström, 
1977) or restrictedly (Horty, 2012)). In the Sophie’s choice scenario, it has been denied both 
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If we can understand what we ought to do in terms of what we have conclusive 
reason to do, it cannot be that we have a reason to act that would violate OIC. In 
other words, if we want to pass the deontic buck and accept OIC, we are 
committed to certain ideas about how to formulate the principle ‘reasons imply 
can’ (RIC). I shall argue that this need not worry us – that we should be willing 
to interpret RIC in the same terms as OIC, but that OIC (and RIC) might need 
adjusting when we are dealing with evaluative, or theoretical oughts (and reasons). 

Peter M. Vranas, in his influential paper “I Ought, Therefore I Can” (2007), 
argues for OIC on the grounds that OIC is entailed by RIC and RIC is obviously 
true. Vranas presupposes that RIC is valid, and that we should understand RIC 
and OIC in the same way. I will explore some of the other possibilities here. 

First, as long as one accepts the Minimal Thesis (see above, page 79) that whenever 
an agent ought to do something then the agent has a pro tanto reason to do it, it 
will follow that RIC, at least, cannot be more restrictive than OIC: It will follow, 
that is to say, that whenever an agent ‘can’ according to OIC, that agent ‘can’ 
according to RIC. Given that the Minimal Thesis is almost universally accepted 
(again, pace Horty (2012) I shall assume that the only interesting question is 
whether the ‘can’ in RIC is less restrictive than the ‘can’ in OIC. 

Once we move beyond OIC’s slogan nothing is uncontroversial. First, it is 
controversial whether OIC is a substantial or a meta-normative principle. Can 
OIC be denied within a first-order theory about normativity? Or does it say 
something conceptual about ‘ought’? Secondly, it is a matter of debate whether 
OIC applies only to moral oughts or to other types of ought as well (Wedgwood, 
2013; Fox & Feis, 2018). Thirdly, it is contested whether ‘implies’ should be 
understood as an entailment relation. Should we say instead that the ‘can’ is 
merely conversationally implied (Sinnott-Armstrong, 1984; Hieronymi, 2004; 
Vranas, 2007)? Fourthly, in the debate it has not yet been made clear what is 
meant by ‘can’. Does it refer to physical possibility, or should we understand it, 
along lines suggested by Frances Howard-Snyder, as meaning “that it is highly 
likely that the agent successfully does it” (Howard-Snyder, 1997)? Or should we 
follow Peter Vranas’ approach, and take ‘can’ to mean “that the agent has the 

                                                      
that Sophie ought to save A and that Sophie ought to save B, and insisted that what she ought 
to do is save A or B. 
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opportunity to do it and the general ability to do it, even if success is not 
guaranteed or even likely”(Vranas, 2007). 

In Paper III, “A Fair Reading of ‘Ought Implies Can’”, I contend that in moral 
cases we should take the ‘can’ in OIC to mean ‘if the agent tried her best to do it, 
she would do it’.99 I argue that any other understanding leads to unfair moral 
requirements, and that moral requirements cannot be unfair (Copp, 2003). 
Intuitively, it would be unfair, in cases where the agent has tried her best to do 
something, to claim that she failed to do what she was morally required to do. 

The strongest alternatives to my own proposal as to how we should interpret the 
‘can’ in OIC include the following (further discussion of these is presented in 
Paper 3):  

Streumer’s proposal: An agent, A, can φ if and only if there is a nomologically and 
historically accessible possible world where A φs (Streumer, 2007). 

Vranas’ proposal: An agent, A, can φ if and only if A has the general ability to φ and 
the opportunity to φ (Vranas, 2007). 

Howard-Snyder’s proposal: An agent, A, can φ if and only if A is very likely to φ if 
A tried to φ (Howard-Snyder, 1997). 

The proposals are ranked in terms of how permissive they are. Bart Streumer 
adopts the most lax understanding of ‘can’. My proposal is the most restrictive of 
the options. For present purposes, however, we need not commit to a specific 
reading of OIC. 

Streumer (2007, 2010, 2018) argues for the thesis that is such a principle as 
RIC.100 I find his arguments persuasive, but he only argues for the claim that there 

                                                      
99 There are, of course, other senses of ‘can’ – there are senses of ‘can’ in which I can jump to the 

moon, beat Magnus Carlsen at chess, and make a 100% of my basketball shots. The sense of 
‘can’ that we are now discussing is the sense relevant to moral requirements.  

100 For someone who has argued for the existence of reasons to do what we cannot do, see Ulrike 
Heuer (2010). Heuer believes that we sometimes have derivative reasons to do what we cannot 
do, such as learn to play the piano. She further argues that the only way we can get these 
derivative reasons is by having non-derivative reasons to do the thing we cannot do. By contrast, 
Kimberley Brownlee (2010) utilizes the notion of ideals. An ideal (e.g. being the perfect 
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is a principle of RIC. This leaves it open to question whether there is still a 
difference, however slight, between OIC and RIC. Of course, the Standard 
Account could be seen as evidence that there cannot be even a slight difference 
between OIC and RIC. Against this, it might be argued, however, that it seems 
that evaluative reasons and theoretical reasons might not be constrained in the 
same way, by ability, as what we ought to do. For instance, it is possible I have 
reasons to believe that p even if it is impossible for me to actually believe that p 
because I have taken a drug that makes me always believe not-p – or because I do 
not have sufficient control over my own belief formation. The same thing might 
be true of reasons for attitudes. We can imagine a person who is incapable of 
having certain attitudes but still has reasons to admire Derek Parfit. 

One could argue that RIC should be the same principle, mutatis mutandis, when 
applied to practical reasons, theoretical reasons and evaluative reasons. But note, 
however, that it might just as well be true that OIC takes different form when 
applied to what we ought to believe, or feel, and what we ought to do. This last 
alternative looks quite plausible, so the objection from OIC should not worry 
deontic buck-passers. 

Taking Stock 

In this chapter I have discussed how reasons relate to other normative phenomena. 
I have focused especially on the passing of two kinds of buck: The evaluative buck 
and the deontic buck. It cannot be denied that there is more to say on these issues, 
and that the buck-passing accounts presented have their fair share of objections to 
deal with. I believe, however, that the hurdles they face are manageable, and that 
they pale in comparison to the theoretical gains of the accounts. Added to that, 
they manage to be very informative while remaining theoretically parsimonious. 
All in all, these are exciting times for normativity research. In the next chapter I 
will ask how different sources of reasons and domains of normativity relate. In 
short, I will offer a reason-based account of the architecture of normativity. 

  

                                                      
violinist) is by definition impossible to reach. Nonetheless, according to Brownlee, we can have 
reasons to match an ideal (to become the perfect violinist). 
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How It All Relates 

This thesis is about the structure of reasons and normativity. As I said on page 16, 
I approached this extended introduction with two aims. The first was to set out 
the background to the papers, and to situate them within a wider philosophical 
context. The second was to provide an overview of some of the concepts and 
properties which play a prominent role in the literature on the nature of reasons 
and normativity. I believe that these two aims have been largely achieved. 

We have discussed what it is to be a normative reason. We have distinguished 
between pro tanto reasons and overall reasons. We have critiqued the weighing 
metaphor and the way in which reasons are meant to be weighed. We have looked 
at how reasons relate to values and certain deontic properties. With these 
discussions behind us, the papers will be a breeze. 

One topic we have only briefly touched on is that of different kinds of reason, 
such as moral reasons and prudential reasons. While coverage of this topic may 
not be necessary for the papers per se, I none the less want to conclude this 
extended introduction with a few structural remarks about kinds of reasons, and 
how this topic relates to the wider architecture, or structure, of normativity. I 
believe this will neatly tie the previous discussions together. 

Some parts of this chapter proceed at a high level of abstraction. For this reason, 
I will be utilizing toy theories to illustrate some of the different points I will be 
making. These toy theories might not be plausible normative theories, but that is 
not their aim. Their aim is to be clear and simple. While the chapter operates at a 
high level of abstraction, the basic questions we are trying to answer are relatively 
simple: There seem to be different types of reasons for different things – but what 
different things? There seem to be different kinds of reasons – but what are these 
kinds? What are we trying to convey when we say that something is not just a 
normative reason but, say, a moral reason? Can our reasons to believe clash with 
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our reasons to act, and if so, is there anything meaningful we can say about how 
to resolve the conflict? 

What will emerge from the answers to these questions is what I, following 
(Reisner, 2015b), call theories of the architecture and structure of normativity. 

In the first chapter we touched on an answer to the first question. I claimed that 
there are three types of reasons: Practical, theoretical, and evaluative. We can see 
how each kind corresponds to a different interpretation of the φ-place holder in 
the basic reason relation R(x, S, φ). Each interpretation designates a normative 
domain.101 With our three different interpretations of φ we arrive at three domains 
of normativity: The domain of practical normativity, where φ is an action, the 
domain of theoretical normativity, where φ is interpreted as a belief, and the 
evaluative domain, where φ is an attitude (i.e. a feeling, or emotion, or other non-
doxastic attitudes). This thesis can therefore be said to present a pluralist view of 
normative domains. I will now present a few ideas about domains of normativity, 
and how these domains can relate. I will then move on to discuss some of what 
we commit ourselves to by saying that reasons are of different kinds, and finally I 
shall examine different ways to deal with conflicts between reasons from different 
domains and between reasons of different kinds. 

Normative Domains 

As has just been said, I assume a plurality of normative domains. Of course, 
pluralism about the domains of normativity is not necessarily confined to the three 
domains I have indicated; one can imagine quite a few varieties of pluralism about 
normative domains. A common position is the dualist view that there is a 
theoretical and a practical domain of normativity. We can imagine other 
candidate domains: The domain of intentions, or perhaps that the domain of 
emotions and desires, may be regarded as separate domains, and so on. However, 
as long as one accepts more than one normative domain, one is a pluralist. 

The next question to ask oneself in shaping the theory of the architecture of 
normativity is whether reasons (and oughts) from different domains can come 

                                                      
101 For a defense of ‘triplism’ about normative domains, see (Skorupski, 2010a, 2012). 
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into conflict. According to Reisner, putative inter-domain conflict occurs “when 
what you ought to do according to one domain precludes you from doing what 
you ought to do in another domain” (Reisner, 2015b, p. 192). He goes on to give 
the following example: 

Suppose that the evidence strongly suggests that p is the case. On a number of 
common views about theoretical reasons, one ought to believe p. Suppose, 
however, that believing p will make you depressed and will interfere with your life. 
[…] On a number of common views about practical reasons, you ought to cause 
yourself to not believe p (Reisner, 2015b, p. 192).  

Since you cannot successfully both believe p and cause yourself to not believe p 
there is, according to Reisner, an inter-domain conflict. If two oughts from 
distinct domains are in conflict with one another, it seems to make sense to ask:  

Conundrum: So, what ought I to do in the end? What I ought to do relative to the 
theoretical domain, or what I ought to do relative to the practical domain?102  

What one seems to be asking is: Which ought is more important? The practical 
one or the theoretical one? To answer this question, we need a way to compare 
the relative importance of the two oughts. This, in turn, requires us to identify a 
respect to which we can measure the importance.103 In other words, there needs 
to be an overarching domain, an overarching ought that subsumes the theoretical 
and practical domains, if the comparison is to make sense.  

To believe that there is a meaningful answer to Conundrum is to adopt the 
position Reisner (2015b, p. 193) labels normative non-separatism. A normative 
non-separatist needs a story about how to settle inter-domain conflicts, or about 
why putative conflicts are merely apparent rather than real. As regards the settling 
of inter-domain conflicts, a normative non-separatist can claim either that there 
                                                      
102 Reisner formulates a similar question in terms of “Ought I to do as practical rationality says 

that I ought, or as theoretically rationality says that I ought?”(2015b, pp. 192-193). In the 
quoted question he has a footnote which states that the “do” is supposed to be read as a 
universal verb “meant to include beliefs and feelings” (Ibid). 

103 Following Andersson (2017), what I have in mind here is that all comparisons must be made 
relative to a ‘covering concept’ – e.g. coffee is more important than toast relative to Jakob 
having a nice breakfast. In the case of judging the importance of the two oughts there needs to 
be a covering concept according to which we can compare their degree of importance. 
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is a way to determinably weigh reasons from different domains, or that the weights 
of reasons from different domains are incommensurable. 

The alternative is to accept normative separatism and deny that the Conundrum 
question has a meaningful answer. Relative to the theoretical domain you ought 
to ‘believe p’, and relative to the practical domain you ought to ‘cause yourself to 
not believe p’ – end of story. The theoretical reasons for believing p cannot be 
weighed against the practical reasons to cause yourself to not believe p. According 
to a normative separatist, there are domain-specific reasons; there is one ought for 
each domain, but the domains are wholly distinct. There is no further question to 
ask – reasons from different domains are not only incommensurable, they are non-
comparable. According to (Andersson, 2017), two objects are non-comparable if 
there is no covering concept that is applicable to both objects. For example, the 
number 7 and blueberry pie are non-comparable in terms of tastiness. Blueberry 
pie is not tastier than the abstract number 7, because that abstraction is not 
something to which the covering concept of tastiness can be applied.104 A 
normative separatist can either deny that there are inter-domain conflicts or accept 
that the relevant inter-domain conflicts are unsolvable. 

I believe that there is something suspicious going on in Conundrum. The 
suspicious aspect is imported by the use of ‘do’ as a universal verb. Of course, I 
have been using ‘do’ as a universal verb throughout most of this thesis (see page 
15 footnote 3). My intention, however, has been to use it as a placeholder for an 
action, belief, or attitude. According to Reisner (2015b, p. 192fn) no universal 
verb exists in English. Hence, he invents it and stipulates that he will use ‘do’ as a 
universal verb. My suspicion is that the universal verb ‘do’ may be confused, unless 
it is merely used as a placeholder. Consider: 

                                                      
104 It might be useful to compare this with a case of conflict within a domain. Assume that your 

house is on fire and you can save either the manuscript of your superb novel or your boyfriend. 
Aesthetically speaking, it may be that you ought to save your manuscript. Morally speaking, it 
may be that you ought to save your boyfriend. In this scenario, it might make sense to ask: In 
the end, which action ought I to perform? There is a covering concept, so to speak, where 
ideally you can compare the importance of the two oughts. Relative to the practical domain, 
what is more important in this scenario – morality or aesthetics? In the case of inter-domain 
conflict, I wonder whether there really is a sensible conception of an overarching domain such 
that a comparison between a practical ought and a theoretical ought makes sense. 
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Conundrum*: So, what ought I to believe/feel/do in the end? What I ought to 
believe or what I ought to do? 

Here “do” is not used as a universal verb. It explicitly designates the performance 
of some action. In Conundrum*, if “believe/feel/do” is interpreted as a 
placeholder, so that we have to fix the interpretation of the placeholder either to 
“believe”, or to “feel” or to “do” before answering the question, the answer to the 
question (in each case) becomes obvious. If we interpret the placeholder as an 
action, then you ought to perform the action you ought to perform. If we interpret 
the placeholder as a belief, then you ought to believe what you ought to believe. 
It is only if we interpret “do”, not as a placeholder, but rather as an actual universal 
verb, or as the conjunction “What ought I to believe-feel-do?”, that we run into 
trouble. 

This is a mere sketch of an argument against the idea of a proper universal verb, 
i.e. to believe-feel-do makes sense. But if it is sound, it might work against the 
idea of an overarching domain. If it were sound, then, assuming there are inter-
domain conflicts, they would, by necessity, be unsolvable conflicts. I am unsure if 
this reasoning is cogent, but if it is, then, it is an argument in favor of normative 
separatism.  

In addition to needing to posit an additional overarching domain, I think there 
might be another reason to hesitate before accepting normative non-separatism. I 
believe that there might be an important difference between normal (genuine) 
dilemma situations, such as Sophie’s choice, and putative inter-domain dilemmas. 
In the standard set up, for a Sophie’s choice dilemma to count as a genuine dilemma 
it must be the case that the you ought to rescue child A and ought to rescue child 
B but cannot rescue both A and B. In the Sophie’s choice scenario, another valid 
description of the action described by the phrase “rescuing child A” is that you are 
“not rescuing child B”. Because of this, we can describe the Sophie’s choice scenario 
as a case where you ought to φ and ought to not-φ. Rescuing child A entails not 
rescuing child B, and vice versa. It is a genuine dilemma, not only because it asks 
us to do something that we cannot successfully do, but also because it asks us to 
perform a contradiction. 

In the case of inter-domain conflict – say, where you ought to believe P and you 
ought to cause yourself to not believe P – I am unsure if the entailments are 
equivalent.  
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It is perfectly true that believing P implies that you do not (successfully) cause 
yourself to not believe P. I am less sure, however, that not causing yourself to 
believe not P implies that you believe P. It might be true that you do not cause 
yourself to not believe P while, at the same time, it is also true that you believe 
not P or lack a belief in either P or not P. This might give us reason to hesitate to 
describe the inter-domain conflict as a case where you ought to φ and not-φ.105 

This might lead us to question whether there is a genuine conflict between the 
two domains. Is it, rather, merely a tragic situation?106 

Normative Sources 

We often theorize about different kinds of reasons. We talk about what moral, 
prudential and aesthetic reasons we have. Some might say that my promise to my 
friend to read one of her papers is a moral reason to do so. They might add that 
the fact that I could work on my own paper instead of reading hers is a prudential 
reason (not a moral reason) to not read her paper. Finally, some might say that 
my friend’s eloquent style of writing is an aesthetic reason to read her paper. 

The modifications ‘moral’, ‘prudential’ and ‘aesthetic’ signal the type of reason in 
play. What type of reason is in play depends on what the normative source of the 
reason is.107 More generally, we can say that in the following propositions “x is an 

                                                      
105 Furthermore, it is quite plausible that belief formation is involuntary, or at least that belief 

formation is under less control than action. For this reason, OIC might differ substantially 
between the theoretical domain and the practical domain. It seems possible that, from the point 
of view of the theoretical domain, the tragic situation that you cannot successfully believe P and 
cause yourself to not believe P does not violate the OIC of the theoretical domain since we are 
not dealing with a logical contradiction. My thanks are owed to Marta Johansson for fruitful 
discussions of this issue. 

106 Note that (as we will be discussing below) it is possible to contend that there are both evidential 
and pragmatic reasons for beliefs. If that were the case, there would plausibly be intra-domain 
conflict within the theoretical domain over whether to believe P or not-P, but such conflict 
would be structurally very different from inter-domain conflict over whether to believe P or 
cause yourself to not believe P. 

107 The distinction between kinds of reasons (practical, theoretic and evaluative) and types of 
reasons (moral, prudential, aesthetic, and so on) is orthogonal in that it is at least a logical 
possibility that there are, for example, moral evaluative reasons and aesthetic practical reasons. 



103 

N-reason for S to φ” and “S N-ought to φ” the ‘N’ signals the type of reason or 
ought. In other words, N, in this framework, signals the source of the reason (or 
ought).  

In my view the concept of a ‘source of reasons’ is intuitive in the sense that most 
competent English speakers can use it in natural conversation. By ‘source of 
reasons’ I mean, roughly, that partly in virtue of which a certain fact has the 
normative property of being a reason.108 To illustrate, take the fact that Ann 
promised Beth to φ. It is something about the nature, or essence, of promises that 
partly explains (i.e. grounds) the fact that Ann’s promising Beth to φ has the 
property of being a reason for Ann to φ – it has fidelity as its source.109 Fidelity 
can plausibly be taken to be a sub-class of both morality and prudence. 

However, like Broome (2013) and Reisner (2015b), I cannot, in Broome’s words, 
“say exactly what sort of thing sources of requirements [or reasons] are – what 
category the law, morality, rationality, prudence, convention, fashion, etiquette, 
honour, the rules of chess and all the rest fall under. I do not know a generic term 
for things of this sort” (Broome, 2013, p. 116). As can be seen from the list 
Broome presents, not all sources need be truly normative in the sense spelled out 
on (page 19 and on page 81). For instance, I might have an etiquette-based reason 
not to eat the main course with the desert fork, but according to most normative 
theories, this reason is (usually) not a truly normative one. Our focus is solely on 
proper normative sources of reasons. 

Furthermore, if one accepts any of morality, prudence or aesthetics as normative 
sources, it is quite likely that one will view these as umbrella notions – notions 
covering sets, or collections, of sources. I refer to sets of this kind as ‘normative 
spheres’. Make no mistake, normative spheres are normative sources, but I believe 

                                                      
108 I use the phrase “partly in virtue of” to signal that it is not only in virtue of the normative 

source that a certain fact has the normative property of being a reason. The fact in question has 
the property of being a reason partly in virtue of its natural properties and partly in virtue of 
certain background conditions, as was discussed in on pp. 48-50), and as is further elaborated 
on in Paper I and Paper II.  

109 My usage of ‘source’ is inspired by Broome’s (2013, p. 116), with small modifications. For 
Broome, a source of reasons is a requirement, an ought, that explains why a specific fact is a 
reason. For me, it is also true that the source explains (or grounds) why a certain fact has the 
property of being a reason, but the source is not a requirement. For more on sources, reasons 
and requirements, see (Guindon, 2016). 
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it is good to have a vocabulary to distinguish complex sources such as ‘morality’ 
from simpler sources such as ‘wellbeing’. A normative sphere is simply, by my 
stipulation, a collection of normative sources.110 To illustrate, I want to introduce 
a toy theory about the sphere of morality: 

Toy theory 1: There are two domains, the theoretical and the practical. There is one 
sphere, morality, which in turn consists of two sources, fidelity and wellbeing.  

According to our toy theory, all moral reasons are either promise-based or welfare-
based. On the theory, morality is a normative sphere. Toy theory 1 says nothing 
about how to settle conflicts between reasons arising from fidelity and reasons 
arising from wellbeing. We will talk more about intra-sphere conflict shortly. 

One can be either a pluralist or a monist about sources. Source monism is the 
view that there is only one source.111 An example of this kind of view, borrowing 
from Reisner (2015b), is a radical pragmatist, i.e. someone who views wellbeing 
as the only source of reasons, be those reasons for belief, action or what have you. 
As we can see from the radical pragmatist, a specific source can function as a source 
for a single normative domain or several normative domains. 

  

                                                      
110 For the thoughts of someone who has written extensively on spheres of normativity – or rather, 

“points of views” as she calls them – see Susan Wolf (2015), especially Chapter 4.  

111 Reisner (2015b, p. 197) uses the labels “normative monism” and “normative pluralism”. I 
prefer “source monism” and “source pluralism” because I believe that “normative pluralism” 
and “normative monism” are too ambiguous without a proper context. For instance, a reader 
might take those labels to refer to monism or pluralism about fundamental normative 
properties, such as reasons-first or values-first views. I recognize, on the other hand, that my 
preference invites the objection that the labels are not informative enough without a proper 
context. 
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Normative Sources and Conflict 

Just as with normative domains, a decent heuristic for finding out the number of 
sources a normative theory has is to look at the reason relation, R(x, S, φ).112 In 
order to determine the number of sources, we look at the x-.variable. Depending 
on the different varieties of fact the x can be (‘varieties’ in the sense given by the 
question: ‘What is the fact about?’) we get a rough idea of how many sources a 
theory posits. Now, this is a bit tricky, because very often the source, or the type 
of fact, is not immediately recognizable, or readily distinguished. At times this will 
be easy. For example, if the reason, x, is the fact that “Ann promised Beth” it is 
easy to see that it is very likely to be a reason with fidelity as its source. At other 
times, however, it will be harder to detect the source, as is shown by an example 
given by Reisner: 

The fact that eating sweets will make you happy is a reason for you to eat sweets. 
The normativity of that reason is basic. Eating sweets is one of the things that make 
you happy. Saving money, on the other hand, does not make you happy. However, 
in order to buy sweets, you must have saved some money. So there is a derivative 
reason to save your money. The fact that saving money will allow you to buy 
sweets, which in turn will make you happy, is a reason for you to save your money 
(Reisner, 2015b, p. 197).  

In this case, welfare (or happiness) is the normative source that explains, in part, 
why the fact that saving money will allow you to buy sweets has the property of 
being a reason for you to save money. This is so, even though the reason-fact is 
not explicitly ‘about’ welfare. It is a derivative reason, i.e. a reason that is a reason 
in virtue of something else that is a reason.113 

                                                      
112 An area of interest bypassed in this thesis is the issue of agent-relative and agent-neutral reasons. 

This issue, which has been widely debated, is not of immediate concern for the papers in the 
thesis. For this reason I have chosen to stay away from that particular hornet’s nest. I remain 
skeptical as to whether there is a useful distinction between agent-neutral and agent-relative 
reasons. If there is a distinction to be made, I believe that a fruitful way to characterize different 
ways to draw the distinctions as different understandings of permissible interpretations of the 
agent-variable, S, in the reason-relation. For more on agent-relative and agent-neutral reasons, 
see (Nagel, 1970; Rønnow-Rasmussen, 2009; Buckland, 2017). 

113 For more on derivative reasons, see Paper IV. There I defend the view that if you have a reason 
with a certain weight to perform some action φ, and ψing is a necessary means of φing, then, 
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Once we have adopted a view on the plurality of normative sources, we need to 
develop an account of the way these sources relate to domains. Is there a 
conceptual connection between particular sources and particular domains? For 
example, is there a conceptual connection between evidence and the theoretical 
domain that is lacking in the other domains, so that evidence is only ever a reason 
for belief and never a reason for action? 

Structurally, there are two types of position (Reisner, 2015b, p. 198). One either 
holds the view that (at least) some sources are conceptually linked in a satisfactory 
manner to some specific domains, or maintains that there are no such conceptual 
connections between particular sources and specific domains. On the latter view, 
any source could, potentially, provide reasons for all domains. Reisner labels these 
two different types of view ‘reasons specialism’ and ‘reasons generalism’. Reasons 
specialism is the view that there is a conceptual connection between certain 
sources and certain domains; reasons generalism is the denial of reasons specialism 
(Reisner, 2015b, p. 198).114 Exactly what it would take for a conceptual 
connection to be ‘satisfactory’, however, is regrettably something that is outside 
the scope of this thesis and I have to leave it as a rather vague notion.115 

                                                      
and because of that, you have a reason of the same weight to ψ. The same applies to what you 
ought to do – if you ought to φ, and ψing is a necessary means of φing, then, and because of 
that, you ought to ψ. 

114 It could turn out that a reasons specialist and a reasons generalist are a posteriori in agreement 
on which sources in fact provide reasons for which domains but still disagree a priori on why 
this is the case (Reisner, 2015b, p. 200). The reasons specialist and reasons generalist may both 
accept that in fact only evidence functions as the source of reasons for belief. They could still 
disagree over whether there is a conceptual connection that evidence shares with reasons for 
belief and that other sources of reasons do not. 

115 I am not in the business of spelling out the actual conceptual connection between different 
kinds of reasons and different types of reasons, i.e. explaining what the conceptual connection 
between sources and domains might be. I should have hoped that I have at least dabbled in the 
question of what type of demands we could expect from a satisfactory conceptual connection. 
Sadly, I do not know what demands we should expect from a satisfactory conceptual 
connection. That may depend on a wide range of things, depending on the domain and the 
source in question. For discussion of a potential conceptual connection between evidence and 
the theoretical domain that would also rule out the possibility of any other sources being reasons 
for the theoretical domain, consult the evidentialist (Shah, 2006). For objections to Shah’s view, 
see (Yamada, 2010; Sharadin, 2016). 
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To illustrate what has been said so far, let us elaborate Toy theory 1. Toy theory 
1 is the claim that the sphere of morality consist of two normative sources, fidelity 
and wellbeing. Let us now expand this theory: 

Toy Theory 2: There are three domains, the practical, the theoretical and the 
evaluative. The practical domain is conceptually connected to one sphere, 
morality. Morality consists of two sources, wellbeing and fidelity. The practical 
domain has no other normative sources. The theoretical domain is conceptually 
connected to one source, evidence. The theoretical domain has no other sources. 
The evaluative domain is conceptually connected to the sphere of morality, and 
the sphere of aesthetics. The sphere of aesthetics consists of two sources, sublimity 
and originality. 

This theory has three domains, two spheres, and five sources. Since some sources 
are sources of reasons for some domains but not all, Toy theory 2 is an instance 
of reasons specialism. It is pluralistic about sources, and pluralistic about 
normative domains. 

When we are characterizing the architecture of normativity, a vital question – and 
perhaps the question most thoroughly discussed in the literature – is how to 
handle putative intra-domain conflict. The source monist has a relatively easy 
story to tell about intra-domain conflict. Of course, a source pluralist might claim 
that for some domains there is only one source. For instance, utilitarians who 
believe that the only source in the practical domain is utility have an easier time 
dealing with conflict within the practical domain. They just need to weigh up 
how much utility is associated with each alternative. 

On the other hand, the fact that all the reasons derive from the same source does 
not show that the process of weighing up these reasons will be simple. Depending 
on what the sources are, there could be issues raised by organic unities, or 
problems with incomparability – although, as discussed in (Chang, 2002a; 
Broome, 2004b; Rabinowicz, 2008, 2012; Temkin, 2012; Andersson, 2016, 
2017; Elson, 2017), the culprit of incomparability is often in one way or another 
that there are several aspects that needs to be weighed together. With only one 
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source it is likely that the problem of having to way together several aspects will 
be less of an issue.116 

For someone who accepts that there is more than one normative source in a 
domain, there are various ways to handle intra-domain conflict. Conflict between 
spheres and sources in the practical domain is an age-old issue. For example, does 
morality always trump prudence and aesthetics? Some theorists may wish to argue 
that the spheres display a certain intra-domain hierarchy, whereby, for example, 
moral reasons strictly trump all other spheres in the practical domain. Similarly, 
it is a contentious topic how robustly wellbeing-based reasons stand up to fidelity-
based reasons. If we follow Kant, we will get one answer, but following (Ross, 
1963/1939, 2002/1930), we may conclude that no systematic answer can be given 
to the question of how to solve these conflicts. 

It could be that there are different ways to solve intra-domain conflict, depending 
on the domain. It is no small task to explain how intra-domain conflicts, or even 
intra-sphere conflicts, are supposed to be handled. Explicating the sources of 
morality, and how different sources are supposed to compare, and whether they 
can come into conflict, is equivalent to the entire field of first-order normative 
theory. At the start of this thesis (see page 21), I made it a point of pride that I 
would be steering clear of first-order issues and conducting discussion at the 
structural level. For this reason, I am not arguing for any particular theory when 
it comes to any of the issues discussed.117 

                                                      
116 This is not to say that they will not occur. Take for instance wellbeing, we have different 

qualities of wellbeing, different intensity and temporal duration and so forth. For more on hard 
comparisons and incomparability see (Andersson, 2017, pp. 108-115)  

117 There are, however, a few things that can be said at the structural level about substantive 
normative theory. I believe that any substantive theory describing a domain, or sphere, can be 
usefully represented by two parameters: (i) a specification of the normative sources, and (ii) a 
specification of a weighing function and the way the sources relate. In other words, a substantial 
normative theory needs to specify what matters, and how it matters. In any given situation, a 
moral theory assigns certain facts the property of being a reason for an agent to do something, 
and tells us how to weigh these reasons against each other. Recently, Franz Dietrich and 
Christian List (2017) have offered a framework on which a very wide range of substantial moral 
theories can be represented in terms of these two parameters. Although Dietrich and List focus 
on moral theories, I see no reason why their general methodology and approach could not be 
generalized to any normative sphere, or any normative domain. For more on their elegant 
formalization and some structural results, see (Dietrich & List, 2017). 
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What emerge from this discussion are several possible normative architectures 
with rather different structural features. Combining these features in different 
ways creates contrasting theories of the architecture and structure of reasons and 
normativity. 

With these theories, we can note that we face a methodological dilemma. 
Different architectures have different consequences for the first-order theories. 
We can see how “substantive claims about oughts and reasons limit (or are limited 
by) the general structure of a normative theory” (Reisner, 2015b, p. 204). The 
methodological dilemma is whether to work from the bottom up, the top down, 
or in some sort of dynamic way. Should theories of the architecture of reasons and 
normativity be seen merely as descriptions of what the different normative claims 
amount to, or do they have a prescriptive element? If some theories are better than 
others, maybe we should disregard first-order normative theories that imply such 
architecture. 

Conclusion 

In this extended introduction, I have presented an exposition of some of the 
current debates revolving reasons and normativity. I have done so with the focus 
on addressing structural issues and providing some sort of a cohesive story about 
some of the more salient concepts employed in the papers to follow. Along the 
way, I have offered an overview of some of the contemporary themes within the 
research field, such as how to understand the property of being a reason, the fitting 
attitudes analysis of value, the connection between what we ought to do and what 
have reasons to do, and how our obligations depend on reasons. 

In the thesis we can see several points where there is a need for more research. I 
shall indicate a few such points. A lot more needs to be said about the weighing 
metaphor. More research is also needed into whether the FA analysis can be 
fruitfully extended to morality. All of the potentially different ways in which the 
attitudinal component and the normative component of the FA analysis affect the 
value of an object need to be teased out. A particularly interesting topic is whether 
we can pass the buck to other philosophically interesting concepts. An interesting 
concept that I have in mind here is probability. This has already been attempted 
(Skorupski, 2010a; Rabinowicz, 2017), but I think that an extension of Paper V 
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will show that more needs to be said on the endeavor and its advantages. On the 
topic of the FA analysis, research is needed on whether there is a philosophically 
interesting distinction to be drawn between the notion that it is fitting to have a 
certain attitude and the notion that it is fitting to express the very same attitude. 
For instance, it is my impression from reading the literature on ‘sufficient standing 
to blame’, that we are not differentiating, to a satisfactory degree, between an 
attitude being fitting to have and an attitude being fitting to express. The fact that 
an attitude is fitting in the first sense does not guarantee that it is so in the second. 
These are just a few of the areas which this thesis suggests stand in need of more 
research. The philosophical interest in reasons and normativity has started to pick 
up speed only in the last twenty-odd years and I believe that this field of research 
is still in its infancy. 

The papers constituting this thesis present in-depth discussions of certain aspects 
and issues concerning reasons and normativity. I shall now provide a brief 
overview of each paper. 
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Overview of Papers 

The five papers that follow are self-contained and should be read as such. The 
order of appearance is thematic in terms of generality, from very general questions 
about normativity to specific questions about how the Fitting Attitudes analysis 
of value should solve a specific problem. The co-authored papers are a product of 
mutual and equal labor. The advantage of sharing office with my co-authors has 
resulted in the papers having been written in tandem, sitting side by side. The 
order of authors is alphabetical. The papers under review are presented here as 
they were submitted with the exception that redactions for reasons of anonymity 
have been restored. Paper I presents an account of how to understand normative 
background conditions in a non-deflationary manner. Paper II deals with how the 
distinction between subjectivism and objectivism about value and reasons is best 
understood and how to give a positive interpretation of the notion of constitutive 
grounds. Paper III deals with how we are to best understand ‘can’ in the dictum 
‘ought implies can’. Paper IV defends the idea that reasons, and oughts, transmit 
fully from actions to the necessary means of that action. Paper V deals with how 
the Fitting Attitudes analysis of value should understand degrees of value. 

In what follows, I provide a brief summary of each paper. 

Paper I. Towards A Reasons-First View of Background Conditions 

In this paper Andrés Garcia and I develop an account of background conditions 
for normative features, such as enablers and disablers. In chapter 1 I briefly 
discussed the idea that normative features are subject to background conditions.  

The central thesis of the paper is that if we assume a metaphysical hierarchy of 
normative features then there is nothing really surprising or mysterious about 
background conditions. We argue that our account is better suited to account for 
the intuitions surrounding cases of background conditions than its pragmatic 



112 

alternative. The developed account also has the advantage of being general in the 
sense that it can explain background conditions for all normative phenomena. 

The first part of the paper makes the case via examples that there is an interesting 
phenomenon that calls for inquiry. By looking at the previous literature on the 
issue we establish two functional criteria to demarcate what a theory of 
(normative) background conditions need to conform to. Roughly, in order for a 
factor to be a background condition for value it needs to be a part of what explains 
the instantiation of the value but not be a value-bearer or a value-maker.  For a 
feature to be a background condition for reasons it needs to be a part of what 
explains why that reason is instantiated without the factor itself is not a part of 
the reason itself.  

The second part of the paper claims that if we assume a Reasons-First approach 
to normativity, or at least assume the FA analysis of value (see chapter “On Buck-
Passing”), we can identify features which align with the functional criteria laid out 
in the first part. On a Reasons-First approach, reasons function as value-makers. 
In the paper we argue that the features in virtue of which certain facts are endowed 
with the normative property of being a reason, i.e. the reason-makers, can 
fruitfully be identified as the background conditions for value. This can be done 
in a way that both explains our intuitions about specific cases and conforms to the 
functional criteria. It does so without introducing any hitherto unknown 
ontologically extravagant sui generis relation. The functional criterion for 
background conditions for reasons was that background conditions are not part 
of the reason itself, and hence the background conditions for reasons are identified 
with those reason-makers that are extrinsic to the reason-fact. 

The third part of the paper investigates the advantages our approach has in 
comparison to other alternative explanations, such as the pragmatic deflationary 
understanding of background conditions. 

Paper II. Subjectivism and the Framework of Constitutive Grounds 

Paper II deals with a very Lundian problem: How to understand the framework 
of constitutive grounds and how it may allow us to formulate a version of 
subjectivism where every value-bearer or value-maker needs to be an attitude.  
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It should perhaps be noted that neither Andrés Garcia nor I subscribe to 
subjectivism. The point of the paper is to find a way to make sense of the 
disagreement between subjectivism and objectivism. 

In the first part of the paper we describe the framework of constitutive grounds 
and how philosophers have applied the framework of constitutive grounds to 
make sense of the disagreement between subjectivism and objectivism. The 
framework understands the two theories as being involved in a disagreement 
about the extent to which value is determined by attitudes. Although the 
framework affords us some useful observations about how this should be 
interpreted, the question how value can be determined by attitudes in the first 
place is left largely unanswered.  

The second part of the paper aims to explore the benefits of a positive 
interpretation which aims to address this oversight and make the framework more 
informative. We argue for an interpretation that is inspired by recent work of 
Schroeder (2007)and Sobel (2016). 

Our interpretation claims that the relevant sense in which value can be determined 
by attitudes is discovered by seeing how facts can be endowed with the normative 
property of being a reason. We argue that this interpretation allows us to 
significantly deepen our understanding of the disagreement between subjectivism 
and objectivism. 

As can be seen as a general thread throughout most of the papers, the paper relies 
on a Reasons-First approach or at least that the FA analysis of value is largely 
correct. On our interpretation of the framework of constitutive grounds turns out 
to be, or at least share a lot of the features of metaphysical grounding (see pp. 65-
68). 

So on our interpretation of the framework of constitutive grounds of value we 
determine that the disagreement between subjectivism and objectivism about 
value comes down to whether it is always the case that a reason has the property 
of being a reason partly in virtue of some attitude. 

Since the publication of this paper it has come to our attention that one of the 
originators of the framework of constitutive grounds, Wlodek Rabinowicz, favors 
a different interpretation than ours. In personal communication he has suggested 
that a better analogy for how to understand the role of attitudes for a subjectivism 
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given the framework of constitutive grounds is that attitudes play the same role as 
God does in the cosmological argument for God’s existence.118 

Paper III. A Fair Reading of ‘Ought implies Can’ 

In this paper I argue for a specific reading of ‘can’ in the dictum ‘ought implies 
can’. ‘Ought implies can’ (OIC) stipulates that it could never be the case that you 
ought to do something that you cannot do.  

In the first part of the paper I establish a methodology for how to compare 
different interpretations of ‘can’ in OIC. The methodology consists in testing 
whether the different readings manages to rule out unfair moral requirement 
ascriptions.  

In the second part I argue that most readings of ‘can’ in the debate fail to rule out 
unfair moral requirements.  

In the third part I propose a new reading of ‘S can φ’, in a sense that is relevant to 
OIC. On my proposal ‘S can φ’ if and only if it is true that if S tried her best to 
φ, S would φ. I argue that it is only on my reading that we are able to retain a 
strong connection between what we ought to do and what we are blameworthy 
for failing to do. I, however, also open up for the possibility that the connection 
between what we ought to do and what we are blameworthy for failing to do 
might not be as strong as we might have expected and that it might be that my 
analysis of ‘can’ in the dictum OIC is false, and that it instead is only true for the 
closely related dictum ‘blameworthy implies can’. 

In the fourth part of the paper I outline what it means to try do something, and 
more specifically what it means to try one’s best to do something. This endeavor 
turns out to be harder that what one might expect.  

It should be noted that my philosophical views have evolved since writing the 
paper and that I am now (as is apparent from my writing on deontic buck-passing 
in the chapter “On Buck-Passing”) more friendly towards the suggestion that my 
reading of ‘can’ in the paper concern moral obligations rather than moral oughts.  

                                                      
118 The version of the cosmological argument he has in mind is roughly that if everything has a 

cause, then there must be a first un-caused cause that is essentially different from other causes. 



115 

Paper IV. Normative Transmission and Necessary Means 

In this paper, which was the first paper that I wrote as a part of my thesis, I 
investigate the idea of normative transmission, i.e. that normativity can ‘transmit’ 
from one action to another. I defend the two principles Ought Necessity and Strong 
Necessity against some recent objections from Broome (2013) and Kolodny 
(2018).  

Ought Necessity claims that if an agent ought to φ and ψing is a necessary means of 
φing then, and because of that, the agent ought to ψ. Strong Necessity likewise 
claims that if an agent has a reason with a certain degree of strength, w, to φ and 
ψing is a necessary means of φing then, and because of that, the agent has a reason 
with a degree of strength, w, to ψ. 

Just as Paper III, this paper operates somewhere in between classical meta-ethics 
and normative ethics, in what might be described as structural normativity. In the 
first three parts of the paper I outline the principles and argue that denying these 
principles has consequences for deontic logic that ceteris paribus it would be best 
to avoid. I also make it explicit that the paper is not to be situated in the more 
familiar discussion about instrumental rationality, but is a standalone problem 
independent on one’s stance within the debate of instrumental rationality.  

The fourth part of the paper describes the objections from Broome. The 
objection, roughly, claims that if we know that we will in fact not φ even if we 
take the necessary means, ψ, then ψing (as far as φing is concerned) is pointless and 
that in this scenario no ought, or reason, transmit from φing to ψing. I argue that 
if we in fact will not φ even if we ψ then it is not clear in which way ψing is a 
necessary means in the first place. Furthermore, if we describe the scenario such 
that it is no longer the case that we in fact will not φ if we ψ our intuitions about 
Broome’s counter-examples change in favor of Ought Necessity and Strong 
Necessity. 

The fifth part of the paper analyzes Kolodny’s objection. Kolodny sets up a 
counter-example in which it is intuitive that one agent ought to take the necessary 
means to φ and that it is not the case that another agent ought to take the necessary 
means to φ, for all intents and purposes, are identical. My response to Kolodny’s 
objection involves a denial of the characterization that they ought to φ in the first 
place. I argue that they can only try their best to φ, and it is only the case that the 
first agent ought to try his best to φ but it is not the case that the second agent 



116 

ought to try his best to φ. The difference in whether the agents ought to try their 
best to φ explains why it is the case that the first, but not the latter, agent ought 
to take the necessary means of trying their best to φ. 

In the paper we see the first instance of what I call ‘the test’ for fair moral 
requirement that planted the theoretical seed for Paper III.  

Paper V. How Valuable is It? 

Paper V concerns an underappreciated complexity on the FA analysis of value (see 
the chapter “On Buck-Passing”). In the literature the analysis has mostly focused 
on what it is for something to be valuable, but little has been said about degrees of 
value, i.e. what it is to be very valuable or somewhat valuable.  

This is not to say that the discussion about the FA analysis and degrees of value 
does not have history. Historically, G.E Moore (1903) and Franz Brentano 
(1889/2009) had different views on how the FA analysis should understand 
degrees of value. The FA analysis roughly says that an object is valuable because it 
is fitting to (dis)favor the object. The moorean proposal is that if something is, say, 
very valuable then it is very fitting to (dis)favor the object. The brentanoean 
proposal is to say that it is fitting to (dis)favor the object a lot. The difference 
between the two proposals is whether one has the normative component, i.e. the 
‘fittingness’, or the attitudinal component, i.e. the ‘favoring’ to account for 
degrees of value. 

In the paper Henrik Andersson and I start by investigating the moorean proposal 
and how the normative component is best understood. We find out that it is not 
uncommon for the normative component to be formulated in non-gradable 
terms, such as conclusive reason or ought. Such formulations are of course 
incompatible with the moorean proposal. 

In the second part of the paper we describe the brentanoean proposal. One of the 
main objections against this view is that if ‘valuable’ means ‘worthy of love’ then 
‘more valuable’ must mean ‘more worthy of love’. Our answer to this is that 
various other elaborations of the FA analysis to other kinds of values modify the 
attitudinal component, such as personal value, instrumental value, and final value 
(for more see pp. 68-69) and that it is only an objection against semantic version 
of the FA analysis not metaphysical.  
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In the third part of the paper we discuss hybrid views, i.e. that it is both the 
attitudinal- and the normative component that accounts for degrees of value. We 
reject this proposal in favor of the brentanoean proposal but try to meet the 
moorean proposal half way. We do so by outlining how the normative component 
may still play an underappreciated role when it comes to the value of an object – 
the resilience of an object’s value. By the original new dimension of value that we 
call resilience we mean that the normative component might make the object’s 
value more robust against changes in the underlying reasons to favor the object 
without the object’s value being affected. 

The fifth part of the paper compares the two proposals with regards to how they 
fare when it comes to comparative value relations. We find that both proposals 
are compatible with the standard accounts of value relations but that the 
brentanoean proposal has a better fit. 

The findings from this paper is first and foremost one of the first structural 
discussions about the issue of degrees of value and some evidence in favor of the 
brentanoean proposal. It also opens up the possibility for future research in how 
the normative- and attitudinal component can be made to shed some light on the 
new dimension of value, resilience, and possibly of other philosophically 
interesting concepts, such as credence. 
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Normative reasons concern us all. We constantly make decisions, 
believe in various propositions, and feel certain emotions. 
Hopefully, we do, feel and believe what we ought to do, feel, 
and believe – but how does it all come together? Reasons 
and Normativity is a thesis that consists of five stand-alone 
papers and an extended introduction that tries to deepen our 
understanding of how reasons and normativity works.
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