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Abstract. SET COVER is one of the well-known classical NP-hard prob-
lems. Following some recent trends, we study the conflict-free version
of the SET COVER problem. Here we have a universe U, a family F
of subsets of U and a graph G on the vertex set F and we look for
a subfamily F' C F of minimum size that covers I/ and also forms an
independent set in G . Here we initiate a systematic study of the problem
in parameterized complexity by restricting the focus to the variants where
SET COVER is fixed-parameter tractable (FPT). We give upper bounds
and lower bounds for conflict-free version of the SET COVER with and
without duplicate sets along with restrictions to the graph classes of Gx.

1 Introduction and Previous Work

Covering problems are problems in combinatorics that ask whether a certain
structure “covers” another. Covering problems are very well-studied in theoretical
computer science. Examples include VERTEX COVER, FEEDBACK VERTEX SET,
CLUSTER VERTEX DELETION among others.

Several of these covering problems can be encapsulated by a a problem called
SET COVER which is one of the well-studied classical NP-hard problems. In the
SET COVER problem, we have a universe U, a family F of subsets of &/ and
an integer k and the goal is to find a subfamily F’ of size at most k such that
User S =U.

SET COVER is very well studied in a variety of algorithmic settings, especially
in the realm of approximation algorithms and parameterized complexity. Unfor-
tunately, SET COVER when parameterized by solution size k is W|[2]-hard
and hence is unlikely to be fixed-parameter-tractable (FPT).

It has been seen in computational problems where some pairs of elements in
the problem are in conflict with each other and hence cannot go in the solution
together. This can be modeled by defining a graph on the elements and an edge
(u,v) is added if elements v and v do not go into the solution together or in other
words form a conflict. Hence a solution without conflicts will form an independent
set in this graph. Conflict-free versions of classical problems in P like MAXIMUM
Frow [21], MAXIMUM MATCHING (7], SHORTEST PATH have been studied.
Conflict-free version of problems like VERTEX COVER , FEEDBACK VERTEX
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SET [1], INTERVAL COVERING [2L[3] are studied from the parameterized point of
view very recently.
We look at the conflict-free version of SET COVER defined as follows:

CoNFLICT-FREE SET COVER

Input: An universe U, a family F of subsets of U, a graph Gz with vertex
set F and an integer k.

Goal: Is there a subfamily F' C F of size at most k such that Uper F =U
and F’ forms an independent set in G

We assume that there are no duplicate sets in the family F. Hence |F| < 21!,

Note that if G £ is edgeless, the problem is equivalent to SET COVER as
every subset of vertices of Gx forms an independent set. Hence CONFLICT-FREE
SET COVER is W([2]-hard whenever SET COVER is W[2]-hard and the only
interesting cases of CONFLICT-FREE SET COVER are those special instances
or parameterizations where SET COVER is FPT. Banik et al. [3] introduced
CoONFLICT-FREE SET COVER and considering restrictions on Gx showed that

— CoNFLICT-FREE SET COVER is W[1]-hard when G x is from those classes of
graphs where INDEPENDENT SET is W([1]-hard, and

— when G has bounded arboricity, CONFLICT-FREE SET COVER is FPT
parameterized by k whenever SET COVER is FPT parameterized by k.

Our results: We note that the reduction instance of CONFLICT-FREE SET
COVER in the W[1]-hardness result above [3] contains duplicate sets.

— Our first result is an f(k)|F|°(®) lower bound for CONFLICT-FREE SET COVER
without any duplicate sets assuming the Exponential Time Hypothesis (ETH)
even when the sets of F pairwise intersect in at most one element. The
lower bound holds even when Gx is restricted to bipartite graphs where
INDEPENDENT SET is polynomial-time solvable. Hence the result can be seen
as generalizing the previous W[1]-hardness result.

— On the positive side, for CONFLICT-FREE SET COVER we give FPT algo-
rithms parameterized by k& whenever SET COVER is FPT and G+ belongs
to graph classes which are sparse like graphs with bounded degeneracy or
nowhere dense graphs using the recently introduced independence covering
family [18]. On the other hand if Gx is a dense graph like split or co-chordal,
we give an FPT algorithm. This algorithm works for a large class of graphs
where the number of maximal independent sets is polynomial in the number
of vertices (that are sets in the family in our case).

Next we consider the problem parameterized by the universe size |U|. Here,
since the number of sets |F| < 2/ ConrLICT-FREE SET COVER is FPT
as the trivial brute-force algorithm of choosing at most k sets from F is of

complexity bounded by (l'?) < (2|Z‘j|‘) < ol

— We give a matching lower bound of 2004118 1) for any value of | F| as well
assuming the ETH.



We note that the problem does not have a polynomial kernel as when G r is
an empty graph, the problem becomes SET COVER parameterized by universe
size which does not have a polynomial kernel unless NP C coNP /poly [4].

Unlike the SET COVER problem, in CONFLICT-FREE SET COVER duplicate
sets do play an important role as the neighbourhood sets in the graph can
vary which matters in the independence requirement of the solution.

— For CoNFLICT-FREE SET COVER with duplicate sets we give an f(|/|)|F|°(4D)
lower bound assuming the ETH even when all pairs of sets intersect in at
most one element and even when Gz is restricted to bipartite graphs where
the INDEPENDENT SET problem can be solved in polynomial time.

— In addition, we give FPT algorithms when we restrict G to interval graphs

via a dynamic programming algorithm using the perfect elimination ordering
of graphs. We extend this idea and give an FPT algorithm for chordal graphs
which is a superclass of interval graphs via dynamic programming on the
clique-tree decomposition of the graph.
We also study the CONFLICT-FREE SET COVER problem where there is an
underlying (linearly representable) matroid on the family of subsets, and we
want the solution to be an independent set in the matroid. Banik et al. 3]
studied this version for a specialization of SET COVER where the sets are
intervals on a real line.

— We show that even the more general problem (where the sets in the family

are arbitrary) is FPT when parameterized by the universe size, using the
idea of dynamic programming over representative families [10].
We note that this result can be obtained as a corollary of a result by Bevern
et al. [23] where they studied generalization called uncapacitated facility
location problem with multiple matroid constraints. But our algorithm is
simpler and has a better running time.

2 Preliminaries

We use [n] to denote the set {1,...,n}. We use the standard terminologies of
the graph theory book by Diestel [8]. For a graph G = (V, E) we denote n as
the number of vertices and m as the number of edges. For S C V(G), we denote
G]S] to be the subgraph induced on S. A complement of graph G is a graph H
on the same vertices such that two distinct vertices of H are adjacent if and only
if they are not adjacent in G. A set S C V(G) is called an independent set if for
all u,v € S, (u,v) ¢ E(G).

An interval graph is an undirected graph formed from a family of intervals
in the real line 7 with the vertex set as Z and for intervals u,v € Z, add edge
(u, v) if the intervals w and v intersect. A chord in a cycle is an edge between two
non-adjacent vertices of the cycle. A chordal graph is a graph in which any cycle
of four or more vertices has a chord. A graph G is said to be d-degenerate if every
subgraph of G has a vertex of degree at most d. The arboricity of an undirected
graph is the minimum number of forests into which its edges can be partitioned.
We use the following conjecture to prove lower bounds.



Congecture 1 (Ezponential Time Hypothesis (ETH)( [12])). 3-CNF-SAT cannot
be solved in O*(2°(M) time where the input formula has n variables and m
clauses.

3 ConNrLICT-FREE SET COVER parameterized by k

3.1 Hardness results

Theorem 1. CONFLICT-FREE SET COVER where every pair of sets in F inter-
sect in at most one element is W[1]-hard with respect to solution size k when Gz
is bipartite.

Proof. We give a reduction from the W[1]-hard problem MULTICOLORED BI-
CLIQUE [6] defined as follows:

MULTICOLORED BICLIQUE Parameter: k
Input: A bipartite graph G = (AU B, E), an integer k, a partition of A into
k sets A1, Ao, ..., A and a partition of B into k sets By, Bs, ..., By.
Question: Does there exist a subgraph of G isomorphic to the biclique K j
with one vertex from each of the sets A; and B;?

We note that while the W[1]-hardness of MULTICOLORED BICLIQUE can be
easily shown from a reduction from MULTICOLORED CLIQUE, the complexity of
the normal k-biclique problem was open for a long time and was only shown
recently to be W[1]-hard [15].

Given an instance of (G, Ay, ..., Ak, B1,..., By) of MULTICOLORED BICLIQUE
with V(G) = {v1,va,...,v,}, we construct an instance of CONFLICT-FREE SET
COVER (U, F,Gx, k) without duplicates as follows:

We define the universe U = [2k] U V(G) U {x}. Let S,, denote the set
corresponding to vertex v;. For i € [k], if v; € A;, define S,, = {v;,i}. For
i € [2k]\ [k], if v; € Bj_y, define S,; = {v;,i}. Define a set D = V(G)U {z}. We
have F = |J S, U{D}. The graph G is obtained by taking the complement

veV(G)
of the graph G, making the sets A and B independent and making D as an
isolated vertex. Note that the graph Gz remains bipartite.

Note that F is defined in such a way that all pairs of sets intersect in at most
one element. Also there are no duplicate sets.

We claim that there is a multicolored biclique of size k in G if and only if
there is a CONFLICT-FREE SET COVER of size 2k + 1 in the instance (U, F, Gr).

Let S ={ay,...,ar,b1,...,bx} be the vertices in G that form a multicolored
biclique. Then F' = {D, S4,, ..., Sa,sSby,-- -+, } covers U as D covers V(G) U
{z} and i € S,, for i € [k] and ¢ € Sp,_, for i € [2k] \ [k]. Since the edges across
A and B in G are non-edges in Gz and D is an isolated vertex, 7’ forms an
independent set in Gx. In the reverse direction, let 7' = {S1,...,Sok1+1} be a
solution of size 2k + 1 covering /. The set D has to be part of the solution F’ as

3 O* notation ignores polynomial factors of input



only D contains element . Now note that an element ¢ € [k] can be covered only
by sets S, where v € A;. Similarly an element i € [2k] \ [k] can be covered only
by sets S, where v € B;_j. Hence the vertices of the sets in F’ are such that
there is at least one vertex from each of the sets A; and B;. Since the budget is
limited to 2k after picking D, exactly one vertex from each of the sets A; and B;
is contained in F’. Since the vertices ' \ D form an independent set in Gz, the
corresponding vertices form a biclique in G. a

Since MULTICOLORED BICLIQUE cannot be solved in time f(k)|F|°(®) for solution
size k assuming ETH [20], we have the following corollary.

Corollary 1. CoNFLICT-FREE SET COVER where every pair of sets in F inter-
sect in at most one element cannot be solved in time f(k)|F|°) for solution size
k in bipartite graphs for any computable function f assuming the ETH.

3.2 Upper Bounds

In the following results, we restrict the graph G .

Graphs with bounded number of maximal independent sets

Theorem 2. When G £ is restricted to a graph where the number of mazimal
independent sets is polynomial in |F| and can be enumerated in time polynomial
in |F|, if SET COVER can be solved in O*(f(k)) time, CONFLICT-FREE SET
COVER can be solved in O*(f(k)) time.

Proof. For each maximal independent set I of G, we run the O*(f(k)) algorithm
for SET COVER with the family F containing sets corresponding to the vertices
in I. Since the solution X of CONFLICT-FREE SET COVER is an independent set,
X C I’ for some maximal independent set I’. So if the SET COVER algorithm
returns YES for any I, return YES, else return NO.

Note that although SET COVER problem is W-hard when parameterized by
k, there are variants of SET COVER like when the size of the intersection of sets
in F is bounded [22] where the problem can be solved in O*(f(k)) time.

As the number of maximal independent sets in split graphs (since at most
one vertex of the clique can be in the independent set), co-chordal graphs [11]
and 2K,-free graphs [9] are polynomial in the number of vertices, we have the
following corollary.

Corollary 2. If SET COVER can be solved in O*(f(k)) time, CONFLICT-FREE
SET COVER can be solved in O*(f(k)) time when Gx is restricted to split graphs,
co-chordal graphs or 2Ks-free graphs.

Graphs with bounded degeneracy

We use the notion of k-Independence Covering Family introduced by [1§]
defined as follows:



Definition 1 (k-Independence Covering Family). For a graph G and inte-
ger k, a family of independent sets of G is called an independence covering family
for (G, k), denoted by F (G, k), if for any independent set X in G of size at most
k, there exists an independent set Y € F (G, k) such that X C Y.

Lemma 1. (Deterministic Independence Covering Lemma [18]) Given a d-
degenerate graph G and an integer k, there is an algorithm that runs in time
O*((k(dljl)) 200+ (1 4 m)logn) and outputs a k-independence covering
family for (G, k) of size at most O*((k(d]jl)) - 20(k(dH+D)) L log ).

Theorem 3. CONFLICT-FREE SET COVER has an algorithm with running time
O*(f(k)(k(dlj'l)) - 20(k(dH+1)) with solution size k when G is a d-degenerate graph
if SET COVER can be solved in O*(f(k)) time.

Proof. We use Lemmaon G 7 to get a k-independence covering family .% (G, k).
For each independent set Y € #(Gx, k), we run the algorithm for SET COVER
for the instance (U,Y, k) in O*(f(k)) time. If for any of the sets YV, (U, Y, k) is a
yes instance, we return yes. Otherwise we return no.

Let X be the solution of size k. There is a set Y in .#(Gz, k) such that
X CY. Hence when we run the algorithm for SET COVER in instance (U,Y, k),
since G[Y] is an independent set, the algorithm will return X. O

Note that graphs with bounded degeneracy contain many other graph classes
such as planar graphs, graphs with bounded arboricity and graphs with bounded
treewidth. We note that a similar result as Theorem |3| has been proven in graphs
with bounded arboricity [3] (through a different argument) from which a result
for graphs with bounded degeneracy follows as the degeneracy of a graph is also
bounded when the arboricity is bounded.

Nowhere Dense graphs

Nowhere dense graphs contains a number of classes of graphs that are not
contained in the class of graphs with bounded degeneracy, including graphs with
bounded local treewidth and graphs that locally exclude a fixed minor. In 18],
the authors construct a k-independence covering family for nowhere dense graphs.

Lemma 2 ( [18]). Let G be a nowhere dense graph and k be an integer. There
is a deterministic algorithm that runs in time

(e,

10 1) k2
k) n +g(k) k

) . 20(k§2) . n(n —+ m) log n)

and outputs a k-independence covering family for (G, k) of size O(g(k) (’f) .
2 . .

2°F7) . nlogn) where f is a computable function and g(k) = (f(k, £))* .
We get the following theorem whose proof is similar to Theorem

Theorem 4. CONFLICT-FREE SET COVER has an algorithm with running time

O*(h(k)g(k) (’f) - 20" for nowhere dense graphs with solution size k and a

computable function g if SET COVER can be solved in O*(h(k)) time.



4 ConrLICT-FREE SET COVER parameterized by |U]|

4.1 Lower Bounds when F has no duplicates

We define the following variant of MULTICOLORED BICLIQUE.

SMALL MULTICOLORED BICLIQUE Parameter: k
Input: A bipartite graph G = (AU B, E), an integer k, a partition of A into
k sets Ay, As,..., A and a partition of B into k sets By, Bs, ..., By such
that |A;| = |B;| = s where k < s < 2% /2k.

Question: Does there exist a subgraph of G isomorphic to the biclique K j
with one vertex from each of the sets A; and B;?

We first note that the reduction from 3-COLORING used in [16] can be modified
so that we get the following lower bound for SMALL MULTICOLORED BICLIQUE.

Theorem 5. |Z| SMALL MULTICOLORED BICLIQUE cannot be solved in time
go(klogs) ynder the ETH

Theorem 6. CONFLICT-FREE SET COVER without duplicates when G is bi-
partite cannot be solved in time 2°0UI18IFD) ynder ETH.

Proof. Given an instance of (G, Ay, ..., Ak, B1,..., B) of SMALL MULTICOL-
ORED BICLIQUE with V(G) = {vy,vs,...,v,}, we construct an instance of
CoNrFLICT-FREE SET COVER (U, F,Gr,2k + 1) without duplicates as follows:

Let us define sets Z = {21, 22, ... 2[logn] } and O = {01,092, ... 0[10g n7 }-

We define the universe U = [2k]U ZUO U {x}.

Let us look at vertex v; € V' and construct sets S,, € F . Let us map j to
its binary representation by, ba, ..., bfog 1. We create a set T; as follows: for all
i € [[logn]], when b; = 0, add z; to T}, else add o; to Tj. For i € [k], if v; € A;,
define S,, = {i} UT}. For i € [2k] \ [k], if v; € B; &, define S,, = {i} UT}.
Define the extra set D = Z U O U {z}. The graph G is obtained by taking the
complement of the graph G, making the sets A and B independent and making
D as an isolated vertex. Note that the graph G# remains bipartite.

Note that the construction is almost exactly the same as in Theorem |1| but
the vertices are encoded in binary form. The correctness of the reduction can
then easily be seen after noting that the set D has to go in the solution as it is
the only set containing element x.

Note that in the SMALL MULTICOLORED BICLIQUE instance, n = 2k - s < 2k,
Since logn <k, |U| < 4k + 1.

Now suppose CONFLICT-FREE SET COVER has an algorithm with running
time 20(Ul1og 17 Since s = % and |[U| < 4k + 1, we have a running time of
0(4klog(2k-5)) — go(k(log s+logk) — go(klogs) for SMALL MULTICOLORED BICLIQUE
violating the ETH. ad

4 Proof in full version



4.2 Lower bounds when F has duplicates
We have the following hardness result [3].

Theorem 7 ( [3]). If for a subclass of graphs ¢, finding an independent set of
size k is W[1]-hard, then CONFLICT-FREE SET COVER parameterized by |U| is
WI(1]-hard when Gr is restricted to the class 9.

Bipartite Graphs

Bipartite graphs is one class of graphs where the INDEPENDENT SET problem
can be solved in polynomial time. In contrast to Theorem [7] we show that
ConrLICT-FREE SET COVER on bipartite graphs is W[1]-hard. Note that in
Theorem (1| proven previously, the size of the universe can be much larger than
the solution size k and hence the hardness result does not follow from it.

Lemma 3. CONFLICT-FREE SET COVER parameterized by |U| is W[1]-hard on
bipartite graphs.

Proof. We again give a reduction from the W[1]-hard problem MULTICOLORED
BicLIQUE. The construction is very similar to that in Theorem |1} the difference
being the vertex v is not added to sets S,.

Given an instance of MULTICOLORED BICLIQUE, we construct an instance
of CONFLICT-FREE SET COVER as follows: U = [2k]. Let S, denote the set
corresponding to vertex v we add to F. For i € [k],i € S, if v € A;. For
i € [2k] \ [k],7 € Sy if v € B;_j. The graph G’ is obtained by complementing
the graph G and making the sets A and B independent. The graph G’ remains
bipartite.

The correctness proof easily follows. O

4.3 Upper Bounds when F has duplicates

Interval Graphs

Interval graphs have the property that its vertices can be ordered as vy, ..., v,
such that for each v;, N[v;] N {v;,...,v,} is present consecutively in the ordering
where N[v;] is the closed neighbourhood set of v;. Such an ordering is actually the
perfect elimination ordering of the graph and can be obtained in time polynomial
in |V(G)| by arranging the corresponding intervals in order of their leftmost
endpoint. We make use of this ordering to give a dynamic programming algorithm
for CONFLICT-FREE SET COVER with duplicates on interval graphs.

Theorem 8. |°| CONFLICT-FREE SET COVER with duplicate sets when Gx is
restricted to interval graphs can be solved in O*(2U41) time.

Now we give a O*(3/l)-time dynamic programming algorithm for chordal
graphs which is a superclass of interval graphs.

5 Proof in full version



Chordal Graphs

A clique tree decomposition is a nice tree decomposition 7" where for all nodes
i € V(T), the vertices of in the bag X; are such that G[X;] forms a clique. All
chordal graphs have clique-tree decompositions and can be found in polynomial
time [11]. Given a clique tree decomposition, it can be converted to a nice clique
tree decomposition in polynomial time as well [6].

In the theorem below, we give an algorithm for CONFLICT-FREE SET COVER
with duplicates on chordal graphs using dynamic programming on the nice clique
tree decomposition of the graph.

Theorem 9. EI CoNFLICT-FREE SET COVER with duplicates on chordal graphs
can be solved in O*(3U1) running time.

5 Matroidal Conflict-free Set Cover

Let us define the MATROIDAL CONFLICT-FREE SET COVER problem.

MATROIDAL CONFLICT-FREE SET COVER

Input: A universe U, a family F of subsets of U, a linear matroid M = (F,7)
and an integer k.

Goal: Is there a subfamily 7' C F of size at most k such that (Jp.» F =U
and F’ forms an independent set in M?

We give a dynamic programming algorithm for MATROIDAL CONFLICT-FREE
SET COVER containing duplicate sets using computation of representative sets
noting that the similar ideas used in [3] for INTERVAL COVERING can be extended
to MATROIDAL CONFLICT-FREE SET COVER .

For W C U, let BV denote the collection of subfamilies X of F of size at
most k such that X covers W and forms a independent set in the matroid M.

W={XCF | [XI<kWC |]JSand X €T}
SeX

Note that BY contains all the solutions of size at most k¥ of MATROIDAL
CoNrFLICT-FREE SET COVER . Hence we solve the MATROIDAL CONFLICT-FREE
SET COVER problem by checking whether BY is empty or not.

Definition 2 (¢-representative family [19]). Let M = (E,Z) be a matroid
and A be a family of sets of size p in M. For sets A, B C E, we say that A fits

Bif ANB=¢ and AUB € T. A subfamily A C A is said to g-represent A
if for every set B of size q such that there is an A € A that fits B, there is an
A € A that also fits B. We use A Clep A to denote that A g-represents A.

Lemma 4 ( [10]). For a matroid M = (E,T) and S C E, if §; C

Cl., S and
Sz Cl,, S1, then S 1., S.

% Proof in full version



Note that BY is nonempty if and only if B4 Qgep BY is nonempty. Let us
define BYJ as the subset of B‘iV containing sets of size exactly j. We denote
BY Qi’e};*k BY to denote that B contains the union of all the i-representative
families of B where 1 <4 < k. In other words,

k
BY = (8" <y BY)
j=1

Lemma 5 ( [17]). Let M = (E,I) be a linear matroid of rank n and S be a
family of t independent sets of size p. Let A be a n x |E| matriz representation of
M over a fieldIF where F =¥, or F is Q. Then there is a deterministic algorithm

to compute S C4_ S size np(p;q) m O((p;q)tp3n2 + t(p;q)w_l(pn)“’_l) +(n+

—Trep

|E|)OW) operations over F where w is the matriz multiplication exponent.

Theorem 10. MATROIDAL CONFLICT-FREE SET COVER can be solved in
O* (2wt My time where w is the matriz multiplication exponent.

Proof. Let D be an array of size 21! with D[W] storing the family B Q},gz',"k BY.
We compute the entries of D in the increasing order of subsets of U. To do so we
compute the following:

NY = |J (DW\ 5i]eS)NT (1)
S,eF

where Ae B={AUB| A€ Aand B € Band ANB = ¢}.

We show that NV g,}‘é‘bk BY. Let S € BYJ and Y be a set of size k — j such
that SNY = ¢ and SUY € Z. We give a set S € NWJ such that SNY = ¢ and
SuUY e

Let S = {Sl,SQ,...,Sj}. Let §' = S\SJ Let Y’/ ZYUSj. |S/| Zj— 1 and
|Y'| = k—j+1. Since S’ covers W\ S;, S" € BW\9:)G=1) By definition, D[W\ S;]
contains BW\S)U=1) Ckoj+1 BIWAS;)(i=1) and hence a set S* € D[W \ ;] such
that S* NY’ = ¢ and S*UY’ € Z. From equation (1)), S*US; € NW. The set
S=5*U S, is such that SNy = ¢ and SUY €Z. Hence NW Cl--k BW,

rep

We store N'W gié’;}k NW in D[W]. The sets NWJ are computed using
Lemma |5l We have N'WJ g’ﬁgpj NWi g’ﬁgpj BYJ for all 1 < j < k. Hence
from Lemma we have D[W] = AW Clok BY.

We now focus on the running time to compute D[W] and the size of D[W].

Assume that D[Y] is precomputed for all subsets Y C W. We have |D[Y]| =
N LA I
INY| = > INYI|. From Lemma , INYI| < |F| k- (’;) Hence from equation |i
=1

J

putting Y = W\ S;, we have |INWJ| < |F|? - k- (’;) Using Lemma the time to

N . , 2
compute N'W7 g’jgpf NWIis O* ((’;) + (’;)w) where w is the exponent for matrix

10



k w
multiplication. Hence the total time to compute D[W]is > O*((l;) ) = O*(2@F).
j=1

The size of D[W] is O(|F] - k - zﬁ: () =0 k-|F)).

The overall running time to check if D[U] is empty or not is bounded by
O*(2U1 . owky = O* (2wIMI+ Uy = O*(10.3611U1). 0

6 Conclusion

We have initiated a systematic study of CONFLICT-FREE SET COVER with vari-
ous parameterizations with restrictions to Gx. One open question is to identify a
general characterization for the graph classes of Gz when CONFLICT-FREE SET
COVER becomes FPT parameterized by k or by |U].

Acknowledgements: The authors thank Fahad Panolan and Saket Saurabh for
several valuable discussions on the theme of the paper.
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